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Abstract

The main focus of this thesis has been the investigation of the interaction of terahertz
(THz) radiation with two-dimensional semiconductor heterostructures beyond the
regime of linear optics. The THz spectral region constitutes an especially rich
area with many prospects in soft and condensed matter physics. Based on its non-
ionizing character and its ability to penetrate a variety of non-conducting materials,
THz spectroscopy and imaging techniques face a growing number of industrial and
scientific applications. An important milestone in bringing the THz range to the
customer has been the invention of the THz quantum cascade laser (QCL) in 2002.
Quantum cascade lasers have the potential of being used as miniaturized THz sources
in a variety of applications including quality control, environmental monitoring and
astronomy. However, room temperature operation, a feature that is highly desired
to meet industrial requirements, has not been achieved to date. Recently, THz
time-domain spectroscopy (TDS) has been demonstrated to be the perfect tool for
an in-depth investigation of the dynamics inside a lasing QCL.

By scaling the incident THz field amplitudes to several tens of kV/cm, the pulses
can be used to actively manipulate and control the intersubband excitations, giving
rise to non-equilibrium states of matter. From the dynamics following the ultrafast
excitation pulse, considerable insight into the microscopic properties of the sample can
be gained. Examples of accessible parameters include the identification of dephasing
and energy relaxation channels, as well as clarifying the role of multi-photon and
collective excitations. During this work, various methods for the generation of intense
single-cycle THz pulses have been investigated. Based on the coherent conversion of
amplified near infrared laser pulses with pulse energies up to 4mJ, we have been able
to achieve THz peak field strengths up to 40 kV/cm with bandwidths extending over
6THz. In addition, we have developed several schemes for increasing the THz yield
from well-known emitter concepts. These include area sectioning, THz waveguides
and dynamic phase-matching.

As a proof-of-principle experiment, we have investigated non-equilibrium dynamics
of intersubband (ISB) excitations subject to intense single-cycle THz pulses. The
broadband excitation enabled the simultaneous driving of several adjacent transitions.
The main results have been the observation of the undressing of collective excitations,
coherent population transfer to higher states and the identification of a nonlinear
contribution to the refractive index based on parametric multi-photon processes.

An alternative route for probing light-matter interactions beyond the linear regime

is provided by cavity quantum electrodynamics. The coupling of ISB transitions to

a cavity leads to the formation of so-called ISB cavity polaritons as a new type of

elementary excitation. These polaritons are subject to intense research worldwide as

they may enable lasing without inversion and the generation of quantum vacuum

radiation. To investigate THz ISB polaritons, we have chosen to replace the cavity

by a planar THz metamaterial. Thereby, we could prove that the coupling strength

between a single parabolic quantum well and the metamaterial is sufficient to open a

gap in the polariton dispersion relation, which is a signature of ultrastrong coupling.





Kurzfassung

Der Schwerpunkt der vorliegenden Arbeit lag auf der Untersuchung der nichtlinea-
ren Wechselwirkung zwischen Terahertz (THz) Strahlung und zweidimensionalen
Halbleiterheterostrukturen. Das THz Spektrum stellt einen sowohl technologisch als
auch wissenschaftlich sehr interessanten Bereich dar. Durch den nichtionisierenden
Charakter der Strahlung und die Fähigkeit viele nichtleitende Stoffe zu durchdringen,
sieht sich der THz Bereich einer wachsenden Zahl von Anwendungen gegenüber. Ein
wichtiger Meilenstein zur weiten Verbreitung der THz Technologie war dabei die
Erfindung des THz Quantenkaskadenlasers (QCL) im Jahr 2002. Diese Laser haben
ein weitreichendes Potential als miniaturisierte THz Quellen in einer Vielzahl von
Anwendungen. Allerdings ist bis heute kein Betrieb bei Raumtemperatur möglich,
was jedoch für viele Anwendungen ausschlaggebend wäre. In den vergangenen Jahren
hat sich die zeitaufgelöste Spektroskopie mit ultrakurzen THz Pulsen (THz TDS)
als ideales Werkzeug für die Untersuchung der internen Vorgänge in THz QCLs
profiliert.

Durch die Erhöhung der verfügbaren THz Feldstärke auf mehrere kV/cm können
diese Pulse zur aktiven Kontrolle der Intersubbandanregungen verwendet werden.
Die Beobachtung der nachfolgenden Ladungsträgerdynamik ermöglicht Rückschlüsse
auf die mikroskopischen Eigenschaften der Probe. Beispielsweise können so Zerfalls-
kanäle identifiziert und die Einflüsse von Mehrphotonenprozessen und kollektiven
Anregungen geklärt werden. Im Zuge dieser Arbeit wurden verschiedene Metho-
den zur Erzeugung von intensiven, ultrakurzen THz Pulsen erprobt. Ausgehend
von verstärkten Laserpulsen mit Pulsenergien von 4mJ wurden Feldstärken bis zu
40 kV/cm und gleichzeitig Bandbreiten von über 6THz erreicht. Desweiteren konnte
die THz Ausbeute durch spezielle Maßnahmen, wie dynamische Phasenanpassung
oder THz Wellenleiter, weiter gesteigert werden.

Diese THz Pulse ermöglichten erstmalig die direkte Messung der Nichtgleichge-
wichtsdynamik von Intersubbandanregungen in Folge einer breitbandigen Anregung.
Die Hauptresultate waren dabei die Beobachtung der Zerstörung kollektiver Anre-
gungen, der kohärente Transfer von Ladungsträgern in höhere Zustände und die
Identifikation eines nichtlinearen Beitrags zum Brechungsindex durch parametrische
Mehrphotonenprozesse.

Eine alternative Möglichkeit zur Untersuchung von nichtlinearen Licht-Materie-

Wechselwirkungen bietet die Quantenelektrodynamik. Die Kopplung von Intersub-

bandanregungen an einen Resonator führt zur Erzeugung sogenannter Polaritonen

als neuen Quasiteilchen. Diese sind Gegenstand aktiver Forschung da sie neuarti-

ge Laserquellen sowie die Erzeugung von kohärenter Strahlung aus dem Vakuum

ermöglichen könnten. In dieser Arbeit wurden THz Polaritonen untersucht, die durch

die starke Kopplung eines THz Metamaterials mit einem einzelnen parabolischen

Quantentrog zustande kommen. Dabei konnte gezeigt werden, dass die Kopplungs-

stärke ausreichend ist, um eine Lücke in der polaritonischen Dispersionsrelation zu

öffnen. Diese Lücke gilt als Signatur der sogenannten ultrastarken Kopplung.
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and
my son Nicolas.





Contents

1 Introduction 1
1.1 Terahertz Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Semiconductor Heterostructures and Intersubband Transitions . 3
1.3 Terahertz Metamaterials . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Nonlinear THz Spectroscopy . . . . . . . . . . . . . . . . . . . . 6
1.5 Aims and Scope of the Thesis . . . . . . . . . . . . . . . . . . . 8

2 Spectroscopy in the Terahertz Frequency Range 11
2.1 Fourier Transform Infrared Spectroscopy . . . . . . . . . . . . . 11

2.1.1 Emitters Used For FTIR . . . . . . . . . . . . . . . . . . 14
2.1.2 Detectors Used For FTIR . . . . . . . . . . . . . . . . . 15

2.2 Terahertz Time-Domain Spectroscopy . . . . . . . . . . . . . . . 16
2.2.1 Terahertz Generation in Photoconductive Antennas . . . 19
2.2.2 Electro-Optic Detection of THz Transients . . . . . . . . 21

3 THz Metamaterials Coupled To Intersubband Transitions 29
3.1 Optical Properties of Intersubband Transitions in Quantum Wells 29
3.2 Electrodynamics of Terahertz Metamaterials . . . . . . . . . . . 35
3.3 Strong Light Matter Coupling . . . . . . . . . . . . . . . . . . . 46
3.4 Entering the Ultrastrong Coupling Regime . . . . . . . . . . . . 57
3.5 Strong to Weak Coupling Transition . . . . . . . . . . . . . . . 60

4 High Field Terahertz Time-Domain Spectroscopy 65
4.1 High Field THz Time-Domain Spectroscopy Setup . . . . . . . . 65
4.2 Generation of Intense Terahertz Pulses . . . . . . . . . . . . . . 73
4.3 Terahertz Emission from Semiconductor Surfaces . . . . . . . . 75
4.4 Optical Rectification in Nonlinear Crystals . . . . . . . . . . . . 84

4.4.1 Collinear THz Generation in Large Area GaP . . . . . . 85
4.4.2 Dynamically Phase-Matched THz Generation . . . . . . 92

4.5 Large Area Photoconductive Antennas . . . . . . . . . . . . . . 94
4.6 Four-Wave Mixing in Laser Induced Plasma Filaments . . . . . 97

4.6.1 Microscopic Polarization Model . . . . . . . . . . . . . . 100
4.6.2 THz Emission under Tight Focusing Conditions . . . . . 104

XI



4.6.3 Waveguide-Enhanced THz Emission under Weak Focus-
ing Conditions . . . . . . . . . . . . . . . . . . . . . . . . 107

4.7 Comparison of Methods . . . . . . . . . . . . . . . . . . . . . . 112

5 Nonlinear THz Spectroscopy of Intersubband Transitions 115
5.1 First Experimental Results . . . . . . . . . . . . . . . . . . . . . 116
5.2 One-Dimensional FDTD Simulations of Multi-Level QWs . . . . 121
5.3 Nonlinear Refractive Index in a Three-Level System . . . . . . . 123
5.4 Collective ISB Excitations and Dressed State Effects . . . . . . 125
5.5 Quasi-Thermalization between a QW and a Photon Bath . . . . 128

6 Conclusions 133
6.1 Cavity QED with THz Metamaterials . . . . . . . . . . . . . . 133
6.2 High Field THz Time-Domain Spectroscopy . . . . . . . . . . . 135
6.3 Quantum Optics Toy Box . . . . . . . . . . . . . . . . . . . . . 136

A Growth Sheets 143

B Analytic Expression for Polarizability of a Split-Ring Resonator 151

C Coupled Pendulums 157

D Quantum Well Models for FDTD Simulations 163
D.1 Lorentz Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
D.2 Maxwell-Bloch Model . . . . . . . . . . . . . . . . . . . . . . . . 165
D.3 Multilevel Maxwell-Bloch Model . . . . . . . . . . . . . . . . . . 168

E Description of Laser Systems 175
E.1 Er:Fiber Laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
E.2 Regenerative Ti:Sapphire Amplifier . . . . . . . . . . . . . . . . 180

Bibliography 183

Curriculum Vitae 209

List of Publications 211

XII



Chapter 1

Introduction

1.1 Terahertz Spectroscopy

Ever since the existence of mankind, human curiosity has been a driving force
of scientific and technical progress. Born from the wish to understand the
basic principles of the world surrounding us, numerous tools and techniques
have emerged over the past millennia. One of the most powerful techniques
that we have at our disposal is optical spectroscopy, the study of the inter-
action of light and matter. The field started with the invention of the prism
by Sir Isaac Newton (1642 - 1727) in 1666, who showed that sunlight actu-
ally consists of a continuous series of colors which he termed spectrum [1].
The first quantitative study of the spectrum of the sun was conducted by
Joseph von Fraunhofer (1787 - 1826) in 1814, who also invented the trans-
mission grating. He was able to identify 570 dark lines (see Fig. 1.1), which
have later been associated to absorption by certain elements in the sun and
earth’s atmosphere by Gustav Robert Kirchhoff (1824 - 1887) and Robert
Bunsen (1811 - 1899). This marked the beginning of modern spectroscopy.

Figure 1.1: The spectrum of
the sun with the Fraunhofer
lines. Stamp printed by the
German Federal Mail on the
occasion of Fraunhofer’s 200th
birthday.

Since then, the whole field has made tremendous
progress and many branches have emerged that
are specialized only to certain wavelength ranges.
As spectroscopy is the science of the interaction
of light with matter, the wavelength range has
to match the elementary excitations of the sys-
tem under study. In this sense, the terahertz
(THz) range of the electromagnetic spectrum is
an especially rich area with many prospects in
soft and condensed matter physics. Though not
consistent throughout literature, it is common
practice to define the THz range as the frequency
span from 𝜈 = 0.1 to 10 THz [2]. This is the do-
main of phonons in solids [3] and rotational and
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1 Introduction

Figure 1.2: Overview over the electromagnetic spectrum. The THz region extends
from 1× 1011 to 1× 1013Hz and is situated at the transition region between electrical
engineering and optics.

vibrational modes of molecules [4], for instance. The related photon energies
𝐸 = ℎ𝜈 are in the range from 0.4 to 40 meV, corresponding to the binding
energies of impurities and excitons in semiconductors [3] and Cooper pairs in
superconductors [5]. The typical time scale 𝑡 = 1/𝜈 is on the order of 1 ps,
equivalent to the scattering time of carriers in bulk semiconductors [6] or the
spin coherence times in quantum wells [7–9]. The wavelength 𝜆 = 𝑐/𝜈 ranging
from 30𝜇m to 3 mm and the ability to penetrate non-conducting materials
make it an ideal tool for security [10], quality control [11] and art conserva-
tion [12]. Due to its non-ionizing character, THz radiation is also of particular
interest for medical applications [13].

Despite this strong motivation for spectroscopy in the THz range, this
frequency region has long time been unexplored. The reason has been the
lack of efficient and powerful sources and detectors [14], which in part can be
explained by its unique location within the electromagnetic spectrum (Fig. 1.2).
At the low energy side of the THz gab is the domain of electrical engineering
where the highest achievable frequencies are set by the 𝑅𝐶 time constants of
the electronic circuits and devices. Typical values are on the order of several
hundred GHz [14]. Approaching the THz region from the high energy side, the
domain of optics, it is found that the problem is the energy of the THz photons
being well below the thermal background and the generally low conversion
efficiency from optical to THz frequencies.

However, the exceptional location between the world of engineering and the
world of optics also has its advantages. Eventually, it has become evident that
the key to success is a combination of concepts from both worlds. A prominent
example is the photoconductive emitter [15] which will be discussed in more
detail in Chap. 2.2.1. In the past decades, numerous ways to generate and
detect THz radiation have been developed. Remarkable examples are the water
vapor laser [16,17] and THz emission from peeling Scotch tape [18]. A good
overview over the history and state of the art in THz spectroscopy is found in
recent reviews, e.g. [14,19–22], and textbooks, e.g. [2, 23], for example.
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1.2 Semiconductor Heterostructures and Intersubband Transitions

1.2 Semiconductor Heterostructures and
Intersubband Transitions

Terahertz spectroscopy in its present form would not have been possible without
modern semiconductor technology. For instance, photoconductive emitters and
detectors, which mark the beginning of the THz era, rely on semiconductor
substrates with a moderate band gap for photoexcitation and a sufficiently high
carrier mobility [23]. Materials such as silicon and gallium arsenide with very
low defect densities have become available due to recent advances in crystal
growth technology [24]. In addition, post-processing techniques have been
developed which allow to modify material parameters such as the lifetime of
photoexcited carriers. For instance, radiation-damaged silicon films on sapphire
substrates have been the first photoconductive emitter substrates that have
shown free-space emission of electromagnetic pulses in the THz frequency
range [15,25,26].

The invention of molecular beam epitaxy (MBE), a technique that allows
the deposition of different semiconductor alloys with monolayer precision and
very low defect rates [27], has sparked a whole new era in semiconductor device
technology. By controlling the growth conditions, photoconductive substrates
with unique properties could be created. For example, the growth of GaAs
films under very low temperatures, so-called LT-GaAs, leads to a reduction of
the carrier lifetime by orders of magnitude to the sub-picosecond range [28,29],
making this material the ideal candidate for high-performance THz emitters
(see Chap. 2.2.1).

The capability of MBE to grow monolayers of different semiconductors
lattice matched and with a high quality soon triggered the development of
lower dimensional structures, such as quantum wells (QW), for instance. There,
the strong confinement of the carriers along the growth direction leads to the
occurrence of quantum effects [30]. The most important aspect is thereby the
formation of subbands within the conduction and valence bands. The energy
offset between these subbands and the associated wavefunctions of the carriers
can be freely designed by varying the geometry of the heterostructure. In
addition, transitions between these subbands, so-called intersubband transitions
(ISBTs), can be used to emit and absorb photons in the THz and mid-infrared
(MIR) spectral region [31].

Semiconductor laser technology had till then been based solely on optical
transitions between the conduction band and the valence band, so-called
interband transitions (see for example [32]). The emission frequency is thereby
fixed by the band gap of the used material system. In order to develop laser
diodes working in the far-infrared (FIR), special materials with a very low
band gap would have to be used. Examples include Hg1−𝑥Cd𝑥Te [33] or bilayer
graphene [34]. So far, no working laser has been demonstrated due to huge
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1 Introduction

Figure 1.3: Different ways to couple free-space THz radiation to intersubband
transitions in a quantum well (red). (a) Waveguide configuration. The THz electric
field is oriented parallel to the growth direction. (b) Evanescent field coupling with a
prism. The THz pulse has to be TM polarized with respect to the prism. (c) Grating
coupling. The THz electric field is perpendicular to the metal stripes. (d) Resonant
coupling via a metamaterial resonance. The polarization of the THz pulses depends
on the metamaterial geometry.

technological difficulties. Alternatively, interband transitions between light and
heavy hole subbands could be utilized, as is the case in the 𝑝-Ge laser [35].
However, to observe lasing action in such materials a huge effort, such as high
magnetic fields and cryogenic temperatures, is necessary.

In lasers based on ISBTs, the transition strength and frequency are design
parameters. In addition, these devices can be based on material systems which
are easy to handle and where the processing technology is mature, for example,
AlGaAs / GaAs. By using only electrons or holes, multiple photons can be
emitted from a single carrier by stacking several emitter sections, so-called
cascades. The first working quantum cascade laser has been demonstrated in
1994 in the MIR by Faist et al. [36], and eight years later by Koehler et al. also
in the THz [37].

THz QCLs have the potential of being used as miniaturized THz sources
in a variety of applications including imaging, semiconductor inspection and
astronomy (see for example [38] and references therein). In addition, a single
QCL can be used both as emitter and detector, as has been demonstrated in
a compact imaging setup [39]. However, these sources still require significant
cooling to function properly. As room temperature operation is a feature that
is highly desired to meet industrial requirements, huge efforts are undertaken
to meet this goal [38]. THz spectroscopy is thereby the perfect tool for learn-
ing more about the physics of semiconductors and especially semiconductor
heterostructures.

In order to couple THz pulses to ISBTs, the polarization of the electric
field has to fulfill certain polarization selection rules [40]. Only the component
polarized parallel to the growth direction of the heterostructure can induce
ISBTs. In particular, this states that no coupling of free space radiation and
ISBTs is possible under normal incidence. Oblique incidence, especially under
Brewster’s angle, is in principle possible but very inefficient [31]. This makes
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1.3 Terahertz Metamaterials

THz spectroscopy on such samples difficult, especially as the thickness of the
heterostructure or active zone is usually on the order of just a few microns.
There are a few possibilities to still couple light into the heterostructure, for
example, by using the substrate as waveguide [41] (Fig. 1.3a), or by using
frustrated total internal reflection in prisms [42] (Fig. 1.3b). By fabricating a
metallic sub-wavelength grating made from thin metal stripes on top of the
sample surface, as shown in Fig. 1.3c, it is even possible under normal incidence
to couple broadband THz radiation efficiently to ISBTs [43].

1.3 Terahertz Metamaterials

An alternative way for normal incidence coupling of THz radiation to ISBTs is
provided by resonant surfaces made of sub-wavelength metallic structures, so-
called metamaterials (MMs, see Fig. 1.3d). Only light with a frequency within
a narrow region around the MM resonance is coupled to the heterostructure via
the near-field of the resonant mode. Thereby, the enhancement of the electric
field amplitude in the vicinity of the MM resonators can be used to improve
the interaction between the free-space radiation and the ISBTs.

In recent years, there has been a steadily increasing interest in MMs. The
term metamaterial denotes an artificial medium with optical properties that
cannot be found in nature. A prominent example is negative refraction, i.e. a
medium with simultaneously negative permittivity and negative permeability in
the same frequency range. The electrodynamics of such a medium have, for the
first time, been investigated by Veselago in 1964 [44]. The latest developments in
MMs have been sparked by the seminal paper of Pendry published in 2000 [45],
where a negative refractive index medium is proposed to serve as perfect lens,
i.e. a lens that beats the well-known diffraction limit of conventional optical
microscopy.

In the microwave and THz range, the most common way to fabricate such
artificial media is based on embedding sub-wavelength-sized inclusions in a
dielectric host material. This idea dates back to Lord Rayleigh (1842-1919) [46],
and has been used extensively in the middle of the 20th century to build
lightweight microwave lenses [47, 48]. Common types of inclusions are small
metal spheres or rectangular plates, for example, which show a non-resonant
response to the incident electromagnetic radiation. Thus, the optical properties
of such media are solely determined by the arrangement of the small scatterers,
thereby imitating the crystal lattice of a conventional dielectric. Such media
are therefore also denoted by the term artificial dielectrics.

The step from artificial dielectrics to modern metamaterials is done by
replacing the sub-wavelength scatterers by resonant structures, so-called meta-
atoms. By carefully selecting the geometry of the meta-atoms, the optical
properties of the medium can be tailored at will. For example, it has been
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1 Introduction

demonstrated in 1852 by Wilhelm E. Weber (1804-1891), that small metallic
rings exhibit a diamagnetic response, i.e. a negative permeability, without
being made of magnetic material [49]. The magnetic response can be drastically
enhanced by introducing an additional capacitor. This observation lead to the
invention of the well-known split-ring resonator (SRR) [50], which is nowadays
the most common shape of meta-atoms.

In addition to the perfect lens, which has been demonstrated experimentally
in the optical frequency range in 2005 [51], MMs offer a wealth of applications.
These include optical filters [52, 53], perfect absorbers [54, 55], and cloaking
devices [56–58], just to name a few. These are all based on the action of the MM
as an effective medium. In contrast to this, there are several aspects concerning
the individual meta-atoms. For instance, coupling between neighboring meta-
atoms can lead to the occurrence of electromagnetically induced transparency
(EIT) [59,60], or single meta-atoms can be strongly coupled to ISBTs in a close
by semiconductor quantum well. Thereby, these systems resemble in many
respects conventional quantum optics experiments based on atoms, except that
they operate at a macroscopic scale and are in many aspects easier to handle
experimentally.

Metamaterials are nowadays a very intense field of research in all parts of
the electromagnetic spectrum. A good overview over the history and current
research activities can be found in [61], for example.

1.4 Nonlinear THz Spectroscopy

Apart from the improved coupling of free-space radiation to semiconductor
heterostructures, the aforementioned meta-films can also be used to enhance
the electric field in the close vicinity by orders of magnitude [62]. Thereby, the
simple linear relationship 𝑃 = 𝜀0𝜒

(1)𝐸 between the material polarization 𝑃 and
the external electric field 𝐸 may not be a suitable description of light-matter
interaction anymore. When the electric field becomes stronger, higher order
terms beyond the linear susceptibility 𝜒(1) become important [63]:

P = 𝜀0
(︀
𝜒(1)E + 𝜒(2)EE + 𝜒(3)EEE + · · ·

)︀
. (1.1)

The strong electric field created in the vicinity of meta-atoms has already been
used for efficient second- and third-harmonic generation of relatively weak
incident pulses based on 𝜒(2) and 𝜒(3) processes [64–66].

Alternatively, nonlinear optical processes can also be investigated directly
using intense pulses with high electric field strengths. To estimate the needed
pulse energies, the microscopic origin of the nonlinear terms has to be taken
into account. In the THz range, the nonlinearities are mainly related to
free carriers [67]. For example, band non-parabolicity and energy dependent
scattering rates have a strong impact on the THz susceptibility [68–70]. The

6



1.4 Nonlinear THz Spectroscopy

ultrashort duration of the THz pulses allows in addition the study of matter
under extreme conditions. Coherent ballistic motion of electrons driven by
strong THz fields has been demonstrated by Kuehn et al. [71] in 𝑛-doped
GaAs. Thereby, the kinetic energy of the electrons can reach very high values.
As a result, efficient intervalley scattering has been observed, for example in
GaAs [69,70,72,73] or InAs [74], which leads to a THz induced bleaching of
the free carrier absorption. Furthermore, the hot electrons can loose energy via
the coherent emission of phonons. Thus, nonlinear THz spectroscopy would
give additional insight into fundamental processes and could open the door to
a better understanding of the band structure and other parameters relevant to
the design of improved semiconductor devices.

To observe, for example, THz induced bleaching in GaAs, the necessary
electron kinetic energy is approximately given by the energy offset between the
Γ valley and the lowest side valley, the 𝐿 valley, 𝑈kin = ∆𝑈𝐿 ≈ 0.3 eV [75]. In
order to get a rough estimate on the necessary THz peak field, the electrons
can be considered as free particles with effective mass 𝑚Γ = 0.067𝑚0, where
𝑚0 = 9.11 × 10−31 kg is the free electron mass. Furthermore, the THz field 𝐸
can be assumed to be constant over the interaction time 𝜏 . Thus, the acquired
kinetic energy of the electrons is given by

𝑈kin =
1

2

𝑒2

𝑚
𝐸2𝜏 2. (1.2)

The ballistic acceleration is hindered by scattering with other electrons, holes
or phonons. Monte-Carlo simulations suggest that the electrons can reach
ballistic velocities only within the first 30 fs before electron-phonon scattering
sets in [68,70]. With 𝜏 ≈ 30 fs, the necessary THz field would be on the order of
𝐸 ≥ 160 kV/cm. Assuming a homogeneous intensity distribution in the focus,
the THz pulse energy can further be estimated from

𝐼THz =
1

2
𝑛𝜀0𝑐0|𝐸|2 and 𝐼THz =

𝑈THz

2𝜏𝜋𝑤2
, (1.3)

to be
𝑈THz =

𝜋

4
𝜏𝑤2𝑛𝜀0𝑐0|𝐸|2, (1.4)

where 𝑛 = 3.6 is the refractive index of GaAs and 𝑤 the radius of the focal
spot. For a realistic value of 𝑤 = 250𝜇m, the THz pulse energy would have
to be on the order of 5 nJ. Depending on the type of THz emitter used in the
experiment, the energy conversion efficiency from the NIR to the THz frequency
range is typically on the order of 10−6 to 10−3 [76, 77]. Thus, it is obvious that
a specialized laser system, such as a Ti:Sapphire amplifier, has to be used in
order to achieve the desired THz pulse energies.

The generation of such single-cycle THz pulses using table-top systems has
been subject to intense research efforts in the past few years. A good overview

7



1 Introduction

can be found in [2,6,70], for example. The highest conversion efficiency from the
optical to the THz range to date is achieved using tilted pulse front excitation
in LiNbO3 crystals [78–80] and difference frequency mixing of the output of
two phase locked optical parametric amplifiers [81, 82]. These methods have
yielded record THz peak fields above 1 MV/cm and 100 MV/cm, respectively.
However, both methods are limited in the accessible frequency range. In the
case of LiNbO3, the main phonon mode restricts the method to frequencies up
to 1.5 THz, while the difference frequency mixing approach is most effective in
the mid-infrared spectral range above 10 THz.

Thus, there is a lack of sources for intense and broadband THz pulses in the
region between 1.5 and 10 THz, which one could take as the signature of yet
another THz gap, the high power THz gap.

1.5 Aims and Scope of the Thesis

The general aim of this thesis has been the investigation of the interaction of
THz radiation with two-dimensional semiconductor heterostructures beyond
the linear regime. To reach this ambitious goal, two different approaches have
been pursued, which is also reflected in the formal organization of this thesis.

In the first part, THz radiation is used as a spectroscopic tool to study
the optical properties of intersubband cavity polaritons in the strong coupling
regime. Thereby, we have replaced the conventional microcavity usually found
in solid state quantum electrodynamics (QED) by THz MMs, which comprise
a novel way for coupling free-space radiation to QW systems.

In the second part, we have extended the conventional THz time-domain
spectroscopy to use single-cycle THz pulses with high field strengths, thereby
filling the aforementioned high power THz gap. These pulses allow the direct
access to non-equilibrium ISB dynamics in QWs. The large bandwidth and
short duration of the pulses are a key aspect that allows the study of coherent
phenomena beyond the textbook two-level atom.

In detail, this thesis is organized as follows. Chapter 2 introduces the basic
concepts of spectroscopy in the THz spectral range. Fourier transform infrared
spectroscopy and time-domain spectroscopy are shortly presented.

Equipped with these spectroscopic tools, Chap. 3 starts with an introduction
of the relevant optical properties of intersubband transitions in quantum wells
and the electromagnetic characteristics of THz metamaterials. The remainder
of this chapter is devoted to the physics of cavity polaritons, which arise from
the combination of these two concepts.

Chapter 4 presents the experimental details of the high field THz TDS setup,
which has been developed during this thesis. Several concepts for the generation
of broadband THz pulses with high field strengths are discussed and ways for
further improvements are pointed out.
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These intense single-cycle pulses are then used in Chap. 5 to induce and, at
the same time, probe non-equilibrium dynamics in quantum well intersubband
excitations. Among the main results are the observation of the undressing
of collective excitations, coherent population transfer to higher states and
the identification of a nonlinear contribution to the refractive index based on
parametric multi-photon processes.

The thesis is completed by a short summary of the key results and some
conclusion in Chap. 6.
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Chapter 2

Spectroscopy in the Terahertz Fre-
quency Range

In the following chapters, the two major technologies used nowadays for THz
spectroscopy, the Fourier transform infrared spectroscopy (FTIR) and the THz
time-domain spectroscopy (TDS), will be introduced. As these two techniques
have also been used for the experiments presented in this thesis, the underlying
concepts will be discussed in more detail.

2.1 Fourier Transform Infrared Spectroscopy

The Fourier transform infrared spectroscopy (FTIR) dates back to the famous
interferometer developed by Albert Abraham Michelson (1852 - 1931) [83] and
the pioneering work done by Heinrich Rubens (1865 - 1922) and co-workers
in Berlin (see [84] for a comprehensive bibliography). FTIR in its present
form was then introduced by Peter Berners Fellgett (1922 - 2008) in 1958 [85]
during his doctorate in Cambridge. Thereby he realized the great potential
of FTIR over other types of spectrometers due to the fact that FTIR uses all
wavelengths entering the spectrometer simultaneously for extracting spectral
information. In comparison, a monochromator based spectrometer uses only a
narrow bandwidth for each frequency. This fact became known as the Fellgett
or multiplex advantage. However, only the invention of modern computers and
their potential of efficiently calculating the Fourier transformation made FTIR
in its present form possible [21].

The basic structure of a FTIR is shown in Fig. 2.1. Although many different
interferometer configurations have been designed in the past, the working
principle is the same for all. The light from a source is split at a beam
splitter in two arms, one of which has a variable length. After the light has
been reflected from the end mirrors, it is recombined at the beam splitter
and fed to the detector element. The idea is to measure an interferogram
𝐼(∆) as function of the path difference ∆ between the two interferometer
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2 Spectroscopy in the Terahertz Frequency Range

Figure 2.1: Basic setup of a FTIR. The spectrometer is based on a two-beam
interferometer, in which the light from a source (LS) is split in two arms after having
passed through the sample under study (S). The path length difference between the
two arms can be adjusted by displacing one of the two mirrors (M). The reflected
light is combined again at the beam splitter (BS) and focused on the detector (D).

arms. Thereby, the interferogram is nothing else but the autocorrelation of the
radiation field of the source. The desired radiation spectrum is then obtained by
Fourier transformation of the interferogram, hence the name Fourier transform
spectroscopy. This shall be derived in the following.

Assuming that the two arms are optically identical up to a path length
difference ∆, we can write for the amplitudes in the two arms

𝐴1(𝜈) =
√︀
𝐼(𝜈)/2 and 𝐴2(𝜈,∆) =

√︀
𝐼(𝜈)/2 𝑒𝑖2𝜋𝑐0Δ/𝜈 , (2.1)

where 𝑐0 = 2.9979 × 108 m/s is the vacuum speed of light, 𝜈 the frequency and
𝐼(𝜈) the spectrum emitted from the source. In writing (2.1), we have omitted
common phase and amplitude factors, for instance caused by the beam splitter
or the mirrors [86]. It is convenient to use the wavenumber 𝜈 = 𝑐0/𝜈 instead
of the frequency in the following, as the wavenumber and the path difference
∆ constitute a conjugate pair of variables. The radiation of the two arms is
finally recombined in the detector, which measures the intensity of the incident
radiation integrated over the whole frequency range. For a fixed path difference
∆, the detector signal is thus given by

𝐼(∆) =

∫︁ ∞

−∞
|𝐴1(𝜈) + 𝐴2(𝜈,∆)|2 d𝜈. (2.2)

With (2.1), we can rewrite (2.2) to

𝐼(∆) =

∫︁ ∞

−∞
𝐼(𝜈) [1 + cos(2𝜋𝜈∆)] d𝜈, (2.3)

where we have used the fact that the spectrum 𝐼(𝜈) has to be a real quantity.
The first term in (2.3) is independent of ∆ and therefore attributes to the
detector signal just as a constant offset. The second part however is readily
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2.1 Fourier Transform Infrared Spectroscopy

identified as the cosine transform of the spectrum,

𝐼 ′(∆) = 𝐼(∆) − 𝐼∞ =

∫︁ ∞

−∞
𝐼(𝜈) cos(2𝜋𝜈∆)d𝜈. (2.4)

Finally, we get the desired spectrum 𝐼(𝜈) directly via the inverse cosine trans-
formation of the measured interferogram,

𝐼(𝜈) =

∫︁ ∞

−∞
𝐼 ′(∆) cos(2𝜋𝜈∆)d∆. (2.5)

Equations (2.4) and (2.5) can also be written in terms of the continuous Fourier
transformation [86].

When a sample S is present in the beam path (Fig. 2.1), the spectrum of the
source is modified according to the sample’s transmittance, 𝐼 ′(𝜈) = 𝑇 (𝜈)𝐼(𝜈),
where 𝑇 (𝜈) is a function of the angle of incidence, the refractive index and
the thickness of the sample [87]. Thus, by measuring the spectrum with and
without sample, the transmittance can be extracted by taking the ratio

𝑇 (𝜈) = 𝐼 ′(𝜈)/𝐼(𝜈). (2.6)

In the above derivation the two arms have been assumed to be identical up
to a path difference, and (2.5) is therefore an even function of 𝜈. Thus, it is
sufficient to measure the interferogram single sided, i.e.

𝐼(𝜈) = 2

∫︁ ∞

0

𝐼 ′(∆) cos(2𝜋𝜈∆)d∆. (2.7)

In general, the two arms will exhibit a slightly different dispersion or the
spectrometer could be designed in the way that the sample is placed only in
one of the two arms. In this case, it is necessary to measure the interferogram
double sided, i.e. on both sides of the zero-delay position [86].

Figure 2.2 shows a collection of interferogram - spectrum pairs that have been
calculated using (2.5) and which shall illustrate the basic relations between the
measured interferogram and the associated spectra. If the spectrum consists
just of a single frequency, then the interferogram will be a pure cosine, as shown
in Fig. 2.2a. When the frequency is large, then the resulting oscillation period
in the interferogram is small and vice versa. If the spectrum is broadened, for
instance due to a finite coherence length, the interferogram is superimposed
by a decaying envelope function. This is shown in Fig. 2.2b for the case
of a Gaussian. The larger the bandwidth of the source, the narrower is the
interferogram (Fig. 2.2d). When the spectrum consists of two close but isolated
frequencies, the interferogram shows a beating pattern (Fig. 2.2c). When the
two frequencies are closer together, the position of the minimum is at larger path
differences and vice versa. If we would only scan the interferogram up to the
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2 Spectroscopy in the Terahertz Frequency Range

Figure 2.2: Some examples of spectra and associated interferograms calculated
using (2.5). See main text for details.

first minimum, then there would be almost no difference to the interferogram
of the broadened line (Fig. 2.2b) and we would be unable to distinguish the
two cases [88]. Thus, we have to scan at least a full period of the beating signal
to be able to completely separate the two lines. From (2.5) it is evident that
the spectrum could be measured with infinite frequency resolution, provided
that the path difference ∆ can be made arbitrarily large. In real spectrometers,
the path length is limited by the size of the spectrometer and thus, the spectral
resolution is finite. Mathematically, this is expressed by the convolution of the
real spectrum 𝐼(𝜈) with the windowing function 𝑤(𝜈) [86],

𝐼(𝜈)obs = 𝐼(𝜈) ⊗ 𝑤(𝜈). (2.8)

The windowing function is thereby given as the cosine transform of

𝑤(∆) =

{︃
1 for |∆| ≤ ∆max

0 for |∆| > ∆max

(2.9)

which is

𝑤(𝜈) = 2∆max
sin(2𝜋𝜈∆max)

2𝜋𝜈∆max

. (2.10)

The achievable resolution ∆𝜈 is given by the full width at half maximum
(FWHM) of the main lobe, ∆𝜈 ≈ 1/2∆max. In practice, the resolution can be
improved by multiplying the measured interferogram with another windowing
function, which shows a better side lobe suppression and lower FWHM. This
method is called apodization and, typically, an increase in resolution by a factor
of two is possible [86].

2.1.1 Emitters Used For FTIR

The critical parts for FTIR are the source and the detector. The ideal source
would be a high-temperature blackbody, whose emission spectrum is given by

14



2.1 Fourier Transform Infrared Spectroscopy

Figure 2.3: Energy spectrum of an ideal blackbody for different temperatures.

Planck’s law [89]

𝜌(𝜈) =
8𝜋ℎ𝜈3/𝑐30
𝑒ℎ𝜈/𝑘𝐵𝑇 − 1

, (2.11)

with ℎ = 6.6261 × 1034 Js being the Planck constant, 𝑘𝐵 = 1.3807 × 10−23 J/K
the Boltzmann constant and 𝑇 the blackbody temperature. The emission
spectrum (2.11) for different temperatures is plotted in Fig. 2.3. For increasing
temperature, the emission peak shifts to higher frequencies and the total emitted
power increases with 𝑇 4 [89]. In principle, the temperature should be as high
as possible to maximize the signal and hence, the signal-to-noise ratio (SNR).
However, lifetime and stability are an issue and it is not possible to seal the
blackbody in vacuum as the window transmission is generally poor in the far
and mid-infrared region [88]. The most common source in modern FTIRs is a
silicon carbide rod (Globar) that is typically heated to about ∼ 1300 K [88] and
can be used without sealing or water cooling. For far-infrared applications below
6 THz, high pressure mercury arc lamps provide another efficient source [88].
Their equivalent blackbody temperature would be about 4000K [21].

2.1.2 Detectors Used For FTIR

On the detector side, one can distinguish two groups, thermal and quantum
detectors. While the latter are based on low band-gap semiconductors, like
mercury cadmium telluride (MCT), and are therefore not suited for far-infrared
applications [88], thermal detectors are the most common detectors for the
THz range. The working principle is based on the absorption of heat and
subsequent detection, for example, via the electromotive force (e.g. thermocou-
ples), mechanical movement of a mirror or diaphragm (pneumatic detectors,
e.g. the Golay cell), the change of resistance of a conductor (e.g. bolometers) or
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2 Spectroscopy in the Terahertz Frequency Range

the induced polarization in ferroelectric materials (e.g. pyroelectric detector).
For the measurements conducted in this thesis, both the bolometer and the
pyroelectric detector have been used. The pyroelectric detector senses the
absorbed heat by detecting the change of polarization in a ferroelectric crystal
sandwiched between two electrodes forming a capacitor. The most common
material used nowadays is deuterated triglycine sulfate (DTGS). Due to its
high Curie temperature of 49 ∘C [88], DTGS detectors can be used at room
temperature. When the full intensity of the blackbody source is used, the
achievable SNR can be as high as 1 : 105 [88]. If the sample aperture is quite
small or the transmittance too low, liquid helium cooled bolometers have to be
used. The bolometer, which has been invented by Samuel Pierpont Langley
(1834 - 1906) in 1880 [90], senses the absorbed heat by a change of resistance
in a conductor using, for example, a Wheatstone bridge. While in the original
work, metals (especially iron) were used, also superconductors, resistors and
thin films have been successfully employed as detector elements [21].

Further information about thermal detectors for THz sensing and their theo-
retical background can be found in [2], for example. FTIR and its applications
are discussed in many textbooks, for instance [86,88].

2.2 Terahertz Time-Domain Spectroscopy

Another approach to THz spectroscopy is based on the coherent generation
and detection of short THz pulses. Thereby, the amplitude and phase of the
electric field are directly measured and the spectral information is obtained
by Fourier transformation. As these pulses can be as short as a single optical
cycle they have a correspondingly broad frequency spectrum.

The pioneering work on THz TDS dates back to Auston et al. [15, 91], who
have demonstrated in 1984 for the first time free space THz pulses emitted and
detected by a photoconductive switch and the electro-optic detection principle
for THz transients. The photoconductive switch is therefore also known as
the Auston switch. Four years later, in 1988, the first free space guiding of
THz pulses has been reported by Fattinger and Grischkowsky [92], who simply
used a spherical mirror placed on top of a photoconductive emitter / detector
pair. In 1989, van Exter et al. then reported the first real THz TDS setup
based on off-axis parabolic mirrors for collimation, guiding and focusing of THz
pulses [93]. Since then, a large variety of different THz TDS spectrometers has
been designed and a complete listing would be beyond the scope of the thesis.
However, the working principle is the same and will be shortly introduced
in the remainder of this chapter. A good overview is also found in recent
textbooks [2, 23].

Figure 2.4 shows a typical THz TDS setup using electro-optic detection
(EOD). The TDS principle is based on a pump-probe setup, as is commonly
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2.2 Terahertz Time-Domain Spectroscopy

Figure 2.4: Schematic of a THz TDS setup. A fs laser pulse is split at a beam
splitter (BS) in two arms, one for generation and one for detection. The generating
pulse is then focused on the THz emitter (LS). The THz radiation is collected and
guided by a set of off-axis parabolic mirrors (PM). The sample (S) is placed in the
intermediate focus. The relative timing between the pump and the probe pulses can
be set by a pair of mirrors on a linear translation stage (TD). Finally, the probe
pulse is recombined with the THz pulse on the detector crystal (EOC) and passes a
quarter wave plate (WP) and a Wollaston prism (WP) before being detected with a
pair of photodiodes (PD1 and PD2).

used in fs-optics. A near-infrared (NIR) laser pulse with a typical length below
100 fs is divided by a beam splitter (BS) in two arms, one for generation and one
for detection of the THz pulses. The generation or pump pulse is then focused
on the emitter (LS), where the laser pulse is coherently converted to a THz
pulse. This photoconverter can be a nonlinear crystal or a photoconductive
switch, for example. The emitted THz pulse is then collected and guided by a
set of off-axis parabolic mirrors (PM). Compared to THz lenses, these mirrors
have the great advantage of a flat reflectivity over the entire THz spectrum and
do not suffer from absorption or Fresnel losses at the interfaces. The sample
under study (S) is placed in the intermediate focus. The transmitted pulse is
finally focused on the electro-optic crystal (EOC) where it is sampled by the
probe pulse.

Due to the interaction of the THz pulse and the NIR pulse in the EOC,
the polarization state of the probe pulse is changed. This change is sensed by
a combination of quarter wave plate (QWP), polarizing beam splitter (WP)
and a pair of balanced photo diodes (PD1 and PD2). The detection scheme is
discussed in more detail at the end of this chapter. In order to achieve a good
SNR, the THz signal is typically modulated and the signal from the balanced
photodiodes is detected with a lock-in amplifier. The modulation can be done,
for example, electronically by modulating the bias on the photoconductive
emitter or optically by using a chopper.

The whole THz transient is reconstructed by changing the relative time
delay between the pump and the probe pulse (see Fig. 2.5a). A common
way to do this is by moving a pair of mirrors on a linear translation stage
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2 Spectroscopy in the Terahertz Frequency Range

Figure 2.5: (a) Typical THz waveform as obtained with a THz TDS system. The
probe pulse (gray) samples the THz electric field (red) at discrete times (circles). (b)
The corresponding THz spectrum is obtained by Fourier transformation of the THz
transient shown in (a).

(TD) or on a shaking membrane. More sophisticated ways are based on
rotating elements [94,95] or two phase-locked laser oscillators (asynchronous
optical sampling, ASOPS [96–98] or electronically controlled optical sampling,
ECOPS [99, 100]), thereby achieving scan rates from several hundred Hz to
a few 10 kHz. Once the THz electric field 𝐸(𝑡) is known, the corresponding
spectrum is obtained by Fourier transformation,

𝐸(𝜈) =

∫︁ ∞

−∞
𝐸(𝑡)𝑒2𝜋𝑖𝜈𝑡d𝑡. (2.12)

A typical THz transient and its Fourier transform are shown in Figs. 2.5a
and 2.5b, respectively. As in the case of FTIR, the maximum length of the
scan is limited by the physical dimension of the delay stage. Thus, the same
considerations regarding the spectral resolution as in the previous chapter
apply also in the case of THz TDS. The limited bandwidth of the THz pulse
is additionally given by a combination of the THz emitter and the spectral
response of the detector crystal.

If a sample is placed in the beam path, the electric field of the THz pulse
is modulated by the complex transmission coefficient of the sample, 𝐸 ′(𝜈) =
𝑡(𝜈)𝐸(𝜈). Thereby, 𝑡(𝜈) contains the transmission through the front and
back side of the sample, propagation through the sample, as well as multiple
reflections. Experimentally, the transmission coefficient is found by taking the
ratio of the spectra with and without sample. As the electro-optic detection
principle is directly sensitive to the electric field of the THz pulse, amplitude
and phase of the complex transmission coefficient are accessible at the same
time, which allows the efficient extraction of material parameters [101].
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2.2 Terahertz Time-Domain Spectroscopy

Figure 2.6: (a) Sketch of a typical THz photoconductive antenna. A bias voltage is
applied to two metal electrodes. The NIR pump pulse is focused near the positively
biased electrode, where it creates an electron-hole plasma. The coherent THz pulse
is emitted through the backside of the substrate. (b) Normalized THz electric field
transients as calculated from Eq. (2.20) for a pump pulse duration of 100 fs and two
values of the carrier lifetime 𝜏𝑐 corresponding to LT-GaAs and SI-GaAs, respectively.

2.2.1 Terahertz Generation in Photoconductive Antennas

Apart from the two examples of photoconverters for THz generation mentioned
above, there exists a large variety of physical processes that can be exploited
for THz generation. Some examples are surface plasmon oscillations in doped
semiconductors [102–105], coherently controlled photocurrents [106, 107], or
emission from laser generated plasmas in air [108,109]. A discussion on these
emission mechanisms can be found in Chap. 4. As the photoconductive emitter
is by far the most effective for common laser systems with high repetition
rate [110], an intuitive description of THz generation in this type of emitter is
given in the following.

A schematic of a typical THz antenna is shown in Fig. 2.6a. The antenna is
made by deposition of a thick metal layer, e.g. chromium or gold, on a substrate.
The substrate should thereby fulfill a number of requirements, such as short
carrier lifetime, high mobility and high damage threshold. Furthermore, the
band gap has to be in the range of the laser source. For Ti:Sapphire lasers with
a center wavelength of 800 nm, often semi-insulating (SI) or low-temperature
grown (LT) GaAs is used [23], while for Er-doped fiber lasers (around 1.5𝜇m),
InGaAs/InAlAs heterostructures work very well [111,112]. Typical values for
the carrier lifetime and mobility in SI-GaAs and LT-GaAs are 𝜏 = 50 ps and
𝜇 = 1000 cm2/Vs for SI-GaAs and 𝜏 = 300 fs and 𝜇 = 200 cm2/Vs for LT-GaAs,
respectively [23].

For driving the antenna, a NIR laser pulse with pulse length ∆𝑡 is focused
to a small spot close to the high field region at the positively biased electrode,
where it creates free electron-hole pairs in a thin surface layer (the absorption
coefficient of GaAs at 800 nm is 𝛼 = 13.5 × 103 cm−1 [113]). The two electrodes
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2 Spectroscopy in the Terahertz Frequency Range

can be seen as a pair of ideal back-to-back Schottky barrier diodes [114]. When
a voltage is applied, one of the Schottky diodes is reverse biased while the
other is forward biased. Most of the applied voltage drops across the depletion
region at the reverse biased electrode, thus creating the high field region. This
excitation method has been shown to enable sub-picosecond THz transients
even in materials with relatively long carrier lifetimes [114,115]. The drawback,
however, is the fast deterioration of the electrode, which can be overcome by
a symmetric modulation of the bias voltage [116]. Apart from enhancing the
antenna lifetime, this technique has the nice side-effect of also doubling the
lock-in signal. For a sufficiently small spot size on the order of a few 𝜇m , the
field inhomogeneity can be neglected.

Once the carriers have been generated, they are accelerated in the external
electric field. The related current density is given by [117]

𝑗(𝑡) = −𝑒𝑛(𝑡)𝑣(𝑡), (2.13)

where 𝑒 = 1.6022 × 10−19 C is the elementary charge, 𝑛(𝑡) the density of free
carriers and 𝑣(𝑡) their average velocity. The contribution of the holes to the
current density has been neglected due to the higher effective mass and the
lower mobility. The time evolution of the carrier density obeys the differential
equation

d

d𝑡
𝑛(𝑡) +

𝑛(𝑡)

𝜏𝑐
= 𝐺(𝑡), (2.14)

with 𝜏𝑐 being the lifetime of mobile electrons or the electron capture time and

𝐺(𝑡) = 𝑛0𝑒
−𝑡2/Δ𝑡2 (2.15)

the generation rate of carriers [22]. The prefactor 𝑛0 is the carrier density
generated at 𝑡 = 0, which is proportional to the energy absorbed in the substrate.
In the Drude model, the average velocity of the carriers is determined by the
solution of

d

d𝑡
𝑣(𝑡) +

𝑣(𝑡)

𝜏𝑠
= − 𝑒

𝑚
𝐸loc(𝑡), (2.16)

where 𝜏𝑠 is the momentum scattering time, 𝑚 the effective mass and 𝐸loc(𝑡) the
local electric field. The momentum scattering time is related to the electron
mobility via 𝜏𝑠 = 𝑚𝜇/𝑒.

If we neglect any field screening effects, then 𝐸loc(𝑡) = 𝐸bias and (2.16) has
the steady state solution

𝑣(𝑡) = const. = −𝜇𝐸bias. (2.17)

Insertion of (2.14), (2.15) and (2.17) into (2.13) yields the differential equation

d

d𝑡
𝑗(𝑡) +

𝑗(𝑡)

𝜏𝑐
− 𝑒𝜇𝑛0𝐸bias𝑒

−𝑡2/Δ𝑡2 = 0, (2.18)
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which has, for the boundary condition 𝑗(𝑡→ −∞) = 0, the solution

𝑗(𝑡) =

√
𝜋

2
𝑒𝜇𝑛0𝐸bias𝑒

Δ𝑡2/4𝜏2𝑐 𝑒−𝑡/𝜏𝑐

[︂
1 − erf

(︂
∆𝑡2 − 2𝑡𝜏𝑐

2∆𝑡𝜏𝑐

)︂]︂
. (2.19)

Thereby, erf(𝑥) = (2/
√
𝜋)
∫︀ 𝑡

0
𝑒−𝑡2d𝑡 is the error function [118].

When the spot size of the laser pulse is smaller than the wavelength of
the THz radiation, the antenna can be taken as a Hertzian dipole [119]. The
emitted far-field is then proportional to (d/d𝑡)𝑗(𝑡) and with (2.19), we finally
arrive at an expression for the emitted THz transient,

𝐸THz(𝑡) ∝ 𝜇𝑛0𝐸bias
∆𝑡

𝜏𝑐
exp

{︂
∆𝑡2 − 4𝑡𝜏𝑐

4𝜏 2𝑐

}︂
× (2.20)

×
[︂

2𝜏𝑐√
𝜋∆𝑡

exp

{︂
−(∆𝑡2 − 2𝑡𝜏𝑐)

2

4∆𝑡2𝜏 2𝑐

}︂
+ erf

(︂
∆𝑡2 − 2𝑡𝜏𝑐

2∆𝑡𝜏𝑐

)︂
− 1

]︂
.

Figure 2.6b shows typical waveforms for SI-GaAs and LT-GaAs substrates
calculated with ∆𝑡 = 100 fs. The largest contribution to the THz pulse comes
from the fast carrier injection due to the absorption of the pump pulse and,
hence, it is possible to observe sub-picosecond THz pulses even with long carrier
lifetimes [114].

In this simple picture, the peak field is directly proportional to the applied
bias, the incident pump power and the carrier mobility, and the temporal shape
of the pulse is only dependent on the duration of the pump pulse and the carrier
lifetime. Of course, space-charge and radiation screening effects are important
factors in the THz emission process, as has been shown by several authors
(see for example [117, 120–123]). The local electric field should be replaced
by a superposition of the applied bias field 𝐸bias, the induced space-charge
polarization due to a separation of charges and the radiation screening field
induced by the magnetic field of the THz currents [123]. Additionally, the
geometry of the antenna structure plays an important role and more details on
this and further aspects can be found, for example, in [23].

2.2.2 Electro-Optic Detection of THz Transients

The photoconductive antenna can also be used for the coherent detection of
THz pulses. Instead of the external bias voltage, the THz electric field is used
to drive a photocurrent, which is then measured by a lock-in amplifier. In fact,
this has been one of the first detection methods employed in THz TDS [15,92]
and a detection bandwidth of up to 60 THz has been reported [124].

Another method for sampling coherent THz transients is electro-optic de-
tection (EOD). Its use in THz TDS has been pioneered by Valdmanis et
al. [125, 126] and Auston et al. [91]. Due to the inherently higher detection
bandwidth [127] and the possibility of shot-noise limited detection [128,129],
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2 Spectroscopy in the Terahertz Frequency Range

Figure 2.7: (a) Coordinate system used for the derivation of Eq. (2.26). The
THz and the probe pulse propagate along the (110) direction of the electro-optic
crystal. The laboratory 𝑧-axis is used to define vertical polarization. (b) The
calculated intensity modulation Δ𝐼/𝐼 for the case of vertical (blue) and horizontal
(red) polarization of the THz field as function of the crystal rotation relative to the
laboratory 𝑧-axis. The probe light is in both cases horizontally polarized.

EOD soon became the mostly used detection method for THz TDS. In the
following, a short summary of the method is presented.

The working principle is based on the Pockels effect [63], the change of the
refractive index of a nonlinear crystal upon applying an electrical field. In the
case of EOD, the electric field is provided directly by the THz transient. A
schematic of the detection setup is shown in Fig. 2.4. The linearly polarized
probe pulse is collinearly combined with the THz transient in the EOC. The
induced change of polarization is detected with a quarter-wave plate (QWP), a
polarizing beam-splitter (WP) and a pair of balanced photodiodes (PD1 and
PD2) [128,130]. In this configuration, any common-mode noise of the laser and
the optical components in the setup is canceled and the minimum detectable
intensity modulation is on the order of 10−8 [128]. A clearly defined linear
polarization of the probe pulse is essential and, typically, an additional polarizer
is used in front of the EOC. As polarizing beam-splitter, a Wollaston prism is
often used, which yields contrast ratios as high as 1 : 105.

The material of choice for the EOC are covalent crystals with a zinc-blende-
type lattice due to their low index mismatch between NIR and THz, their
moderate electro-optic coefficients and no intrinsic birefringence [128]. Typical
examples are GaP and ZnTe for Ti:Sapphire lasers and GaAs for Er:Fiber
lasers.

A derivation of the intensity modulation ∆𝐼/𝐼 = (𝐼𝑃𝐷1−𝐼𝑃𝐷2)/(𝐼𝑃𝐷1+𝐼𝑃𝐷2)
for ZnTe has been given by Planken et al. [130] as function of the polarization
of probe and THz pulses relative to the crystal 𝑧-axis. The coordinate system
used for the derivation is shown in Fig. 2.7a. The THz light and the probe
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2.2 Terahertz Time-Domain Spectroscopy

light are assumed to be monochromatic plane waves propagating along the
(110) direction. The angle between the THz electric field and the crystal 𝑧-axis
is denoted by 𝛼, the angle between the electric field of the probe pulse and the
𝑧-axis by 𝜑, respectively.

After a suitable coordinate transformation, the refractive indices along the
new 𝑧′′ and 𝑦′′ axes are given by [130]

𝑛𝑦′′(𝛼) ≈ 𝑛+
𝑛3

2
𝐸THz𝑟41

[︀
cos(𝛼) sin2(𝜃) + cos(𝛼 + 2𝜃)

]︀
, (2.21)

𝑛𝑧′′(𝛼) ≈ 𝑛+
𝑛3

2
𝐸THz𝑟41

[︀
cos(𝛼) cos2(𝜃) − cos(𝛼 + 2𝜃)

]︀
, (2.22)

where 𝑛 is the NIR refractive index of the crystal, 𝑟41 the electro-optic coefficient,
𝐸THz the THz electric field amplitude and

2𝜃 = − tan−1 (2 tan(𝛼)) −𝑚𝜋 (2.23)

with (︂
𝑚− 1

2

)︂
𝜋 ≤ 𝛼 <

(︂
𝑚+

1

2

)︂
𝜋,𝑚 = 0, 1, . . . (2.24)

From Eqs. (2.21) and (2.22), it is evident that the field components of the
probe light along the 𝑦′′ and 𝑧′′ direction acquire different phases and the probe
beam will become elliptically polarized. The intensity modulation detected at
the balanced diodes reads

∆𝐼/𝐼 = sin (2𝜑− 2𝜃) sin

(︂
𝜔𝐿

𝑐0
[𝑛𝑦′′(𝛼) − 𝑛𝑧′′(𝛼)]

)︂
, (2.25)

where 𝜔 = 2𝜋𝑐0/𝜆 is the angular frequency of the probe light and 𝐿 the crystal
thickness. If the THz field is weak, i.e. the induced refractive index change is
small compared to the linear refractive index, the second sine can be developed
as a series. Just keeping the first term of the expansion leads to the simplified
expression

∆𝐼/𝐼 =
𝜔𝑛3𝐸THz𝑟41𝐿

2𝑐0
[cos(𝛼) sin(2𝜑) + 2 sin(𝛼) cos(2𝜑)] . (2.26)

Thus, the detected signal is directly proportional to the amplitude of the THz
electric field. This allows the absolute determination of the field strength and
will be used extensively in Chap. 4.

The dependence of the observable intensity modulation on the polarizations
of the THz and the probe fields is plotted in Fig. 2.7b for two configurations
commonly encountered in the experiment. In both cases, the probe light is
assumed to be horizontally polarized, i.e. with the electric field parallel to the
table plane. The two curves for the THz field polarized horizontally (red) and
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2 Spectroscopy in the Terahertz Frequency Range

vertically (blue) are offset by 90 ∘ with respect to each other. At certain rotation
angles, the signal for one configuration vanishes, while it is maximized for the
other configuration. Thus, by a suitable choice of the crystal orientation, it is
possible to selectively detect only light with horizontal or vertical polarization,
respectively.

Until now, we have dealt with phase matched plane waves. In reality, both
THz and NIR pulses have a large bandwidth and dispersion becomes important.
The extension to short pulses is done by replacing all parameters by their
frequency dependent counterparts. Also, the THz and the NIR pulse typically
travel with different velocities. This effect is known as the group velocity
mismatch (GVM). The velocity of the NIR pulse is thereby given by the group
refractive index

𝑛𝑔(𝜆) = 𝑛(𝜆) − 𝜆
d𝑛(𝜆)

d𝜆
. (2.27)

The achievable SNR is strongly dependent on a velocity matched propagation
of the two pulses through the crystal. To estimate this effect on the detector
response, we approximate the probe pulse by a delta-function centered at 𝜆 and
the THz pulse by a monochromatic plane wave 𝐸THz(𝑡) = 𝐸0

THz(Ω) exp(𝑖Ω𝑡).
The detected THz spectrum can then be calculated by convolution of the
detector response function with the THz field transient.

After propagation through the EOC with length 𝐿, the NIR pulse and the
THz plane wave have acquired an accumulated GVM time of [129]

𝛿(Ω) =
𝑛𝑔(𝜆) − 𝑛THz(Ω)

𝑐0
𝐿, (2.28)

where 𝑛THz(Ω) is the THz refractive index. When we neglect any multiple
reflections of the THz pulse inside the EOC, the frequency response function
of the detector is obtained from Eq. (2.26) by averaging over 𝛿(Ω) and taking
into account the frequency-dependent transmission of the crystal facet. This
yields [128],

𝐺(Ω) = 𝐴
𝑟41(Ω)𝑡12(Ω)

𝛿(Ω)

∫︁ 𝛿(Ω)

0

𝑒𝑖Ω𝑡d𝑡 (2.29)

= 𝐴 𝑟41(Ω)𝑡12(Ω)
𝑒𝑖Ω𝛿(Ω) − 1

𝑖Ω𝛿(Ω)
, (2.30)

where

𝑡12(Ω) =
2

1 + 𝑛THz(Ω)
(2.31)

is the THz transmission coefficient of the crystal front-facet and

𝐴 =
𝜔𝑛3𝐿

2𝑐0
[cos(𝛼) sin(2𝜑) + 2 sin(𝛼) cos(2𝜑)] (2.32)
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ZnTe GaP GaAs

𝑛(𝜆 = 800 nm) 2.8529 3.1911 -

𝑛(𝜆 = 1.55𝜇m) 2.7332 3.0541 3.3737

𝑛𝑔(𝜆 = 800 nm) 3.2387 3.6151 -

𝑛𝑔(𝜆 = 1.55𝜇m) 2.8071 3.1431 3.5422

𝜀∞ 6.7𝑎 9.075𝑎 10.86𝑏

𝜔𝑇𝑂 [2𝜋 × 1012s−1] 5.31𝑎 11.01𝑎 8.05𝑏

𝜔𝐿𝑂 [2𝜋 × 1012s−1] 6.18𝑎 12.08𝑎 8.75𝑏

𝛾 [2𝜋 × 1012s−1] 0.09𝑎 0.13𝑎 0.08𝑏

𝐶 -0.07𝑎 -0.47𝑐 -0.59𝑑

𝑟41(Ω = 0) [pm/V] 3.9𝑒 0.98𝑓 1.5𝑑

𝑟𝑒 [pm/V] 4.19 1.85 3.65

Table 2.1: Material parameters used for the calculation of the frequency response
function of the EOD. The values for 𝑛𝑔 are from the references mentioned in the
text. The electronic part of the electro-optic coefficient is calculated using (2.35).
Further values are taken from (𝑎) Ref. [133], (𝑏) Ref. [134], (𝑐) Ref. [135], (𝑑) Ref. [136],
(𝑒) Ref. [130], and (𝑓) Ref. [137].

an amplitude factor.

The effect of different detector configurations, including those with reflections
from the crystal backside, have been discussed by Wu et al. [128]. Even if the
GVM time would be zero, the reflection of the THz pulse from the backside
distorts the measured spectrum significantly. In the experiment, it is therefore
advisable to circumvent any reflections by using anti-reflection coatings [116,131]
or a thick (100) substrate, which is not electro-optically active.

The frequency dependence of the electro-optic coefficient 𝑟41(Ω) has been
derived by Faust and Henry [132]. In the THz frequency range, it shows a
strong dispersion due to the transverse optical (TO) phonon resonance of the
crystal lattice. With the TO phonon frequency 𝜔𝑇𝑂, the electro-optic coefficient
is given by [132,133]

𝑟41(Ω) = 𝑟𝑒

[︃
1 + 𝐶

(︂
1 − (~Ω)2 − 𝑖~Ω𝛾

(~𝜔𝑇𝑂)2

)︂−1
]︃
, (2.33)

where 𝛾 is the lattice damping, 𝐶 the Faust-Henry coefficient, which is related
to the ratio of the ionic and electronic part of the electro-optic coefficient and
𝑟𝑒 the electronic contribution, which is assumed to be constant.

The parameters for GaP, ZnTe and GaAs are listed in Tab. 2.1. The THz
refractive index of zinc-blende crystals is, in addition to 𝜔𝑇𝑂 and 𝛾, determined
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2 Spectroscopy in the Terahertz Frequency Range

Figure 2.8: Frequency response function of different crystal / wavelength combi-
nations as calculated using Eq. (2.29). (a) Response function of 1mm thick ZnTe
(red) and 300𝜇m thick GaP (blue) for 𝜆 = 800 nm. (b) Response function of 300𝜇m
thick GaAs (red) and GaP (blue) for 𝜆 = 1.55𝜇m.

by the longitudinal optical (LO) phonon frequency [3],

𝑛THz(Ω) =

√︃
𝜀∞

(︂
1 +

𝜔2
𝐿𝑂 − 𝜔2

𝑇𝑂

𝜔2
𝑇𝑂 − Ω2 + 𝑖Ω𝛾

)︂
. (2.34)

The group index of the probe pulse has been calculated using Eq. (2.27)
from the refractive index, which is often given in form of a Sellmeier equation.
The NIR refractive indices for GaP, ZnTe and GaAs are found, for example,
in [138], [139] and [140], respectively. The electronic contribution to the electro-
optic coefficient is given by the static electro-optic coefficient 𝑟41(Ω = 0) and
the Faust-Henry coefficient 𝐶 as

𝑟𝑒 =
𝑟41(Ω = 0)

1 + 𝐶
, (2.35)

which has been derived from (2.33) by letting Ω = 0.
Figure 2.8 shows the frequency response function of four EOC / wavelength

combinations that have been used in this thesis. For Ti:Sapphire lasers with
a center wavelength around 800 nm, a 1 mm thick ZnTe crystal and a 300𝜇m
thick GaP crystal have been employed (see Fig. 2.8a). For frequencies below
≈ 1.5 THz, the ZnTe crystal yields an up to ten times higher signal than the
GaP crystal. Around 3 THz, it could in principle also be used for an efficient
narrow-band detection. For higher frequencies, the GaP is better suited for EO
detection due to the higher lying phonon frequencies, which allow a broadband
detection (see Tab. 2.1). In combination with an Er:Fiber laser, GaP and GaAs
crystals, each with a thickness of 300𝜇m have been used. From Fig. 2.8b, it is
evident that GaAs is the better choice, both in terms of achievable signal and
bandwidth.
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2.2 Terahertz Time-Domain Spectroscopy

In the simplified discussion so far, two effects have been left out, that may
have some influence on the detector response function. One effect is the finite
width of the probe pulse, which could be taken into account by averaging Eq.
(2.29) over its spectrum. This would have two consequences. First, the sharp
minima of the response function are washed out, i.e. become less pronounced
and, second, the signal amplitude falls off towards higher frequencies. For a
100 fs long pulse, however, this effect does not play a significant role.

The second effect are two-phonon resonances below the reststrahlen band,
which lead to a high absorption of the THz pulse. In the case of ZnTe, there are
two broad absorption bands centered around 1.6 THz and 3.7 THz, respectively,
with the 3.7 THz band being the strongest [141]. Thus, the ZnTe EOC shown
in Fig. 2.8a is effectively only usable up to ≈ 2.5 THz.

The dominant modes in GaP are weaker than those in ZnTe. They are
centered around 2.2 THz, 3 THz, and 4.3 THz [142,143], leading to a staircase-
like absorption spectrum. The decrease of the response curve for higher
frequencies is thus steeper than shown in Figs. 2.8a and 2.8b.

In the case of GaAs, the relevant resonances are at 2.4 THz and 4.6 THz,
respectively [144]. While the 2.4 THz mode is relatively weak and has little
influence on the response function, the absorption in the higher one is very
strong. Luckily, this resonance coincides with the first minimum of the detector
response function for the case shown in Fig. 2.8b and does not corrupt the
detector efficiency below 4.5 THz.
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Chapter 3

THz Metamaterials Coupled To In-
tersubband Transitions

The following chapters introduce the basic theory underlying optical properties
of intersubband transitions (ISBTs) in semiconductor quantum wells (QWs)
and the electrodynamics of metamaterials (MM), both subjects that present an
interesting field of research on their own. In the subsequent chapters, effects
arising from the close contact of QWs with a regular array of meta-atoms are
discussed. It is demonstrated that the coupling between ISBTs and the MM
leads to the occurrence of the so-called normal mode splitting, which is an
indicator for light-matter interaction in the strong coupling regime. In the THz
spectral range, the coupling strength can even approach the transition energy, a
regime which is referred to as ultrastrong coupling [145,146]. The experimental
signature is the opening of a so-called polaritonic gap in the anti-crossing
diagram of the normal mode frequencies [147–150]. We present experimental
evidence of ultrastrong coupling between a MM and QW ISBTs and, finally,
some theoretical indications of a possible THz-field-induced strong-to-weak
coupling transition.

3.1 Optical Properties of Intersubband
Transitions in Quantum Wells

The following chapter is devoted to the derivation of basic optical properties
of ISBTs in QWs as these form the basis for understanding the coupling
between MMs and intersubband (ISB) excitations in general. Intersubband
transitions are transitions between different subbands of the conduction band
of a semiconductor that arise from a strong confinement of the electronic
wavefunction along one dimension.

The whole topic has been started with the invention of molecular beam
epitaxy, a technique that allows the growth of semiconductor heterostructures
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Figure 3.1: (a) Conduction band structure of a thin GaAs quantum well embedded
between two semi-infinite AlGaAs barriers. The confinement along the 𝑧 axis leads to
discrete bound states. (b) The bound electrons behave as free particles in the quantum
well plane and show a quadratic dispersion relation. Therefore, the transition energy
between different subbands is independent of the wavevector.

with atomic precision [27]. Thereby, an important aspect is to achieve lattice
matching between different semiconductor layers in order to fabricate high
quality interfaces. A model system in this respect is AlGaAs / GaAs, for
example, which has been used in the very first experiments that demonstrated
the existence of quantized states in semiconductor heterostructures [151]. At
room temperature, Al𝑥Ga1−𝑥As has a direct band gap of 𝐸𝑔,AlGaAs = (1.424 +
1.274𝑥) eV for aluminum concentrations below 45% [152], which is larger than
the band gap of GaAs, 𝐸𝑔,GaAs = 1.424 eV. The AlGaAs / GaAs system forms a
type-I band structure, i.e. AlGaAs forms a barrier for both electrons and holes.
The further discussion is limited to electrons in the conduction band only1. The
barrier height for the electrons is determined by the conduction band offset, ∆𝐸𝑐,
which is 62% of the total band gap difference ∆𝐸𝑔 = 𝐸𝑔,AlGaAs − 𝐸𝑔,GaAs [153].
For an aluminum concentration of 𝑥 = 0.3, for example, the conduction band
offset is ∆𝐸𝑐 = 0.24 eV.

The conceptually simplest heterostructure is a quantum well, i.e. a very thin
layer of GaAs sandwiched between two semi-infinite layers of AlGaAs. The
conduction band profile is sketched in Fig. 3.1a for the case of a 𝐿 = 15 nm wide
GaAs layer. The coordinate system is chosen such that the growth direction is
given by the 𝑧 axis and the quantum well lies in the 𝑥-𝑦 plane. The confinement
potential of the QW can be written as

𝑉 (r) = 𝑉 (𝑧) =

{︃
0 for − 𝐿/2 ≤ 𝑧 ≤ 𝐿/2

∆𝐸𝑐 elsewhere
(3.1)

The strong confinement of the electron wavefunction in the GaAs well along
the growth direction leads to the occurrence of quantization effects, whereas
the electrons behave as free particles along the 𝑥 and 𝑦 directions, respectively.

1The theory is however equally valid for holes in the valence band.
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The optical properties of the QW are reflected in the ISB absorption coefficient
𝛼, which is usually defined via Beer’s law,

d

d𝑧
𝐼(𝑧) = −𝛼𝐼(𝑧), (3.2)

and the intensity 𝐼 of the optical beam. In a QW, the absorption of photons is
associated with the excitation of electrons. Thus, the absorption coefficient is
proportional to the total transition probability 𝑊𝑡 of electrons from lower to
higher states, which is obtained by summing over the transition rates between all
possible initial and final states weighted by the statistical occupation numbers,
i.e. 𝑊𝑡 ∝

∑︀
𝑖𝑓 𝑊𝑖𝑓𝑓(𝐸𝑖) [1 − 𝑓(𝐸𝑓 )] [30].

To calculate the transition rate 𝑊𝑖𝑓 from an initial state |𝑖⟩ to a final state
|𝑓⟩, we make use of Fermi’s golden rule2:

𝑊𝑖𝑓 =
2𝜋

~
|⟨𝑓 |𝐻int |𝑖⟩|2 𝛿(𝐸𝑓 − 𝐸𝑖 − ~𝜔), (3.3)

where the 𝛿-function ensures energy conservation, and 𝐻int = −𝑒rE is the
interaction Hamiltonian in the dipole approximation. Thereby, the electric field
of the incident wave is denoted by E = ê𝐸0, where 𝐸0 is the amplitude of the
wave and ê its polarization vector. In order to determine the matrix element

⟨𝑓 |𝐻int |𝑖⟩ = −𝑒𝐸0

∫︁
𝑉

Ψ*
𝑓 (r)rêΨ𝑖(r)dr, (3.4)

which is the central term in Eq. (3.3), we first need to calculate the electron
wavefunctions. To simplify the algebra, we use the envelope function approach
in the effective mass approximation for the electron wavefunctions [40]. Taking
into account only the conduction band, we can assume that the lattice-periodic
part of the wavefunction, the so-called Bloch function [3], is the same in both
well and barrier. Thus, only the envelope wavefunction, Ψ𝑛(r), has to be
considered in the following.

In each layer, the wavefunction of the 𝑛-th bound state has to satisfy the
Schrödinger equation [40]

− ~2

2𝑚eff

∇2Ψ𝑛(r) + 𝑉 (r)Ψ𝑛(r) = 𝐸𝑛Ψ𝑛(r), (3.5)

with the effective mass 𝑚eff and the energy eigenvalue 𝐸𝑛. In view of (3.1), a
natural choice for the envelope wavefunction is the Ansatz

Ψ𝑛(r) = 𝜓𝑛(𝑥, 𝑦)𝜙𝑛(𝑧). (3.6)

2Named after Enrico Fermi (1901 - 1954). It dates back to the initial work of Paul Dirac
(1902 - 1984) [154].
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The in-plane part 𝜓𝑛(𝑥, 𝑦) is directly solved by a plane wave,

𝜓𝑛(𝑥, 𝑦) = 𝜓(r||) =
1√
𝐴
𝑒𝑖𝑘||r|| , (3.7)

while the 𝑧 dependent part can be solved using the following continuity relations
at an interface between layers A and B [40]:

𝜙A
𝑛 (𝑧0) = 𝜙B

𝑛(𝑧0) (3.8)

1

𝑚A
eff

𝜕𝜙A
𝑛

𝜕𝑧
(𝑧0) =

1

𝑚B
eff

𝜕𝜙B
𝑛

𝜕𝑧
(𝑧0). (3.9)

The latter can be done very efficiently using a transfer matrix approach [155].
The prefactor in (3.7) is a normalization factor with 𝐴 being the sample area.
As an example, the 𝑧 dependent wavefunctions of the three bound states of the
15 nm wide QW are shown in Fig. 3.1a.

Once the energy eigenvalues 𝐸𝑛 are found, the total energy of the 𝑛-th
subband can be written as

𝐸𝑛,𝑘|| = 𝐸𝑛 +
~2𝑘2||
2𝑚eff

. (3.10)

The quadratic in-plane dispersion is shown in Fig. 3.1b. Note that neither 𝑘|| nor
𝑚eff depend on the subband index and that the energy difference between two
subbands is thus independent of the in-plane wavevector 𝑘||. As a consequence,
the transitions between two subbands appear as distinct absorption lines in
the spectra.

For the further discussion, it is instructive to consider the simple case of an
infinite QW, i.e. ∆𝐸𝑐 → ∞, where the 𝑧 dependent part of the wavefunction
has to vanish at the interfaces 𝑧 = ±𝐿/2. The total envelope wavefunction of
the 𝑛-th level is found to be given by [156]:

Ψ𝑛(r) =

√︂
2

𝑉
sin
(︁𝑛𝜋
𝐿
𝑧 +

𝑛𝜋

2

)︁
𝑒𝑖𝑘||r|| , 𝑛 ≥ 1, (3.11)

with the normalization volume 𝑉 = 𝐴𝐿. Thus, the wavefunctions of different
subbands are orthogonal to each other, i.e. ⟨Ψ𝑛 | Ψ𝑚⟩ = 0 for 𝑛 ̸= 𝑚. Further-
more, the wavefunctions associated to subsequent levels have opposite polarity
and the in-plane coordinates 𝑥 and 𝑦 enter only via the phase term exp(𝑖𝑘||r||).

We can separate the matrix element (3.4) into three terms according to the
three coordinate axes:

⟨Ψ𝑓 | rê |Ψ𝑖⟩ = ⟨Ψ𝑓 |𝑥 |Ψ𝑖⟩ + ⟨Ψ𝑓 | 𝑦 |Ψ𝑖⟩ + ⟨Ψ𝑓 | 𝑧 |Ψ𝑖⟩ . (3.12)

Due to the rotational symmetry around the growth axis, the matrix elements
⟨Ψ𝑓 |𝑥 |Ψ𝑖⟩ and ⟨Ψ𝑓 | 𝑦 |Ψ𝑖⟩ have to be equal. As the coordinates 𝑥 and 𝑦 enter
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3.1 Optical Properties of Intersubband Transitions in Quantum Wells

only via a phase, it is obvious that light polarized in the QW plane can never
contribute to intersubband transitions. For light polarized along the 𝑧 axis,
however, the matrix element ⟨Ψ𝑓 | 𝑧 |Ψ𝑖⟩ is non-zero provided that the polarity
of the wavefunctions of the initial and final states is different.

By taking into account not only absorption but also stimulated emission
and replacing the 𝛿-function by a Lorentzian line shape, the intersubband
absorption coefficient is found after integrating over 𝑘||. For frequencies 𝜔 close
to the transition frequency 𝜔𝑛𝑚 = (𝐸𝑚 − 𝐸𝑛)/~, the final result reads [40]:

𝛼 =
𝑒2𝑘𝐵𝑇𝐿

2𝜀0𝑐0𝑛0~
∑︁
𝑛,𝑚

𝑓𝑛𝑚 ln

(︂
1 + 𝑒(𝐸𝐹−𝐸𝑛)/𝑘𝐵𝑇

1 + 𝑒(𝐸𝐹−𝐸𝑚)/𝑘𝐵𝑇

)︂
Γ/(2𝜋)

(𝜔𝑛𝑚 − 𝜔)2 + Γ2/4
, (3.13)

where 𝐸𝐹 is the Fermi energy, 𝑇 the temperature, 𝑛0 the background refrac-
tive index and Γ the full width at half maximum linewidth of the transition.
Furthermore, we have introduced the so-called oscillator strength [40],

𝑓𝑛𝑚 =
2𝑚eff𝜔𝑛𝑚

~
|⟨𝑚| 𝑧 |𝑛⟩|2 , (3.14)

which obeys the sum rule
∑︀

𝑛𝑚 𝑓𝑛𝑚 = 1. The replacement of the 𝛿-function by
the Lorentzian line shape follows from the inclusion of relaxation processes in
the density matrix formalism and is well justified by experimental observations
[40,89]3.

The position of the Fermi level is determined by the doping and the number
of free carriers in the structure. In general, the doping is chosen such that
at zero temperature, only the lowest subband is filled. In this case, only the
transition between the first and the second subband is important, and Eq.
(3.13) can be simplified to [40]

𝛼 =
𝑒2𝑛2𝑑𝐿

2𝜀0𝑐0𝑛0𝑚eff

𝑓12
Γ/2

(𝜔12 − 𝜔)2 + Γ2/4
, (3.15)

where 𝑛2𝑑 is the areal electron density. This expression is formally equivalent to
the absorption coefficient derived from the classical Lorentz model of a two-level
system [89]. Therefore, we will use the Lorentz model for the simulation of
quantum wells in finite-difference time-domain calculations (FDTD) in Chap.
3.3.

The doping also influences the band structure and has to be taken into
account in the calculation of the energy levels and the transition frequencies by
solving the Schrödinger and Poisson equations self-consistently [40]. For high
electron densities, many body effects start to play a role in the optical properties

3This line shape is strictly valid only for parallel subbands, all electrons in the ground state
and weak optical driving fields. A discussion of corrections to the Lorentzian line shape
can be found in [157].
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3 THz Metamaterials Coupled To Intersubband Transitions

of QWs. Especially in the THz range, the so-called depolarization shift can
lead to a quite significant modification of the absorption frequency [40]:

𝜔̃12 = 𝜔12

√
1 + ∆, (3.16)

where

∆ =
2𝑒2𝑛2𝑑

𝜀𝜀0~𝜔12

𝑆, (3.17)

with

𝑆 =

∫︁ ∞

−∞
d𝑧

[︂∫︁ 𝑧

−∞
d𝑧′Ψ2(𝑧

′)Ψ1(𝑧
′)

]︂2
. (3.18)

The electrons do not feel the incident electric field, but rather a field screened by
the remaining two-dimensional electron gas. Exposing the system to radiation
not only excites electrons into higher subbands, but changes at the same time
the charge density. This gives rise to a restoring force, which leads to collective
oscillations of the electrons. Thus, Eq. (3.16) can alternatively be written in
terms of a three-dimensional plasma frequency [40]

𝜔̃12 =
√︁
𝜔2
12 + 𝑓12𝜔2

𝑝, (3.19)

with 𝜔𝑝 =
√︀
𝑛2𝑑𝑒2/𝜀𝜀0𝑚eff𝐿eff , and 𝐿eff = ~𝑓12/2𝑚eff𝑆𝜔21. In the case of the

infinite QW, 𝑆 = (5/9𝜋2)𝐿 and 𝐿eff = 3𝑓12/5𝐿 for the transition between
the ground and first excited state. Equation (3.17) is strictly valid only for
two-level systems and an extension to more levels can be found in Ref. [158],
for example.

For increasing temperature, electrons are thermally excited and also the
higher subbands become occupied. As a consequence, the absorption strength
of the lower transitions decreases. Thus, for too high values of 𝑇 , no ISBTs will
be observable. An intuitive argument for the maximum allowed temperature
is that the transition energy should be larger than the thermal energy, i.e.
𝐸2 − 𝐸1 > 𝑘𝐵𝑇/2 [156]. For a transition at 1 THz, for example, this criterion
yields a maximum temperature of 96 K. In general, an increased temperature
is accompanied by an increase of the linewidth due to enhanced scattering.
Thus, the temperature dependence of the transmission through a quantum
well structure constitutes a simple way of identifying ISBTs in semiconductor
heterostructures. We will make use of this fact in Chap. 3.3. Another
experimental technique to detect the relatively weak ISB absorption is to
modulate the electron density inside the quantum well by applying an external
bias voltage [159]. This amounts to a variation of the Fermi level and allows to
switch the ISBT on and off, while keeping all other experimental parameters
unchanged. This is the preferred way of measuring THz ISBTs due to its
selectivity and will be used extensively in Chap. 5.

To summarize, we have derived the basic optical properties of ISBTs in QWs.
The most important aspect is that only light polarized parallel to the growth
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3.2 Electrodynamics of Terahertz Metamaterials

direction of the heterostructure can induce ISBTs. This polarization selection
rule limits the ability to couple free space radiation efficiently into the QW.
In the following chapter, we introduce THz metamaterials, which present an
excellent way to overcome this limitation.

3.2 Electrodynamics of Terahertz Metamaterials

This chapter gives a short overview over the electrodynamical properties of
metamaterials as far as these are needed for the understanding of the coupling
of ISBTs and metamaterials. The term metamaterial denotes an artificial
medium in the general sense with optical properties that cannot be found
in nature. A special class of MM is thereby the so-called metasurface or
metafilm [160], a two-dimensional arrangement of scattering particles or meta-
atoms showing a resonant electric and / or magnetic polarizability. Such
metafilms are technologically easy to implement and hence represent the largest
sub-group within the family of metamaterials. In the following discussion,
which deals solely with two-dimensional metafilms, we use both terms, metafilm
and metamaterial, synonymously.

An exotic example of a metafilm is shown in Fig. 3.2a, which consists of
a regular array of the Japanese character (kanji) for husband fabricated by
physical vapor deposition (PVD) of gold on a GaAs substrate. In principle,
there is no limitation on the geometrical shape of the meta-atoms making
up the metamaterial, as long as the typical length scale fulfills a certain size
criterion. Based on this criterion, analytic models for the optical properties of
metamaterials use the so-called effective medium approach. The rather complex
geometry of the metamaterial is replaced by effective material parameters,
which allow to model the metamaterial as a bulk medium [48], or via averaged
transition conditions for the electromagnetic field [160,161].

Under the assumption that the typical size of the scatterers is much smaller
than the wavelength, 𝑅 ≪ 𝜆, the external electromagnetic field can be taken
as homogeneous across the particle4. The scattered field can then be described
in a multipole expansion. If the spacing of the particles, 𝑎, is larger than
twice the particle size, 𝑎 > 2𝑅, the contributions from higher terms become
negligible and the metasurface can be approximated as an array of dipole
scatterers. Neglecting the coupling between neighboring meta-atoms, the
electric and magnetic polarization densities induced by the incident wave can
be approximated by (︃

P

M

)︃
= 𝑁𝛼̄̄𝛼̄𝛼

(︃
E

B

)︃
, (3.20)

4For plane waves under normal incidence, the phase front is constant across the sample and
the size limit on the scatterer is not so critical.

35



3 THz Metamaterials Coupled To Intersubband Transitions

Figure 3.2: Metamaterial based on the Japanese kanji for husband. (a) Microscope
image of the processed metamaterial. (b) Measured transmission spectra under
normal incidence. The electric field polarization is indicated by the black arrows.
The resonances can be attributed to (1) the long horizontal bar, (2) the short
horizontal bar and (A) the vertical bars.

where 𝑁 = 1/𝑎2 is the average areal density of the particles and 𝛼̄̄𝛼̄𝛼 the polar-
izability tensor. The elements of 𝛼̄̄𝛼̄𝛼 can be calculated analytically for some
basic shapes using, for instance, antenna theory [162], or equivalent circuit
models [163,164].

However, the above stated criterion is only partially fulfilled in most meta-
materials. In the case of the Japanese kanji metafilm shown in Fig. 3.2a, for
example, the unit cell size is similar to the incident wavelength. Additionally,
the typical feature size of the meta-atoms is often on the order of

𝑅 ≈ 𝜆/(2𝑛̄) (3.21)

to be resonant with the incident wave. Thereby, 𝑛̄ is the effective refractive
index of the surrounding medium [165],

𝑛̄ =
√
𝜀𝜇̄, (3.22)

where

𝜀 =
1

2
(𝜀1 + 𝜀2) , and 𝜇̄ =

[︂
1

2

(︀
𝜇−1
1 + 𝜇−1

2

)︀]︂−1

, (3.23)

respectively, and the indices 1 and 2 denote the two half-spaces enclosing the
meta-atom. For a GaAs substrate, for example, 𝑛̄ = 2.64. Figure 3.2b shows
the transmission coefficient of the structure that has been measured using a
THz TDS setup under normal incidence. The orientation of the electric field of
the THz pulses with respect to the metasurface is indicated by the black arrows.
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3.2 Electrodynamics of Terahertz Metamaterials

The transmission coefficient, which is essentially flat in the entire frequency
range, exhibits sharp resonances depending on the polarization. Using the
resonance criterion postulated above, these can be associated to the long (1)
and short (2) horizontal bars and the body (A) of the kanji.

Due to this only marginal fulfillment of the homogenization requirements,
the analytic treatment in the effective medium picture becomes much more
involved [166]. Furthermore, there exist almost no closed analytic expressions for
the polarizabilities of general meta-atom geometries. Therefore, it is common
practice to switch to fully numerical methods, such as the finite-difference
time-domain method5, for example [168]. Furthermore, these methods allow to
study the quite complex interaction between single meta-atoms and ISBTs in a
QW underneath the metasurface with relatively low additional effort and are
thus ideally suited for our purposes.

The computational space we are using for the three-dimensional full-wave
calculations is shown in Fig. 3.3a. The metasurface is placed at the boundary
between vacuum in the upper half-space and the substrate in the lower half-
space. By using periodic boundary conditions (PBC) at the four side walls, it
is sufficient to just consider a single unit cell. For simplicity, we consider the
THz pulses to be normally incident from the top, which leads to an especially
simple formulation of the PBCs:

F(𝑖, 𝑗, 𝑘) = F(𝑖+𝑁𝑥, 𝑗, 𝑘) (3.24)

F(𝑖, 𝑗, 𝑘) = F(𝑖, 𝑗 +𝑁𝑦, 𝑘), (3.25)

where F represents some field variable, 𝑁𝑥 × 𝑁𝑦 is the number of grid cells
making up a unit-cell and 𝑖, 𝑗, and 𝑘 are grid cell indices. At the top and bottom
boundary, we use first-order Engquist-Majda absorbing boundary conditions
(ABC) [169,170], together with the so-called total-field / scattered-field approach
to reduce the load on the ABCs [170, 171]. We use a plane wave excitation
source to simulate a single-cycle THz pulse with a Gaussian envelope. The
substrate is taken into account as frequency independent and lossless dielectric
with a constant refractive index 𝑛. This simplified treatment is sufficient for
most substrate materials and frequencies far from the phonon resonance. In
GaAs, for example, this is the case for frequencies below 5 THz. However, the
extension to a more realistic, dispersive medium would be straightforward [167].
The FDTD algorithm is based on the standard Yee grid and the leapfrog
method for spatial and temporal staggering of the electric and magnetic field
components [172]. The temporal step size ∆𝑡 is related to the spatial grid size
∆𝑟 by 𝑐0∆𝑡 = 𝒞∆𝑟, where 𝒞 = 0.5 is the Courant number. To ensure stable
computation, the Courant number should be smaller than 1/

√
3 for three-

dimensional simulations [167]. The spatial step size has to be chosen according

5In the FDTD method, Maxwell’s equations are solved by replacing the partial derivatives
by finite-differences and solving for the new field values at the next time step. An excellent
introduction is found in [167], for example.
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Figure 3.3: (a) Sketch of the FDTD domain used for the simulations. The
metamaterial (MM) separates vacuum and substrate. The THz pulses are incident
from the vacuum side. The top and bottom face is bounded by Mur absorbing
boundary conditions (ABC), while the sides use periodic boundary conditions (PBS).
(b) Metamaterial based on split-ring resonators. The unit cell size is 𝑎× 𝑎. The rings
have a radius 𝑅 and a thickness 𝑑, the split width is 𝑠. (c) Measured transmission
coefficients for the polarizations indicated by the black arrows under normal incidence.
(d) Calculated transmission coefficients using the analytic model. (e) Calculated
transmission coefficients using the FDTD code.
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to the smallest feature sizes of the meta-atom. Typically, we use a step size of
∆𝑟 = 1𝜇m, unless otherwise noted. To minimize staircasing errors introduced
by approximating rounded contours of the meta-atoms by rectangular grid
cells, we use the diagonal split-cell method [167]. The meta-atoms themselves
are simulated as perfect electric conductors by fixing the components of the
electric field along the 𝑥 and 𝑦 direction in the respective grid-cells to zero.
Thereby, the meta-atoms have an effective height of half a grid cell. Using a
perfect metal is a very good approximation in the THz frequency range, where
Ohmic losses in the metal can usually be neglected (see below).

To illustrate the performance of the FDTD code, Figs. 3.3c to 3.3e show
the transmission coefficient of a split-ring resonator (SRR) based metasurface.
The SRR can be considered the archetype of any modern metamaterial. Its
popularity dates back to the seminal paper by Pendry et al. [173], where it
has been mentioned as a constituent of magnetic metamaterials. Its original
proposal dates back to Schelkunoff and Friis [50], who stated that the diamag-
netic response of a metallic ring could be strongly enhanced by introducing a
load capacitance in form of a slit. The SRR is nowadays probably the most
often used MM building block and the ideal model system to illustrate the
electrodynamics of metamaterials. The geometry of the SRR MM is sketched
in Fig. 3.3b. The SRRs are arranged on a regular array with a lattice period of
𝑎 = 120𝜇m. They have a mean radius of 36𝜇m and a thickness of 𝑑 = 12𝜇m.
The split width is chosen as 𝑠 = 5𝜇m.

For the experimental realization, the MM has been fabricated by physical
vapor deposition (PVD) of a 10 nm titan adhesion layer followed by 180 nm
gold on a GaAs substrate. The transmission has been measured under normal
incidence with a THz TDS setup using two different polarizations of the
incident wave. To obtain the frequency dependent transmission coefficient,
the transmission signal with the metasurface has been normalized to the
transmission of a bare GaAs substrate. The orientation of the electric field is
indicated by the black arrows in Fig. 3.3c. When the electric field is oriented
parallel to the slit (red), there appears a single resonance around 0.6 THz. In
the perpendicular case (blue), the resonance is split into a narrow one around
0.26 THz and a broader one at 0.73 THz. The details of the resonant modes
will be discussed below.

The SRR is one of the few cases for which a closed analytic form of the
polarizability tensor 𝛼̄̄𝛼̄𝛼 exists (see Appx. B). Figure 3.3d shows the calculated
transmission coefficients based on the analytic model outlined above. The
position and qualitative shape of the resonances are well reproduced. However,
the absolute width of the transmission minima is overestimated and the relative
amplitudes are different. These deviations from the simple model can be
attributed to a mutual coupling between neighboring unit cells, which has been
neglected in the analytical calculations6.

6There exist several ways in which the coupling can be taken into account. See for
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Figure 3.4: Effect of different metalizations on the metamaterial performance. (a)
AFM images showing the surface profile of different metalizations. The smoothest
surface with the smallest grains is achieved by a combination of Ag/Au. (b) Measured
transmission coefficient of a SRR based metamaterial fabricated with different
metalizations. The influence of the metal is visible for frequencies above 1.2THz
with Ti/Au showing the highest transmission.

Finally, Fig. 3.3e shows the simulated transmission coefficients using the
FDTD code. For the simulations, we have used a computational domain
consisting of 60 × 60 × 400 grid cells with a simulation time of 20 ps and
a spatial step size of ∆𝑟 = 2𝜇m. There is an excellent agreement to the
experimental results shown in Fig. 3.3c. The simulation predicts not only
the exact position, but reproduces both the amplitude and correct width of
the resonances. This confirms the validity of the assumptions made for the
substrate material and especially for the MM metalization.

To further investigate the role of the metalization, we have fabricated the same
SRR MM with different combinations of metals by PVD on GaAs substrates. For
the metalizations, we have chosen primarily silver (150 nm) and gold (180 nm)
due to their high bulk conductivities [175, 176]. To improve the adhesion of
gold on GaAs, a 10 nm thick Ti layer is usually deposited beforehand. As
evaporated silver films tend to oxidize quickly in the ambient atmosphere, we
have also tested the use of a thin Au protection layer (10 nm) on top of the Ag
film. Finally, we have evaporated Ag on a very thin Ge wetting layer (3 nm), as
this combination is expected to produce extremely smooth silver surfaces [177].

Figure 3.4a shows atomic-force microscope (AFM) images of 1 × 1𝜇m2-sized
patches of the SRR surface. These images allow to evaluate properties such
as typical grain size and surface roughness, which are mainly responsible for
the THz conductivity of the metal films [178]. The highest value of the surface
roughness is found for the silver film. The peak-to-valley distance of 36 nm and
the root-mean square (rms) roughness of 4 nm agree with reported values [177].

example [48,174].
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The use of Ge as wetting layer brings an improvement by roughly a factor
of two (peak-to-valley: 19 nm, rms: 2.5 nm). Thus, for the thickness of the
Ag layers we are using, the Ge film does not work as well as for thin films
with thicknesses about 10-15 nm [177]. The Ti/Au layer shows a peak-to-
valley distance of 11 nm and a rms roughness of 1.5 nm. Thereby, it exhibits
the largest grains with diameters ranging from 70 nm to 160 nm. By far the
smoothest surface is achieved by capping the Ag film with a protective Au
layer (peak-to-valley: 6 nm, rms: 0.7 nm). The achieved roughness values are
similar to the ultrasmooth silver films reported in [177]. At the same time, this
sample shows the smallest grains with diameters between 20 and 40 nm.

To evaluate the performance of the different metalizations, we have measured
the transmission coefficient of the SRR MM for the electric field of the incident
pulse oriented parallel to the slit. The results for Ti/Au, Ag/Au and Ge/Ag
are shown in Fig. 3.4b. Unfortunately, no transmission data is available for
the case of pure silver7. For frequencies below 1.2 THz, there is practically no
difference between the three samples, while for higher frequencies, the curves
start to deviate. The Ti/Au layer shows the highest transmission, followed by
Ag/Au and Ge/Ag. The difference in the transmission coefficients is thereby on
the order of a few percent. The measured results contradict the aforementioned
role of the surface roughness in the THz conductivity of metal layers, at least
regarding the height variations. The slightly better performance of the gold
layer, might be attributed to the larger (lateral) grain size which favors ballistic
motion on the time scale of a THz cycle [179].

The comparably small differences of the transmission coefficients measured
with different metalizations support the approximation made in the FDTD
simulations regarding the use of a perfect metal, especially as they are smaller
than the typical spread induced by geometrical variations and fabrication
imperfections. The remaining discussion of the properties of MMs will be based
on the results of the FDTD simulations.

In order to determine the microscopic origin of the well-defined resonances
shown in Figs. 3.3c to 3.3e, we have performed a Fourier analysis of the 𝑧
field component in the grid plane directly underneath the MM. To this end,
the 𝑧 field profile over the 𝑥-𝑦 plane has been stored every 66.7 fs for a time
interval of 20 ps. This yields a time domain trace for every grid cell, which
can be transformed to the frequency domain by applying the fast Fourier
transformation (FFT). Finally, one obtains the two-dimensional energy density
profile associated with the 𝑧 field component by taking the absolute square
for every frequency in the FFT spectrum. The mode profiles for the three
fundamental SRR resonances are shown in Fig. 3.5 for the orientation of
the electric field as indicated by the black arrow. For parallel polarization
of the incident field, the SRR shows only a single resonance, which can be

7The silver layer shown in the AFM images has been used for a different MM geometry
and can therefore not be compared to the SRR transmission.
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Figure 3.5: Normalized energy density of the fundamental modes of a SRR
associated with the 𝑧 field component for different orientations of the incident
field (black arrows). (a) Fundamental dipole mode of a plain ring. (b) 𝐿𝐶 resonance.
(c) Hybridized dipole mode of the SRR.

attributed to the electric dipole mode of the entire ring (Fig. 3.5a). Electrons
are accelerated by the electric field of the THz pulse, which leads to a current
flowing along the metal wire. When the incident field is oriented parallel to the
slit, the currents flow symmetrically in the upper and lower half of the ring,
leading to a dipole-like charge distribution. In this case, the slit has no influence
on the movement of the charges and the resonance equals the fundamental
resonance of the bare ring.

The situation is different for perpendicular polarization. Figure 3.5b shows
the resonant mode around 0.26 THz. The induced currents can flow only in the
left half of the SRR, while in the right half, the slit hinders the free movement
of the charges. This leads to a redistribution of charges from one side of the
slit to the other leading to a charge accumulation with opposite polarity on
both sides of the slit. The slit acts as a capacitance, while the remaining ring
takes the role of an inductance. Therefore, this resonance is often denoted
as 𝐿𝐶 resonance [61]. As can be seen from Fig. 3.5b, the electric field of
the mode is localized to the close vicinity of the slit. For completeness, we
note that the asymmetric current flow induced by the electric field generates a
magnetic dipole moment oriented along the 𝑧 axis, which gives rise to a cross-
polarizability between electric and magnetic dipole moments and fields. Vice
versa, the resonance can also be effectively excited by applying a time varying
magnetic field perpendicular to the MM plane. Therefore, the 𝐿𝐶 resonance is
also referred to as magnetic resonance [61]. There is another resonance for the
same polarization of the incident field, which can be attributed again to the
electric dipole mode of the bare ring (Fig. 3.5c). The presence of the slit leads
to a hybridization with the 𝐿𝐶 resonance due to the mode overlap around the
slit position. This hybridization manifests itself in a repulsion of the resonance
frequencies, i.e. the dipole resonance is shifted to a higher frequency (0.73 THz)
compared to the dipole mode of the bare ring (0.6 THz, see Fig. 3.5c).

From Fig. 3.5, it is evident that part of the energy of the incident THz
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Figure 3.6: (a) Effect of lattice spacing on the 𝐿𝐶 (*) and hybrid (**) resonance of
a SRR for the electric field polarized across the slit. At a lattice spacing of 100𝜇m,
an additional resonance dip appears (black arrow). The curves are offset for clarity.
(b) Same for the dipole (***) resonance excited with the electric field polarized
parallel to the slit. (c) The extinction, 1− 𝑡(𝜈), as function of the lattice spacing.
The solid lines show a 1/𝑎2 - fit to the simulated data. (d) Dispersion relation of the
fundamental lattice mode (black). Hybridization of the meta-atom resonance and
the lattice mode is expected at the crossing points.

pulse is stored in the meta-atom, which acts like a THz antenna. The stored
energy is subsequently re-emitted at the resonance frequency, but with opposite
phase compared to the incident wave. This explains the observed minima
in the amplitude transmission despite the fact that both the metal and the
substrate are taken to be lossless. The absorption and re-emission of energy
is an important concept, which finds application in many areas of physics.
Especially, it will become useful for the discussion of the coupling between
MMs and ISBTs in Chap. 3.3.

Another important parameter for the optical properties of metasurfaces is
the lattice spacing. If there would be no interaction between neighboring meta-
atoms, the simple relation (3.20) would predict a linear scaling of the resonance
amplitude with the areal density 𝑁 . Thus, the deviation from this simple
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scaling rule can be used to determine the degree of mutual influence between
different resonators. Figures 3.6a and 3.6b show the simulated transmission
coefficients of the SRR metafilm for different values of the lattice spacing, 𝑎,
ranging from 100𝜇m to 240𝜇m. The electric field is polarized perpendicular
(Fig. 3.6a) and parallel (Fig. 3.6b) to the slit giving rise to the 𝐿𝐶 and the
hybrid resonance (marked by * and **), and the pure dipole resonance (marked
by ***), respectively.

As expected from Eq. (3.20), the modulation depth increases for both
resonances as the meta-atoms are arranged on a tighter lattice. For a more
quantitative analysis, the extinction 1−𝑡, where 𝑡 is the amplitude transmission,
is shown in Fig. 3.6c as function of the unit cell size. The simulated data is
shown as dots. The solid curves are the result of a least squares fit ∝ 1/𝑎2 to
the data. As can be seen, there is an excellent agreement for the 𝐿𝐶 resonance
for the entire range of lattice spacings. Thus, in the case of the 𝐿𝐶 resonance,
there seems to be no sign of mutual coupling between neighboring unit cells.
This is supported by the fact that both shape and position of the 𝐿𝐶 resonance
are barely influenced by the lattice spacing (Fig. 3.6a). A possible reason is
the magnetic origin of this resonance. Efficient coupling between neighboring
cells can only be mediated via a mutual inductance, and the lattice mode
consequently by magneto-inductive surface waves. In the planar geometry, the
induced inductance changes are on the order of a few percent [61].

In the case of the hybrid resonance, however, the extinction deviates from
the simple scaling law when 𝑎 < 150𝜇m, indicating an additional influence
of the entire array on the optical properties of the meta-atoms. This is also
seen from Fig. 3.6a. For smaller lattice spacings, the resonance appears to
be narrower and being shifted to higher frequencies. A similar behavior is
observed for the pure electric dipole mode shown in Fig. 3.6b. In this case, the
interaction between the meta-atoms seem to be effective over an even wider
distance, which is obvious from the poor quality of the fitted 1/𝑎2-dependence.
A useful measure in this respect is the so-called quality or Q factor, which is
defined as the ratio

𝑄 =
∆𝜈

𝜈
(3.26)

of the spectral width ∆𝜈 and the resonance position 𝜈. Thus, for smaller lattice
spacings, the Q factor of the dipole resonances is strongly enhanced. This
enhancement has been attributed to the efficient scattering of electromagnetic
energy into lattice modes, i.e. collective excitations of the entire MM array
[180–182]. Thereby, less energy is radiated into free space, reducing the radiative
losses of the MM. A similar reduction of coupling to free-space radiation can
be achieved by breaking the symmetry of the meta-atoms, which leads to a
comparable enhancement of the Q factor [183].

The enhancement of the Q factor by collective modes is maximized when
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Figure 3.7: (a) Dependence of the 𝑧 field amplitude in the substrate as function of
distance to the metal surface of a SRR. The solid lines represent exponential fits to
the simulated data. The field profiles have been taken at the positions indicated by
the arrows. (b) Dependence of the field enhancement and the decay length into the
substrate as function of the in-plane distance to the slit.

the meta-atom resonance coincides with the lattice resonance:

𝜈 =
𝑐0
𝑎𝑛̄
, (3.27)

where 𝑛̄ is the effective refractive index (3.22). For the dipole resonance at
0.73 THz, the crossover appears at a lattice spacing of 155𝜇m (see Fig. 3.6d).
The coupling between the localized and the collective mode leads to an avoided
crossing which manifests itself in the observed frequency shift of both hybrid
and dipole resonance [181]. For a lattice spacing of 100𝜇m, there appears an
additional minimum around 1.1 THz, which is indicated by the vertical arrow
in Fig. 3.6a. This frequency coincides with the frequency of the fundamental
lattice mode as given by Eq. (3.27), which supports the use of the effective
refractive index (3.22) for the calculation of the lattice modes8. Far from the
avoided crossing, the amplitudes of the lattice modes are in general much
smaller than the amplitudes of the MM resonances and are therefore barely
visible [181].

Of special interest is the decay of the 𝑧 field into the substrate and the
magnitude of the field enhancement that can be achieved in the vicinity of the
metal. Figure 3.7a presents the normalized 𝑧-field amplitude in the substrate
as function of the distance to the SRR. The field has been normalized to the
peak amplitude of the incident field in vacuum times the Fresnel transmission
coefficient of the GaAs substrate (𝑡 = 0.43) and represents the achievable field
enhancement in the structure. The simulation has been performed for the
incident field oriented perpendicular to the slit. The arrows in the inset show

8In [182], the authors explicitly use the refractive index of the substrate, and in [181], the
authors do not state which refractive index should be used.
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Figure 3.8: (a) Sketch of the sample. A planar MM is fabricated on top of a QW
sample. No additional metalization is used for confinement of the electromagnetic
field. (b) Energy can be exchanged at a rate Ω between the MM and the ISBTs in
the QW via the electric field along the 𝑧 axis associated with the resonant mode of
the meta-atoms.

the positions on the SRR for which the 𝑧 field profile has been extracted. The
lateral distance between subsequent profiles is 2𝜇m.

The simulated data (dots) can be reasonably well fitted by an exponential,
𝐴 exp(−𝑧/𝑧0), with decay length 𝑧0 and peak amplitude 𝐴, shown by the solid
lines 9. The quality of the fit degrades for smaller distances to the slit, which
is a sign for the increasing distortion of the field lines due to an enhanced
localization. This can also be seen in the high field enhancement and small
decay length of the field. Figure 3.7b shows the extracted amplitude and decay
length as function of the distance to the slit, with the origin aligned with the
grid cell right next to it. The achievable field enhancement in this structure
is approximately 2.3 and decreases exponentially with increasing distance. At
the same time, the decay length varies linearly with a minimal value of 1𝜇m
at the slit position.

For an efficient coupling of the MM to ISBTs, this decay length has to be
compared to the depth and thickness of the semiconductor heterostructure.
Especially, the exponential decay of the field has important implications for the
use of multi-QW structures. These considerations are subject of the following
chapter.

3.3 Strong Light Matter Coupling

In the following, the optical properties of the coupled system sketched in
Fig. 3.8a will be discussed. The sample consists of a thin QW grown on a
semiconductor substrate. A MM is fabricated on top of the sample, which is
resonant with the ISBT in the QW. As has been presented in the preceding

9Based on the exponential decay of the 𝑧 field and the restricted geometry in the 𝑥-𝑦
plane, the term localized plasmons is sometimes used to describe the resonant modes of
meta-atoms.
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chapter, two-dimensional metafilms can be used to efficiently convert part of
the incident electromagnetic energy into an electric field oriented parallel to
the growth direction of the heterostructure. Thereby, the electric field fulfills
the polarization selection rules and can induce ISBTs in the QW. In contrast
to other coupling methods, such as subwavelength gratings, the meta-atoms
constitute electromagnetic resonators that can periodically exchange energy
with the electrons in the QW (see Fig. 3.8b). The main results of this chapter
have also been published in Dietze et al., Opt. Express 19, 13700 (2011).

As is often the case in physics, appreciable insight into the properties of
complicated systems can be gained by considering a simple analogy from
classical mechanics. In the present case, the analogy is a pair of coupled
pendulums (see Appx. C). Many (but not all!) characteristic features of
strongly coupled systems can be derived from this classical model10, thereby
giving an intuitive picture of the underlying phenomena [185]. In the geometry
shown in Fig. 3.8a, the electromagnetic field of the incident THz pulse interacts
directly only with the metafilm due to the polarization selection rules. Thus,
without coupling to the QW, the transmission coefficient is expected to show
a single dip belonging to the studied MM resonance (compare to previous
chapter).

When the coupling between the MM and the QW is switched on, the
eigenstates of the individual systems, characterized by the eigenvalues 𝜔𝑀𝑀

and 𝜔̃12, represent no longer the eigenstates of the coupled system. Neglecting
damping, the new eigenfrequencies are given by [186]

𝜔± =
1

2

(︂
𝜔̃12 + 𝜔𝑀𝑀 ±

√︁
(𝜔̃12 − 𝜔𝑀𝑀)2 + 4Ω2

𝑅

)︂
, (3.28)

in analogy to Eq. (C.12) of the coupled pendulum. The use of 𝜔̃12 instead
of 𝜔12 is a consequence of the MM resonance coupling to the ISB plasmon
rather than to the single electron ISBT [187]. Furthermore, the coupling
strength is determined by the so-called vacuum Rabi frequency Ω𝑅, which will
be discussed in more detail later on. This effect is known as normal mode
coupling [188,189], and results in a splitting of the MM transmission minimum
into two minima that are separated by a frequency Ω = 2Ω𝑅, when the two
systems are resonant. This frequency determines the rate of energy exchange
between the MM and the ISBT (Fig. 3.8b). Normal mode splitting in solid
state systems has been observed so far in a number of experiments including
QW excitons in dielectric mirror cavities [186,190], ISB polaritons in dielectric
cavities [147] and structured microcavities [191, 192], meta-films coupled to
optical phonons [193] or to a cyclotron resonance of a two-dimensional electron
gas [150]. As is shown in Appx. C, normal mode splitting can be observed only

10In the weak coupling limit, there is even a one-to-one correspondence between the classical
mode amplitudes and the quantum mechanical creation and annihilation operators, and
thus, the classical picture yields all information contained in the quantum system [184].
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Figure 3.9: (a) Level scheme of the parabolic quantum well (G334, G424) calculated
with the transfer matrix method. The actual heterostructure profile is indicated in
gray. The thick blue curve represents the effective parabolic potential. (b) Normalized
transmittance of the PQW measured with a grating coupler at 𝑇 = 5K. The solid
line is a Lorentzian fit to the ISB absorption dip.

if Ω is larger than the damping rates. Thus, an experimental observation of the
normal mode splitting would be a clear indication for strong coupling between
the MM and the ISBTs.

However, this simple picture is valid only if a single resonant mode of the
meta-atom couples to a single ISBT of the QW. Otherwise, the energy would
be distributed among all participating modes and any characteristic feature
of this normal mode coupling would remain hidden. The necessary selectivity
can be achieved by requiring that the frequency spacing between different
resonant modes of the MM is much larger than the linewidth of each mode.
The same is equally true for the ISBTs in the QW. The latter can be realized
by introducing a large energy separation between the first and second excited
state, for example, by using coupled quantum wells.

An alternative geometry, namely the parabolic quantum well (PQW), is shown
in Fig. 3.9a. The PQW imitates the confinement potential of a harmonic
oscillator (thick blue line). Consequently, there is a constant energy spacing
between subsequent levels, leading to a single isolated ISBT. Due to the parity
selection rules, the next allowed transition is at three times higher frequency,
which is well outside of the observation window. This makes the PQW the
ideal system to investigate the coupling between a metafilm and ISBTs. The
energy spacing between subsequent levels is approximately given by [194]

∆𝐸 = ~
√︂

8∆𝐸𝑐

𝐿2𝑚̄eff

, (3.29)

where ∆𝐸𝑐 is the conduction band offset between the GaAs wells and the
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Al𝑥Ga1−𝑥As barriers, and

𝑚̄eff =
1

𝐿

∫︁ 𝐿/2

−𝐿/2

𝑚eff(𝑧)d𝑧, (3.30)

is the effective mass averaged over the entire QW structure. In addition, the
optical transition frequency is directly given by Eq. (3.29) and is independent
of electron-electron interactions, such as the depolarization shift (3.16), and the
number of carriers in the well [195,196]. This is a consequence of the generalized
Kohn’s theorem [197], which states that long wavelength radiation (𝜆 ≫ 𝐿)
couples only to the center of mass coordinates of the electron wavefunction in
the parabolic potential. Thus, 𝜔̃12 = 𝜔12, and we drop the tilde in the following.

For the experiments, we have used two nominally identical structures, one
modulation-doped (G334) and one without doping (G424). The samples have
been grown by stacking GaAs and Al𝑥Ga1−𝑥As layers with varying thicknesses
(digital alloy). The width, 𝐿𝑖, and center position, 𝑧𝑖, of the 𝑖-th layer of
Al𝑥Ga1−𝑥As measured from the middle of the well have been chosen as [194]

𝐿𝑖 =

[︂
2

𝑁

(︂
𝑖− 1

2

)︂]︂2
𝐿

𝑁
, (3.31)

𝑧𝑖 =

(︂
𝑖− 1

2

)︂
𝐿

𝑁
, (3.32)

where 𝑁 is the total number of Al𝑥Ga1−𝑥As barriers and 𝐿 the total width of
the PQW. The minimum layer thickness is typically set to ≈ 10 Å to ensure a
good quality of the interfaces [198]. The grown layer sequence is indicated in
Fig. 3.9a by the shaded area. The distance of the well to the sample surface
has been 185 nm. The effective carrier density in the doped well has been
determined by Hall measurements to be 𝑛2𝑑 = 5 × 1011 cm−2 at 240 K and
𝑛2𝑑 = 3.8 × 1011 cm−2 at 20 K, respectively [196].

For a well thickness of 𝐿 = 140 nm and 𝑥 = 0.3, the averaged effective
mass becomes 𝑚̄eff = 0.074𝑚0 and Eq. (3.29) yields a transition frequency
of 𝜔12 = 2𝜋 × 2.4 THz. This value corresponds to the calculated transition
frequencies using the transfer-matrix method [155]; it is however different from
the values reported in Refs. [196,199,200]. This discrepancy is probably due to
a different value for the effective mass. Using the results of the transfer-matrix
method for the wavefunctions (shown as red curves in Fig. 3.9a) and Eq. (3.14),
the oscillator strength of the fundamental transition between the ground state
and the first excited state has been calculated to 𝑓12 = 1.08.

Figure 3.9b shows the measured intensity transmittance through sample G334
at 𝑇 = 5 K obtained using a commercial FTIR spectrometer (Bruker V80).
The transmittance has been normalized to the value at 2 THz to emphasize
the transmission minimum due to the ISBT. In order to couple light under
normal incidence to the PQW, a subwavelength (8𝜇m metal / 8𝜇m gap)
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grating has been fabricated by PVD of 150 nm Ag / 10 nm Au on top of the
sample. The roll-off of the transmittance at higher frequencies is associated
to the first lattice resonance of the grating at 𝜈 = 7 THz, as given by Eq.
(3.27). The ISBT is visible as a dip in the transmittance indicated by the
black arrow. Approximately 9% of the incident intensity gets absorbed by
the PQW. We have extracted the center frequency and the FWHM linewidth
from a Lorentzian fit to the data (black solid line). The experimental value
of 𝜔12 = 2𝜋 × 2.39 THz matches the calculated transmission frequency using
Eq. (3.29), which supports the use of the averaged effective mass (3.30). The
linewidth ∆𝜔 = 2𝜋 × 0.21 THz equals the value obtained from intersubband
plasmon emission measurements on the same structure [199]. The corresponding
dephasing time, 𝜏 = 2/∆𝜔 = 1.5 ps, is a bit lower than the reported value of
2.5 ps obtained from THz TDS measurements of the free induction decay [200].
For the FDTD simulations, we will use the latter value.

When the sample is heated to room temperature, the ISBT dip disappears
from the transmittance spectrum. Thus, the comparison between the 5 K and
RT data presents a possibility to identify effects caused by the presence of
ISBTs. Another possibility is the comparison between the doped and the
undoped sample, which allows to discern effects caused by the presence of
electrons in the structure.

For efficient coupling between the metafilm and the PQW, the meta-atoms
have to be resonant with the ISBT. One possibility to tune the resonance
frequency of the MM is to isotropically scale the entire structure. For the SRR
based MM presented in Chap. 3.2, for instance, the dimensions would have to
be reduced by almost a factor of ten. For such small feature sizes the fabrication
becomes technically demanding. An alternative way is to additionally change
the meta-atom geometry.

Figure 3.10a shows the fundamental building block of the metafilm used in
the following. It consists of a rectangular doubly-split-ring resonator (dSRR)
with a side length of 28𝜇m and a wire thickness of 2𝜇m. The dSRRs are
arranged in a regular array with a lattice constant of 40𝜇m. By using two
2𝜇m wide slits on opposite faces of the ring, the total capacitance is almost
doubled compared to a conventional SRR. Thus, the 𝐿𝐶 mode, which will be
used for the coupling, shows a twice higher resonant frequency. A microscope
image of the finished sample is shown in Fig. 3.10b. The meta-atoms have
been fabricated by PVD of 150 nm Ag capped by 10 nm Au in a single optical
lithography step.

The transmission coefficients of the structure fabricated on the undoped
sample G424 have been measured using a THz TDS setup with linearly polarized
THz pulses. There is an excellent agreement between the measured transmission
coefficients and the results from FDTD simulations as shown in Figs. 3.10e and
3.10f. Depending on the orientation of the incident field, there are two distinct
resonances. The normalized energy density associated with the 𝑧 component
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Figure 3.10: (a) Unit cell of the doubly-split-ring resonator MM. The wire thickness
and gap size are 2𝜇m, the edge length is 28𝜇m. (b) Microscope image of the
fabricated structure. The lattice period is 40𝜇m. (c, d) Normalized energy density
associated to the electric field along the 𝑧 axis for the polarization of the incident field
indicated by the black arrow. (e) Measured transmission coefficients of the dSRR
MM for two different orientations of the incident field [201]. The dipole resonance of
the ring is around 1.3THz, while the 𝐿𝐶 resonance is at 2.3THz. (f) Transmission
coefficients obtained from FDTD simulations [201].

of the electric field is plotted for both resonances in Figs. 3.10c and 3.10d,
respectively. The 𝐿𝐶 resonance around 2.3 THz is excited when the incident
field is oriented perpendicular to the slits. The 𝑧 component of the electric
field shows thereby a similar field enhancement as has been observed for the
conventional SRR (Fig. 3.7). At a distance of 250 nm from the metal, the 𝑧
field is about ten times stronger than the incident peak field.

In view of the importance of the linewidth of the MM resonance for the
possible observation of normal mode splitting, we have extracted the center
frequency and width of the experimental and simulated transmission minima by
fitting a Lorentzian line shape. For the simulated data, we obtain 𝜔𝑀𝑀 = 2𝜋×
2.3 THz and ∆𝜔𝑀𝑀 = 2𝜋 × 0.27 THz (FWHM), giving a Q-factor of 8.5. The
experimental data yields 𝜔𝑀𝑀 = 2𝜋 × 2.28 THz and ∆𝜔𝑀𝑀 = 2𝜋 × 0.46 THz,
giving a Q-factor of 4.9. The slightly lower Q factor obtained in the experiment
is probably due to variations of the gap capacitance as the feature size of
the slit is close to the resolution limit of the laser writer used for the optical
lithography step (compare to Fig. 3.10b).
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Figure 3.11: (a) Simulated transmission coefficients for the dSRR MM coupled to
a PQW with (blue) and without (red) electrons [201]. The normal mode splitting of
the MM resonance is clearly observable. (b) In the time domain data, the normal
mode coupling is visible as beating of the free induction decay. Phase flips by 𝜋
indicate periodic absorption and emission of energy by the QW ISBT (marked by
arrows).

The simulated transmission coefficient of the combined system is shown
in Fig. 3.11a (blue)11 along with the response of the bare MM (red). The
latter corresponds to the expected signal at room temperature or from the
undoped sample G424, respectively. The QW has been simulated using the
simple Lorentz model for the 𝑧 component of the electric field (see Appx. D.1).
We expect this model to be adequate for isolated transitions and weak electric
fields. Both assumptions are fulfilled in the present case.

When the ISBT in the QW is switched on, the transmission coefficient shows
a very pronounced splitting of the plain MM resonance. Thus, this splitting is
associated to the presence of electrons in the QW layer. By fitting the data
with a sum of two Lorentzians, the frequency separation has been determined to
Ω = 2𝜋× 0.34 THz. As this value is larger than both the linewidths of the MM
resonance (2𝜋×0.27 THz) and of the ISBT (2/𝜏 = 2𝜋×0.13 THz), respectively,
we attribute the observed mode splitting to the strong coupling between the
PQW and the planar metafilm12. This conclusion is further supported by an
analysis of the linewidths of the doublet, which should be equal to the averaged
linewidths of the two coupled systems at zero detuning, i.e. 0.20 THz (see
Appx. C). The simulated normal modes have FWHM linewidths of 0.18 THz
and 0.17 THz, respectively, in close agreement to the theoretical prediction.
The symmetry of the linewidths suggests that the detuning of the MM from
the ISBT in the QW is negligible.

11For the simulations, a spatial step size of 1𝜇m, an areal density of 𝑛2𝑑 = 2.5× 1011 cm−2

and a transition frequency of 2𝜋 × 2.2THz have been used.
12This is more conservative criterion for strong coupling than the one using the coupled

normal mode linewidths.
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Figure 3.12: Transmission coefficients of (a) G424 and (b) G334 at RT (red) and
5K (blue) obtained with a FTIR spectrometer [201]. The asterisk (*) indicates the
dipole resonance of the ring at 1.3THz. A sum of multiple Lorentzians is fitted to
the data to extract resonance parameters. The splitting of the resonance occurs only
at 5K for the doped structure.

According to the simple pendulum analogy (Appx. C), the observation of
the normal mode splitting is related to a periodic energy exchange between
the two coupled systems. Figure 3.11b shows the free induction decay in the
time domain obtained by subtracting the transient of the reference pulse from
the transmitted pulse. The reference has been recorded for the same substrate
but without MM. In the case of the plain MM (red), the free induction decay
shows a pronounced oscillation with an exponential envelope. When the ISBT
is switched on (blue), there is a clear beating observable. Furthermore, at
the times marked by the black arrows, the phase of the free induction decay
changes by 𝜋 relative to the bare MM case. This is a clear indication for the
aforementioned periodic exchange of energy (see also [202]). The time difference
between these phase jumps is approximately 2.7 ps, which corresponds closely
to the inverse of the normal mode frequency splitting.

To support the model results from the FDTD simulations, we have also
performed measurements on the doped and undoped PQW samples, G334
and G424, respectively. The measurements have been performed using the
Bruker IFS113V FTIR spectrometer with the internal glowbar emitter and a
helium cooled bolometer detector. The sample chamber could be evacuated to
suppress the disturbing influence of residual absorption by atmospheric water
vapor. The samples have been mounted in a flow cryostat at an intermediate
focus. To suppress Fabry-Perot fringes due to multiple reflections, the samples
have been slightly wedged under an angle of 2 ∘ and double side polished. To
reduce any effects related to in-plane movement of free carriers in the QW, the
first 400 nm of the sample have been removed by reactive ion etching (RIE).
Thereby, the MM metalization has been directly used as etch mask without
further processing. As both the wedging and the RIE etching have been done
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after the fabrication of the top metalization, this has lead to a significant
degradation of the MM performance.

Figure 3.12a shows the measured transmission coefficients of the undoped
sample G424 for two different temperatures13. As the light in the FTIR is
unpolarized, the transmission coefficient shows both the dipole resonance of the
entire ring (marked by asterisk) and the 𝐿𝐶 resonance of the slits at the same
time. This circumstance has to be considered in the analysis of the data. As
has been expected for the undoped structure, there is no significant difference
between the results obtained at room temperature and at 5 K. The situation is
different in the case of the doped sample G334, shown in Fig. 3.12b. While at
room temperature (red), only the MM resonance is visible, the 5 K data shows
a clear splitting. The data can be excellently fitted by a sum of two (three)
Lorentzians, respectively, where one represents the dipole resonance at 1.3 THz
(shown as solid lines). The bare MM resonance is shifted to a center frequency
of 2.4 THz and shows a FWHM of 0.79 THz. The reduced Q-factor of only 3
(compared to 4.9) is due to the aforementioned treatment of the sample. At
5 K, the normal mode doublet shows a frequency splitting of 0.41 THz, which
is slightly larger than expected from the FDTD simulations. The linewidths
associated to the two modes are 0.31 THz and 0.58 THz, respectively, which is
comparable to the expected averaged linewidth of 0.5 THz. The asymmetry is
probably an artifact caused by the distortion of the transmission coefficient
due to the dipole resonance. The condition (C.20) is, however, barely fulfilled.
Thus, the successful observation of the normal mode coupling can be mainly
attributed to the high frequency resolution and dynamic range of the FTIR.
This might be the reason why we have not yet been able to observe the strong
coupling also in a THz TDS spectrometer.

The high values of the frequency splitting Ω obtained both from the FDTD
simulations and the FTIR measurements demonstrate the quality of the MM
resonators and the excellent coupling to the QW ISBTs. Especially, no addi-
tional field confinement, such as provided by a cavity, is necessary to observe
the normal mode coupling. This concept has also been applied with great
success to optical phonons [193] and to cyclotron resonances in a 2d electron
gas [150]. In these cases, the strong in-plane field enhancement has been
used to provide an efficient coupling to the quantum systems. However, for
higher frequencies only weak coupling between metasurfaces and QWs has been
reported so far [203,204]. Therefore, we will shortly discuss the dependence of
the coupling strength on various parameters of the QWs.

In the classical case of 𝑁𝑄𝑊 QWs embedded in an optical (micro-) cavity,
the normal mode splitting for zero detuning is determined by the expression

13The transmission coefficients have been obtained by taking the square root of the trans-
mittance to facilitate comparison with the FDTD data.
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Figure 3.13: (a) The effective cavity parameters that determine the normal mode
splitting are the meta-atom geometry and the distance between the MM and the
QW, 𝑑𝑄𝑊 . (b) Results of FDTD simulations for the PQW parameters as used in
Fig. 3.11 for different values of 𝑑𝑄𝑊 (dots). The solid line is a fit of Eq. (3.35) to
the data.

[145,191]

Ω = 2Ω𝑅 =

√︃
𝑒2

𝜀0𝜀𝑚eff

𝑓12𝑁𝑄𝑊𝑛2𝑑

𝐿
, (3.33)

where 𝜀 is the dielectric constant of the substrate material, 𝐿 the size of the
cavity, and 𝑛2𝑑 the sheet carrier density in the QW. Thereby, it is assumed that
all electrons are in the ground state and that the electric field is homogeneous
over the entire volume of the cavity. If, instead, the field is confined by a planar
metafilm, it becomes difficult to define an effective mode volume. As has been
shown in Chap. 3.2 the 𝑧 field decays exponentially away from the metalization.
In addition, there is a strong lateral variation of the electric field strength.

This exponential variation of the electric field has also implications for multi-
QW systems, as each well experiences a different field amplitude. Thus, 𝑁𝑄𝑊

has to be replaced by an effective number of wells [205]:

𝑁̃𝑄𝑊 = 𝑒−2𝑧/𝜁

(︂
1 − 𝑒−2Δ𝑧𝑁𝑄𝑊 /𝜁

1 − 𝑒−2Δ𝑧/𝜁

)︂
, (3.34)

where 𝑧 is the distance of the first well to the MM and ∆𝑧 the spacing between
subsequent wells. The parameter 𝜁 is an effective decay length of the coupling
strength, i.e. at a distance 𝜁 to the MM, the frequency splitting Ω has dropped
to 1/𝑒. It is solely determined by the meta-atom geometry and the dielectric
constant of the substrate material. For a single QW, the second term of Eq.
(3.34) becomes unity and the frequency splitting should scale as Ω ∝ exp(−𝑧/𝜁).

We have performed a series of FDTD simulations to test the validity of this
model for the dSRR MM used in our experiments. By changing the distance 𝑧
between the QW and the MM in the FDTD simulations, we found that the
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normal mode splitting could best be fitted by a bi-exponential decay law

Ω = Ω1𝑒
−𝑧/𝜁1 + Ω2𝑒

−𝑧/𝜁2 , (3.35)

where Ω1,2 is the extrapolated frequency splitting for direct contact to the
metasurface (see Fig. 3.13). This result can be understood by taking a look
at Figs. 3.5b and 3.10c, which show the energy density associated with the 𝑧
component of the electric field for a simple SRR and the dSRR meta-atoms at
the respective 𝐿𝐶 resonance frequency. In the case of the SRR, the resonant
mode is localized only at the slit, showing a single effective decay behavior. In
the case of the dSRR, the resonant mode is localized at two different positions
along the wire (at the slit and in the center of the connecting bar) with two
different decay constants of the electric field into the substrate. The part
of the field at the slit is much more localized, showing a much higher value
of the field enhancement and a faster decay. The two parts of the resonant
mode will interact in slightly different ways with the QW, which explains the
bi-exponential decay law. By equating Eq. (3.33) with the amplitudes Ω1,2, we
can extract effective cavity lengths, 𝐿1,2,eff , from the fit results:

𝐿1,2,eff =
𝑒2

𝜀0𝜀𝑚eff

𝑓12𝑁𝑄𝑊𝑛2𝑑

Ω2
1,2

. (3.36)

For the dSRR MM of Fig. 3.10a, we find 𝜁1 = 0.69 ± 0.06𝜇m, 𝐿1,eff ≈ 10𝜇m,
𝜁2 = 18 ± 2𝜇m, and 𝐿2,eff ≈ 6𝜇m, respectively.

Summarizing all terms, Eq. (3.33) takes the form

Ω = 2Ω𝑅 =

√︃
𝑒2𝑓12𝑛2𝑑

𝜀0𝜀𝑚eff

[︃∑︁
𝑖

√︃
1

𝐿𝑖,eff

(︂
1 − 𝑒−2Δ𝑧𝑁𝑄𝑊 /𝜁𝑖

1 − 𝑒−2Δ𝑧/𝜁𝑖

)︂
𝑒−𝑧/𝜁𝑖

]︃
(3.37)

for a general metafilm coupled to QW ISBTs. Under the assumption that 𝜁1,2
and 𝐿1,2,eff are independent of the resonant frequency, we can directly compare
the expected normal mode splitting using the dSRR metafilm to the measured
splitting in a microcavity using published QW parameters.

For example, Todorov et al. measured a splitting of Ω = 2𝜋 × 0.8 THz using
𝑁𝑄𝑊 = 15 periods of 32 nm wide GaAs wells separated by 20 nm AlGaAs
barriers in a metal-dielectric-metal microcavity. Thus, the Rabi frequency
is 11.4% of 𝜔12 = 2𝜋 × 3.5 THz. Substituting their published values, 𝑛2𝑑 =
5 × 1010 cm−2, 𝑓 = 0.96, and 𝑚eff = 0.067𝑚0, we would expect a normal mode
splitting of Ω = 2𝜋×0.49 THz using the dSRR metafilm. Geiser et al. achieved
a splitting of Ω = 2𝜋 × 0.96 THz with 𝑁𝑄𝑊 = 8 GaAs / AlGaAs PQWs in a
𝐿𝐶 resonator with double metal confinement. The Rabi frequency is 13.7% of
the ISBT frequency 𝜔12 = 2𝜋 × 3.51 THz. Taking their published parameters,
𝑛2𝑑 = 1.1 × 1011 cm−2, 𝑓 = 1, 𝐿tot = 0.8𝜇m, and 𝑚eff = 0.067𝑚0, we calculate
a theoretical value of Ω = 2𝜋 × 0.55 THz. These high values of Ω demonstrate
again the excellent coupling between planar metafilms and QW ISBTs.
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Reference 𝜔12 (THz) Ω𝑅/𝜔12 (%) System

Scalari et al. [150] 0.5 58 Cyclotron transition with SRR

Geiser et al. [149] 3.9 27 PQWs in 𝐿𝐶 microcavity

Todorov et al. [191] 3.0 23.5 MQWs in 0d MDM microcavity

Jouy et al. [148] 27 20.9 MQWs in MDM microcavity

Shelton et al. [193] 31.4 14.2 Phonons with SRR

Geiser et al. [192] 3.51 13.6 PQWs in 𝐿𝐶 microcavity

Todorov et al. [191] 3.5 11.4 MQWs in MDM microcavity

Anappara et al. [207] 37 10.8 MQWs in dielectric waveguide

Günter et al. [147] 27 9.0 MQWs in dielectric waveguide

Dietze et al. [201] 2.4 8.5 PQW with dSRR

Table 3.1: Listing of recent reports on (ultra-) strong coupling involving ISBTs
(not necessarily complete, MDM = metal-dielectric-metal).

3.4 Entering the Ultrastrong Coupling Regime

When the vacuum Rabi frequency, Ω𝑅, is a significant fraction of the ISBT
frequency of the QW, 𝜔12, the light-matter interaction enters a new regime,
the so-called ultrastrong coupling regime [145]. While in the weak and strong
coupling regimes, characterized by the condition Ω𝑅/𝜔12 < 0.01, the anti-
resonant terms in the interaction Hamiltonian are small and are therefore
usually being neglected by making the rotating-wave approximation, these
terms become important in the ultrastrong coupling regime and result in the
occurrence of new quantum phenomena [145]. One example is the generation
of correlated photon pairs out of vacuum by the nonadiabatic modulation of
the vacuum Rabi frequency [206].

After the first report of experimental signatures of ultrastrong coupling
in a dielectric ISB microcavity by Anappara et al. [207], there has been a
steady increase of the number of experimental observations. Table 3.1 gives an
overview over the experiments and the achieved Ω𝑅/𝜔12 ratios. Using the values
for Ω and 𝜔12 from the previous chapter, we find a ratio of Ω𝑅/𝜔12 = 0.085
for the dSRR MM coupled to the single PQW. This value is however just
an approximation, as the observed splitting is not necessarily the minimum
splitting which is related to the vacuum Rabi frequency [145]. Nevertheless, it
emphasizes the extreme good coupling between the systems and suggests that
our experiment is indeed in or close to the ultrastrong coupling regime.

The primary signature of ultrastrong coupling is the opening of a gap in
the polariton dispersion diagram [146]. The frequencies of the two polariton
branches are given by the eigenvalue equation [187](︀

𝜔2 − 𝜔̃2
12

)︀ (︀
𝜔2 − 𝜔2

𝑀𝑀

)︀
= 4Ω2

𝑅𝜔
2
𝑀𝑀 , (3.38)

which takes the role of the characteristic equation (C.11) from the classical
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Figure 3.14: (a) Schematic view of etched sample. The metalization of the MM is
used a etch mask. (b) Tuning of MM resonance frequency by RIE etching. The solid
line is a linear fit to the data.

analog. The overlap factor between the cavity mode and the QW, which
appears on the right-hand side of Eq. (3.38) as given in Ref. [187], is already
included in the vacuum Rabi frequency Ω𝑅 from Eq. (3.37). In Eq. (3.38),
we use 𝜔̃12 instead of 𝜔12 to emphasize the fact that the MM couples to the
ISB plasmon rather than to the bare ISBT. It has been shown that Kohn’s
theorem still applies for PQWs in the ultrastrong coupling regime [149], and,
thus 𝜔̃12 = 𝜔12.

The resulting normal mode frequencies are given by:

𝜔± =

√︃
1

2
(𝜔2

𝑀𝑀 + 𝜔2
12) ±

√︂
1

4
(𝜔2

𝑀𝑀 − 𝜔2
12)

2 + 4𝜔2
𝑀𝑀Ω2

𝑅, (3.39)

where 𝜔+ denotes the upper and 𝜔− the lower polariton branch. To identify
the aforementioned polaritonic gap, we take the limits lim𝜔𝑀𝑀→0 𝜔+ = 𝜔12

and lim𝜔𝑀𝑀→∞ 𝜔− =
√︀
𝜔2
12 − 4Ω2

𝑅. Thus, there appears a forbidden frequency
region with a size of14 [187]:

∆𝜔 = 𝜔12 −
√︁
𝜔2
12 − 4Ω2

𝑅 ≈ 2Ω2
𝑅/𝜔12. (3.40)

Experimentally, the polariton dispersion is usually measured by tuning the
bare cavity frequency by varying suitable parameters. Examples include the
angle of incidence [207], the magnetic field [150], or the geometry [191,192].

In the following, we pursue another approach, which is based on Eq. (3.21).
The resonant frequency of a given meta-atom geometry is inversely proportional
to the effective refractive index of the surrounding medium. Thus, by lowering
the index, the resonant frequency is shifted to higher values. One way of doing

14Note, that a similar gap appears also in the case of strong coupling (3.28), but as Ω𝑅 ≪ 𝜔12,
it is usually negligible.
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so is to etch part of the sample away, as shown schematically in Fig. 3.14a.
By removing a thin layer of thickness ∆𝑧, substrate material with a refractive
index of 𝑛 = 3.6 is replaced by air with a refractive index of 𝑛 = 1.

To test this idea, we have performed a series of subsequent etch steps on
the very same sample using a uniform dry etching process (RIE). By using the
metalization of the meta-atoms directly as an etch mask, there is no need for
any further lithography steps. Due to the high quality of the etch profile in
the RIE, there is almost no under etching, and the QW underneath the MM,
where the main part of the resonant 𝑧 field is located, remains unperturbed.
The final etch depth has been measured using a Dektak profilometer.

The used sample is similar to the one presented in the previous chapter
(dSRR on G334). The lattice spacing for this sample has been chosen as
51𝜇m to match the resonant frequency with the lattice mode. The meta-atoms
have been fabricated by PVD of Ti / Au (10 nm / 180 nm) after defining
the structures by standard optical lithography. To allow multiple etch steps
on a single sample, the sample has not been wedged. In order to remove
interferences due to multiple reflections in the sample, we have applied a
numerical filtering algorithm after calculating the transmittance [208]. The
measurements have been performed in a Bruker V80 FTIR spectrometer with
a helium cooled bolometer detector and the internal glowbar source. To isolate
the 𝐿𝐶 resonance, a wire grid polarizer has been used to clean the incident
polarization. The sample chamber has been purged with dry air to minimize
the absorption by residual water vapor.

Figure 3.14b shows the measured center frequency of the 𝐿𝐶 resonance as
function of the etch depth ∆𝑧. The resonance frequencies have been extracted
by fitting a Lorentzian line shape to the measured transmittance data. The
MM resonance shifts nearly linear with ∆𝑧. The solid line is a least squares fit
to the data, giving a slope of 0.29 ± 0.02 THz/𝜇m. Thus, the modification of
the effective refractive index by RIE etching presents a simple way to effectively
tune the MM resonance in a single post processing step.

For mapping the polariton dispersion relation, we have switched on the
interaction with the ISBTs by cooling the sample to 5 K in an optical flow
cryostat. The resulting transmittance curves are shown in Fig. 3.15a (points).
In all cases, the normal mode splitting is clearly observable. The solid lines
show results of a fit of a sum of two Lorentzians to the measured data. From
these fits, we have extracted the coupled normal mode frequencies, which are
plotted against the bare MM resonances in Fig. 3.15b (dots).

The gray dots represent the results for the unetched sample, while the red
ones show the normal mode frequencies of the remaining etch steps. The first
etch step opens the QW layer, thereby altering the coupling efficiency to the
MM. We attribute this to trapping of free carriers at surface defects, which
reduces the effective number of carriers in Eq. (3.37). As a result, the gray and
red datasets cannot be compared directly. For the remaining discussion, we
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Figure 3.15: (a) Measured transmittance at 5K for: (i) as grown, (ii) Δ𝑧 = 270 nm,
(iii) Δ𝑧 = 610 nm, and (iv) Δ𝑧 = 1090 nm etched. Curves are offset for clarity and
normalized to the transmittance at 1THz. (b) Cavity polariton frequencies versus
bare MM resonance. The gray dots correspond to the unetched sample. The solid
lines represent a fit of Eq. (3.39) to the etched data (red dots). The ruled area
represents the polaritonic gap.

use only the normal mode frequencies of the etched samples (red).

The blue solid curves show a least squares fit of Eq. (3.39) to the data. The
best fit was obtained for 𝜔12 = 2𝜋 × 2.34 ± 0.05 THz and Ω𝑅 = 2𝜋 × 0.17 ±
0.03 THz. Both values agree well with the results from the previous chapter.
The vacuum Rabi frequency makes 7.3% of the QW ISBT frequency. This
value is lower but still close to the estimated value of 8.5%. From Eq. (3.40),
the polaritonic gap would be ∆𝜔 = 2𝜋 × 25 ± 9 GHz, which makes roughly 1%
of the ISBT frequency (shown as ruled area in Fig. 3.15b). The relative values
for the polaritonic gap and the Rabi frequency are comparable to the results
of Jouy et al. for multiple QWs in metal-dielectric-metal microcavities in the
MIR spectral range [148].

Thus, we have used the modification of the effective refractive index by RIE
etching to tune the MM resonance using just a single sample. By fitting the
eigenfrequencies, obtained in the ultrastrong coupling regime, to the data, we
found a polaritonic gap of 1% of the ISBT frequency. Therefore, the coupling
efficiency between a planar metafilm and QW ISBTs is even sufficient to enter
the ultrastrong coupling regime.

3.5 Strong to Weak Coupling Transition

In the discussion so far, we have neglected any effects that are directly connected
to the field strength of the incident THz light. As long as the field is sufficiently
weak, as in the case of FTIR, for example, this is a reasonable approximation.
However, in view of the achievable field enhancement in the vicinity of the
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Figure 3.16: (a) Simulated transmission coefficients of dSRR MM coupled to PQW
for different peak field strengths of the incident THz pulse ranging from 10V/cm to
10 kV/cm. The disappearance of the normal mode splitting for higher field strengths
is clearly visible. The curves have been offset for clarity. Labels 1 to 7 correspond to
the field strengths shown in Fig. 3.16b. (b) Time-domain transients of free induction
decay associated to various values of the incident peak field amplitude. The blue
curve shows the free induction decay of the bare MM.

metalization this might not hold for the moderate field strengths available in
standard THz TDS setups (see Chap. 2.2).

To study the influence of the electric field amplitude in the FDTD simulations,
we have replaced the simple Lorentz model by the optical Bloch equations
for a two-level system. The finite-difference implementation for solving the
coupled set of Maxwell-Bloch equations is based on Ref. [209] with the time
discretization scheme adopted from Ref. [210]. The chosen formulation of the
problem leads to a full decoupling of the Maxwell-Bloch equations, as is derived
in Appx. D.2. Both the sample properties, including the meta-atom geometry,
and the simulation parameters have been chosen equal to the ones used in Fig.
3.11. The simulated transmission coefficients for different field strengths of
the incident THz pulse are shown in Fig. 3.16a. As expected for weak fields,
the transmission coefficients equal the results of Chap. 3.3 obtained with the
Lorentz model. The normal mode splitting is clearly visible. For increasing field
strengths, the two transmission minima start to merge into a single resonance
dip. The transmission coefficient for high THz fields resembles thereby the
result obtained for the bare metafilm (see Fig. 3.11a). This transition from
strong to weak coupling occurs for peak amplitudes roughly between 2 and
4 kV/cm.

The free induction decay for field strengths of 1, 3, 5 and 7 kV/cm is shown
in Fig. 3.16b. The blue curve represents the bare MM case. In the case of
1 kV/cm, the energy exchange between the metafilm and the QW is clearly
visible as a beating. The arrows indicate the times where the phase of the free
induction decay changes sign. For 3 kV/cm, this phase change appears at a
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Figure 3.17: (a) Simulated in-phase component, 𝜌1, of the Bloch vector in the QW
plane as function of time for different values of the incident peak field. The time step
between subsequent images is 235 fs. For a peak field of 7 kV/cm, the polarization
pattern does not match the resonant mode of the MM. (b) Fractional population
difference, 𝜌3, at the grid cell indicated by the black arrow in the inset as function of
time.

later time and, in addition, only a single nodal point is visible. For higher fields,
the free induction decay is almost equal to the MM reference. This is a clear
sign that no energy is coupled back to the meta-atoms. However, the presence
of the QW still alters the system response. Thus, the combined system is now
in the weak coupling limit.

To find the physical reason behind this field dependence, it is necessary to
take a look at the components of the Bloch vector describing the two level
system. Figure 3.17a shows the in-phase polarization component, 𝜌1, across the
QW plane as function of time for two different field amplitudes. According to
Eq. (D.20), this quantity is proportional to the polarization density of the QW
and is out of phase with the electric field by 90 ∘. To achieve a good coupling
between the MM and the QW, the spatial profile of the QW polarization has
to fit to the resonant mode of the meta-atom. In other words, the overlap
integral over the QW plane between the 𝑧 field below the MM and the electric
field emitted by the QW polarization has to be different from zero. From a
comparison of Figs. 3.10c and 3.17a, it is obvious that this condition is well
fulfilled for weak driving fields. Above the strong-to-weak coupling transition,
however, the QW polarization looks completely different. While at early times,
there is still some resemblance to the MM mode, at later times, it shows a very
fine grained pattern. The overlap integral between the resonant mode of the
meta-atom and the QW polarization becomes zero.

The origin of this pattern becomes obvious by looking at the population
difference between the upper and lower QW level. Figure 3.17b shows the
temporal evolution of the fractional population difference, 𝜌3, for the QW
grid-cell indicated by the black arrow in the inset. For 𝜌3 = −1, the electrons
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are in the ground state, while for 𝜌3 = 1, the electrons are in the excited state.
For incident fields below 3 THz, the population is partly transferred to the
upper state during the duration of the THz pulse. When the pulse has passed,
the electrons relax back to the ground state. The small oscillations that overlay
the curves are due to the fast oscillations of the electric field at the carrier
(resonance) frequency15. For higher peak amplitudes, the population starts to
oscillate between the upper and lower level of the QW. These fast oscillations are
caused by carrier-wave Rabi oscillations [211]. Both the amplitude and the Rabi
frequency are thereby proportional to the local value of the instantaneous electric
field component parallel to the growth direction, |𝐸𝑧|. As has been discussed in
Chap. 3.2, the 𝑧 field underneath a meta-atom is spatially localized and shows
strong variations over the cross-section of the resonant mode (compare to Fig.
3.7). These variations are directly mapped to the Rabi oscillations and, hence,
to the spatial profile of the QW polarization.

The above simulations have been based on the parameters used in Chap.
3.3, for which we found also a reasonable agreement with the experiment. To
observe the strong-to-weak coupling transition experimentally, the incident
field strengths would have to be on the order of a few kV/cm. This is out
of reach for standard THz TDS setups. However, the use of amplified laser
systems opens new possibilities for the generation of intense THz pulses, which
is subject to the remainder of this thesis.

15These are not visible in the slowly-varying envelope approximation that is usually employed
in the optical frequency range.
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Chapter 4

High Field Terahertz Time-Domain
Spectroscopy

In the previous chapter, a series of experiments has been presented, that showed
a very special kind of light-matter interaction going beyond the linear optics
regime. However, the use of the term nonlinear in optics usually refers to very
high field strengths. In the following chapters, the high power THz TDS setup,
that has been built in the course of this thesis, will be introduced. After a
detailed presentation of the experimental realization of the TDS scheme, various
methods for the generation of intense few-cycle THz pulses will be discussed.
The main focus thereby has been the generation of broadband radiation in
order to bridge the high-power THz gap mentioned in Chap. 1.4.

4.1 High Field THz Time-Domain Spectroscopy
Setup

Figure 4.1 shows a scheme of the laser system that has been used for the high
power THz TDS setup. The heart of the system is an Er:Fiber laser (Menlo
Systems C-Fiber Sync 780 Custom) with a center wavelength of 1560 nm. The
oscillator output is split in two parts, one is frequency doubled to 780 nm and
the other is amplified in a fiber amplifier stage. The 780 nm pulse is used to
seed the regenerative Ti:Sapphire amplifier (Spectra Physics Spitfire XP 4W).
The pump energy for the Ti:Sapphire amplifier is delivered by a 30 W green
pump laser (Spectra Physics Empower). The amplifier output and the 1560 nm
light from the fiber laser are then both used for the THz TDS setup. The
working principle of the two lasers as well as the technical data are discussed in
detail in Appx. E. Part of the light generated by the Er:Fiber laser is detected
by two fast photodiodes (PD1 and PD2). These signals are used to synchronize
the regenerative amplifier and the detection electronics.

The high power THz TDS setup is very similar to the general TDS setup
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Figure 4.1: Schematic of the arrangement of the laser sources used for the generation
of high power THz transients. The pulses from an Er:Fiber laser are frequency doubled
and then used to seed a regenerative Ti:Sapphire amplifier. The second part of
the pulses are amplified in a fiber amplifier and are then used for probing the THz
transient. The Empower pump laser provides the energy for the regenerative amplifier.
The two photodiodes PD1 and PD2 are used to generate a 80MHz reference signal
for the amplifier and the detection electronics.

that has been presented in Chap. 2.2. Therefore, only the differences are
discussed in the following. The schematic of the setup is shown in Fig. 4.2.
The main difference between the two setups is that the high-power version uses
two different lasers to provide the pump and the probe pulses, whereas in a
common setup, both pulses are split off from the same laser. This requires a
precise timing with a very high stability but shows many advantages compared
to the common setup when used with amplified pulses. For instance, there is
no need for additional modulation of the THz pulse.

Another difference is the high pulse energy of the pump pulse, which allows
to use a large area emitter for the generation of the THz pulses. The phase
front of the generated pulses equals thereby the phase front of the pump pulse
and, therefore, the THz pulse is already collimated. This reduces the number
of parabolic mirrors (PM) used for guiding and focusing of the THz light.
Additionally, the high pump energy allows to use completely new concepts for
THz generation. In order to get a tight focus at the sample position, the first
PM is chosen to have a focal length of 𝑓 = 50 mm. To still be able to use
an optical cryostat, the second mirror has to have a focal length of at least
100 mm. Thus, the first two parabolic mirrors form a 1:2 telescope. When a
large area emitter is used for THz generation, part of the energy will be lost
before detection due to the finite aperture of the collecting mirror (2 ′′). Thus,
the detected electric field strength and pulse energy will be underestimated.
This issue becomes important later on for the discussion of the various THz
generation principles.

The laser system used for the high-power THz TDS is different from the light
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Figure 4.2: Schematic of the THz TDS setup as used with the laser system presented
in Fig. 4.1. The 780 nm pump light generates THz pulses on a large area emitter (LS).
The collimated beam is focused on the sample and is then recollimated by a second
parabolic mirror (PM). For detection, the pulses are overlapped with the 1560 nm
probe light on an electro-optic crystal (EOC). The change in probe polarization is
sensed by a combination of quarter-wave plate (QWP), Wollaston prism (WP) and
balanced photo diodes (PD1 and PD2).

sources usually employed for THz TDS in several aspects. The most important
aspect is the reduced repetition rate of the THz pulses of only 1 kHz compared
to the 80 MHz of the probe pulses. Conventional lock-in techniques do not
work in this regime, as only one pulse out of 80 000 contributes to the signal.
As a consequence, the detection chain has to measure on the repetition rate of
the probe laser and pick only the relevant pulses. Basically, there are two ways
to achieve this. First, by the use of a pulse picker, e.g. a fast Pockels cell, that
reduces the 80 MHz repetition rate to 2 kHz, and the subsequent use of slow
detection electronics. Or, second, by the use of fast digitizers, that allow the
detection and processing at the full rate of 80 MHz. The detection setup built
in this thesis is based on the latter.

In a conventional THz TDS setup, the relative modulation signal ∆𝐼/𝐼 of
the electro-optic detector is typically on the order of 10−8 to 10−3. To ensure
a high dynamic range and good SNR, the balanced detector circuit usually
uses a low-noise preamplifier with a gain of 500 to 1000 at a relatively low
bandwidth of a few 10 kHz [116]. However, for the reasons mentioned above,
the balanced detector used for the high-power THz TDS setup has to be fast
enough to detect single probe pulses at a rate of 80 MHz. In this frequency
range, it already becomes difficult to built a preamplifier with enough gain
which shows excellent noise characteristics at the same time. The high energy
of the THz pulses in the present setup leads to modulation signals of several
percent in the electro-optic detection crystal, and thus, to expected modulation
signals in the range from 10−3 to 10−1, which is easily measurable with modern
digitizers.

This in mind, the electronic circuit of the balanced detector should be kept
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Figure 4.3: (a) Circuit diagram of the balanced detector for the high-power THz
TDS setup. The detector is based on two fast InGaAs photodiodes (PD) that are
reverse biased by two 9V batteries. The generated differential photocurrent leads
to a voltage drop over the 100Ω termination resistor, which is detected by the fast
digitizer (BNC). (b) Connection diagram of the detection chain. The fast digitizer
is triggered from the Ti:Sapphire amplifier at a rate of 1 kHz (TRIG). The 80MHz
signal from a fast photodiode (PD2) serves as external clock signal (EXT CLK). The
THz signal from the balanced detector is fed to one of the two digitizer channels
(CH0). The second channel (CH1) is free to be used for modulation measurements,
for example.

as simple as possible to reduce any spurious noise. Figure 4.3a shows the
electronic circuit diagram of the final detector layout. Two biased InGaAs
diodes (Hamamatsu Photonics G8376-05) are placed in series and the differential
photocurrent is measured as voltage drop over a 100 Ω resistor. To improve
high speed operation, the bias voltage is provided by two 0.2𝜇F capacitors that
are charged by two 9 V batteries over two 10 Ω resistors. The two batteries
are connected in series to form a virtual ground. By using batteries, the
detector is decoupled from the usual 50 Hz noise from the AC-power line. The
amplitude of the measured signal can be increased by using higher values of the
termination resistor. However, the signal gain is accompanied by a reduction
of the bandwidth at the same rate. We found a value of 100 Ω to be a good
compromise.

The full diode signal 𝐼, i.e. the sum of the signals obtained for one diode
blocked, can be adjusted by varying the power of the probe beam. This value
should be as high as possible, to be well above the noise floor caused by the
electronics and digitization errors. For values above 8 V, however, the diodes
start to behave nonlinearly. Typically, we use 𝐼 = 6 V, leading to a modulation
signal ∆𝐼 in the range from 6 mV to 600 mV.

This signal from the balanced detector is then detected using a fast digitizer
(National Instruments NI 5122) with a resolution of 14 bit at a vertical range of
-200. . . 200 mV to -10. . . 10 V. The connection diagram is shown in Fig. 4.3b.
The digitizer has two equivalent input channels (CH0 and CH1), which can
be configured separately. The input voltages are read and converted by a fast
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Figure 4.4: (a) Timing scheme of the two laser sources and the detection chain. The
different lines denote the THz pulse (red bar), the trigger signal (TRIG, empty red
bar), the probe pulses (blue lines), and the external clock (EXT CLK, gray dashed
lines). The signals are offset by the clock delay and an optical delay. For details see
main text. (b) Real-time signal of the balanced detector with one diode blocked for
the pump-probe geometry used to determine the temporal overlap. Additionally to
the main pulse, two post pulses are visible roughly 25 ns and 50 ns later. See main
text for details.

analog-to-digital converter at a maximum rate of 105 MS/s real-time or 2 GS/s
equivalent-time. In both cases, the data is continuously stored in a ring buffer
until a trigger pulse arrives from the regenerative amplifier (TRIG). The ring
buffer enables real pre-triggering, i.e. to read values that arrived immediately
before the trigger pulse, even if the trigger is not periodic in time.

The digitizer can be used either free running or with an external sample clock
(EXT CLK). The external clock allows to synchronize the digitizer with the
probe pulses. To this end, the secondary output of the fiber laser is recorded
using a fast amplified InGaAs photodiode (Thorlabs PDA10CF, PD2 in Fig.
4.1) resulting in a 80 MHz signal that is phaselocked to the Er:Fiber laser. The
exact timing synchronization is discussed below in more detail.

The recorded data is stored in the device memory until a certain number of
samples has been recorded. Then, the data is transferred to a computer via
a PCI Express interface card. This delayed sending is necessary due to the
limited data transfer speed of the interface. As indicated in Fig. 4.3b, the
electro-optic modulation signal is only fed to CH0 and, thus, CH1 can be used
for secondary signals. Examples include trigger pulses for double modulation
experiments or the power level of the amplifier for signal normalization.

Compared to a conventional lock-in-based THz TDS setup (see Chap. 2.2),
the high-power THz TDS setup presented above depends crucially on the right
timing between the THz pulses, the probe pulses and the detection electronics.
The basic situation is depicted in Fig. 4.4a. The THz pulse (red bar) arrives
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at the detector 300 ns to 400 ns after the trigger signal (TRIG, empty red bar),
depending on the alignment of the amplifier cavity and the timing of the Pockels
cells. The probe pulses from the fiber laser (blue lines) have a repetition rate of
80 MHz and, thus, arrive every 12.5 ns at the balanced detector. The signal is
sampled by the fast digitizer at the time instances defined by the external clock
pulses from the fast InGaAs diode (EXT CLK, gray dashed lines). In general,
the external clock will not coincide with the signal peak from the detector. To
achieve a temporal coincidence, an additional clock delay has to be introduced.
The simplest and most effective way is to vary the length of the BNC cable
from the InGaAs diode to the EXT CLK input of the digitizer. A cable length
of 20 cm corresponds thereby to a delay of roughly 1 ns (for PTFE dielectric).

Additionally, there is a non-negligible offset between the THz pulse and the
probe pulses, which has to be compensated by the optical path on the laser
table. Despite the fact that both the Ti:Sapphire and the fiber amplifier are
seeded with the same laser pulse from the fiber oscillator (see Fig. 4.1), the
optical paths of the pulses inside each amplifier are quite different. Thus, it
is not possible to use two pulses that have been derived from a common seed
pulse, but rather the probe pulse closest in time to the THz pulse has to be
used. In order to determine the temporal overlap between one of the probe
pulses and the pump pulse from the amplifier, a pump-probe setup can be used.

The transmission of the 1560 nm pulse through a GaAs wafer is monitored
using the balanced detector with one diode blocked, while the pump pulse is
incident on the GaAs surface. As its wavelength of 780 nm is well above the
band gap of GaAs, the pump pulse creates a dense electron-hole plasma which
acts as a plasma mirror for the 1560 nm probe pulse. Thus, the transmission of
the probe pulse will be reduced when the two pulses arrive at the same time on
the GaAs surface. The pump power has to be reduced to below 100 mW, and
a larger focal spot on the order of several millimeters has to be used to prevent
damage of the GaAs surface. A typical time trace is shown in Fig. 4.4b. The
signal has been recorded using the equivalent-time mode of the digitizer with
2 GS/s and the time axis is relative to the trigger signal.

The optical path of the probe pulse is then varied until a modulation of one
of the probe pulses becomes visible (pulse 2). The maximum variation of the
path, that might be necessary, is 3.75 m corresponding to the repetition rate of
the probe pulses. In the time trace shown in Fig. 4.4b, additional modulation
of subsequent pulses (25 ns and 50 ns later) is observable. This modulation
is due to post pulses from the amplifier and should not be confused with the
modulation due to the main pulse. Once the time overlap has been found,
it remains constant until the alignment of the amplifier or the timing of the
Pockels cells has to be changed.

In order to measure the weak modulation signal ∆𝐼 caused by the THz field
with a good SNR, some sort of referencing to the background signal without
THz field is necessary. In a conventional lock-in based setup, this is achieved
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Figure 4.5: Results of a 780 nm pump - 1560 nm probe measurement on a piece of
undoped GaAs. (a) The strong pump pulse generates a free carrier plasma which
leads to a change in transmission of the 1560 nm probe pulse. (b) Noise measurements
around the overlap position allow the estimation of the relative timing jitter between
the pump and the probe pulses. See main text for details.

by either modulating the THz source (antenna) or by optically chopping the
pump beam. In the present setup, this is done by using the signal from the
two probe pulses right before and after the main pulse (pulses 1 and 3). From
Fig. 4.4b it is evident that these pulses are not affected by the pump pulse
even with regard to the long carrier lifetimes in the pump-probe measurement.
Thus, a single measurement point is obtained from three subsequent probe
pulses ∆𝐼1 to ∆𝐼3 centered around a THz pulse via

∆𝐼 = ∆𝐼2 −
∆𝐼1 + ∆𝐼3

2
. (4.1)

Figure 4.5a shows the pump-probe signal on GaAs that has been recorded
using this method as function of the relative delay between pump and probe
pulses. For early times, the probe pulse arrives before the pump pulse, and
thus, no modulation is visible. When the two pulses coincide, the transmission
signal shows a step-like decrease. The width of this step is thereby mainly
determined by the cross-correlation of the two pulses. Additionally, there are
two minor steps located 12 ps and 24 ps before the main step which are related
to reflections in the probe path, probably from a neutral density filter. The
slow recovery of the transmission at later times is finally related to the free
carrier lifetime in GaAs.

An important aspect in such a dual laser setup is the relative timing jitter
between the laser pulses used for generation and detection of the THz field.
In conventional THz TDS setups, pump and probe pulses are derived from
the same laser pulse and are therefore inherently stable in time. In the setup
presented in this chapter, pump and probe are derived from laser pulses that
have made a different number of cavity roundtrips in the fiber laser and may be
subject to strong timing fluctuations. Such timing jitter is not only source of
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additional noise but effectively reduces the bandwidth of the THz TDS setup.
Thus, for a good performance, these fluctuations should be as low as possible.

The pump-probe measurement on GaAs presents a simple way of determining
this timing jitter. Figure 4.5b shows a close-up on the main step. The timing
jitter can be estimated by noise measurements for three distinct values of the
relative delay, just before the overlap, just after the overlap and directly in
the middle of the step. To this end, 𝑁 = 1000 measurements of ∆𝐼 have been
made over a time span of several seconds according to (4.1), resulting in a
standard deviation

𝜎 =

⎯⎸⎸⎷ 1

𝑁

𝑁∑︁
𝑖=1

(∆𝐼𝑖 − 𝜇)2, (4.2)

with 𝜇 being the mean value. The standard deviation before the overlap, 𝜎before,
consists of electronic noise of the detection chain and pulse-to-pulse fluctuations
of the pulse energy of the fiber laser. The corresponding value after the overlap,
𝜎after, contains also pulse-to-pulse fluctuations of the regenerative amplifier.

For the measurements taken in the middle of the step, there is an additional
contribution to the noise due to timing fluctuations ∆𝑡, leading to

𝜎slope =

⎯⎸⎸⎷ 1

𝑁

𝑁∑︁
𝑖=1

(∆𝐼𝑖 + 𝛽∆𝑡𝑖 − 𝜇)2. (4.3)

The slope of the step has been determined by a linear fit (black line in Fig.
4.5b) to 𝛽 = −2.23 V/ps. Under the assumption that the timing jitter 𝜎timing

is not correlated to the laser noise, (4.2) and (4.3) can be solved for

𝜎timing =
1

|𝛽|

√︁
𝜎2
slope − 𝜎2

laser. (4.4)

The noise from the two lasers and the detection chain right on the step has
been approximated by the average value, 𝜎laser ≈ (𝜎before + 𝜎after)/2. From the
experimentally determined values for 𝜎laser = 8.495 mV and 𝜎slope = 8.99 mV,
a timing jitter of only 𝜎timing = 1.3 fs has been calculated.

This small value proves the excellent timing stability of the combination of
fiber laser and regenerative amplifier used for the high-power THz TDS setup.
An analog analysis has been presented in [212] for a combination of Ti:Sapphire
oscillator and amplifier based on the noise figures in a MIR pulse trace. They
found a value for the timing jitter of only 1 fs. This good value can be explained
by the shorter measurement time compared to our analysis and suggests an
even better performance of our system in real THz TDS measurements.
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Figure 4.6: Some common parameters that can be used for characterizing THz
pulses (a) in the time domain, and (b) in the frequency domain.

4.2 Generation of Intense Terahertz Pulses

As has been mentioned in Chap. 1.4, the state-of-the-art of high field THz
sources at the moment are tilted pulse front excitation in LiNbO3 [78, 80],
and difference frequency mixing using two phase-locked optical parametric
amplifiers [81, 82]. As those sources are limited in the accessible wavelength
range, new ways of generating intense THz pulses in the frequency range
between 1.5 and 10 THz are highly desirable, especially, as this frequency range
is most interesting for nonlinear spectroscopy of THz semiconductor devices
based on intersubband transitions.

Motivated by the lack of efficient emitters, various different approaches for
the generation of high field THz pulses have been investigated in the course of
this thesis to reach this ambitious goal. These include THz emission based on
coherent plasma oscillations, optical rectification in large area crystals, photo-
conductive antenna arrays and four-wave mixing in dual-color laser filaments.
The general aim has been the generation of ultrashort pulses with a large
bandwidth above 5 THz. Thereby, we achieved peak electric field strengths on
the order of 40 kV/cm.

In order to be able to quantitatively compare the different methods, vari-
ous parameters, such as bandwidth or peak amplitude, can be used. These
parameters will be defined in the following and apply then to all subsequent
chapters. An exemplary THz transient and the corresponding spectrum are
shown in Figs. 4.6a and b, respectively. In the time domain, the important
parameters are peak amplitude and pulse area. From the measured modulation
signal ∆𝐼/𝐼 the detected electric field strength can be calculated using Eq.
(2.25), thereby keeping the second sine term. Under the assumption that the
angular orientation of the EO crystal is optimized according to Fig. 2.7b, the
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first sine term is unity and we can solve (2.25) for the THz field amplitude,

𝐸det.
THz =

𝑐0
𝜔𝑛3𝑟41𝐿

sin−1 (∆𝐼/𝐼) = 𝜂 sin−1 (∆𝐼/𝐼) . (4.5)

For a 300𝜇m thick crystal and 𝜆 = 1.56𝜇m, the prefactor 𝜂 has the value
𝜂 = 287 kV/cm for GaAs and 𝜂 = 593 kV/cm for GaP, respectively. If the
modulation amplitude is below ≈ 10%, the arcsine can be replaced by its
argument, thereby introducing only an error below 10−3. The superscript
used for 𝐸det.

THz shall indicate that this is the field value inside the EO crystal.
To eliminate the influence of the detection crystal, the field value has to be
corrected by the Fresnel transmission coefficient [87],

𝑡EOC =
2

𝑛THz + 1
(4.6)

with 𝑛THz being the THz refractive index of the crystal. For simplicity, the
frequency dependence of both the transmission coefficient and the detector
response function has been neglected. Using Eq. (2.34) with the values given
in Tab. 2.1 and Ω = 1 THz yields 𝑡EOC ≈ 0.44 for GaAs and 𝑡EOC ≈ 0.46 for
GaP, respectively. For some generation methods it is necessary to block the
NIR pump light by placing a silicon wafer in the beam path to prevent damage
of the EO crystal. The THz amplitude is then reduced by

𝑡Si wafer =
4𝑛𝑆𝑖

(𝑛𝑆𝑖 + 1)2
≈ 0.7, (4.7)

with the refractive index of silicon taken as 𝑛𝑆𝑖 = 3.4, when the wafer is
placed under normal incidence in the beam path. For incidence under 45 ∘,
𝑡Si wafer = 0.82. The peak field amplitudes given in the following chapters are
all corrected in the manner described above.

The second important parameter extracted from the time domain data is
the pulse energy. Assuming a Gaussian beam profile in the focus, the pulse
energy can be estimated from the corrected THz transient 𝐸THz(𝑡) using the
expression

𝑈THz =
𝜋

4
𝑤2𝜀0𝑐0

∫︁
|𝐸THz(𝑡)|2d𝑡, (4.8)

that has been derived using (1.3). The spot size 𝑤, defined as the 1/𝑒2 radius
of the intensity, can in principle be estimated by calculating the spectrally-
weighted mean-square radius [213]

𝑤2 =

∫︀∞
0

|𝑤0(𝜈)𝐸THz(𝜈)|2 𝑑𝜈∫︀∞
0

|𝐸THz(𝜈)|2 𝑑𝜈
, (4.9)

where 𝐸THz(𝜈) is the Fourier transform of the THz transient. Using Gaussian
beam optics, 𝑤0(𝜈) can be calculated from the focal length, 𝑓 = 50 mm, and
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the diameter, 𝐷 = 50 mm, of the last focusing mirror according to [32]

𝑤0(𝜈) =
𝑐0
𝜋𝜈

2𝑓

𝐷
. (4.10)

However, Eq. (4.9) assumes ideal focusing conditions and gives the minimal
achievable spot size. In reality, the beam waist will be larger, and also the
collection efficiency of the imaging optics will be less than unity. Thus, the
pulse energy determined in this way represents a lower bound on the generated
THz pulse energy. Alternatively, the THz beam waist can also be measured by
scanning the focusing mirror over the probe laser spot using a linear translation
stage [80, 214]. Under the assumption that the probe spot size is negligible,
the beam waist is then found by fitting a Gaussian ∝ exp (−𝑥2/𝑤2) to the
measured electric field profile. The conversion efficiency from the optical to
the THz frequency range is then determined by taking the ratio of the pulse
energies,

𝜅 =
𝑈THz

𝑈pump

. (4.11)

Again, this value gives a lower bound for the conversion efficiency.
In the frequency domain, the parameters used for characterizing the THz

pulses are the center frequency, the bandwidth and the SNR (see Fig. 4.6b).
We take the center frequency 𝜈max to be defined as the frequency of the spectral
maximum. It is related to the center wavelength via 𝜆max = 𝑐0/𝜈max. The
bandwidth is the frequency range over which the spectrum has an amplitude
above the noise floor. In the example shown in Fig. 4.6b, the bandwidth
extends from zero to the point where the signal hits the noise floor, indicated
by the vertical dashed line. The SNR of the pulse is finally defined as the ratio
of the amplitude at the center frequency to the amplitude of the noise floor, i.e.
the SNR of the pulse is the maximum SNR of the spectrum.

4.3 Terahertz Emission from Semiconductor
Surfaces

Terahertz emission from semiconductor surfaces illuminated by ultrashort laser
pulses has first been observed by Zhang et al. in 1990 [215], shortly after
the invention of THz TDS. Depending on the type of semiconductor and the
associated band structure, different physical mechanisms contribute to the
generation of THz radiation. The most important mechanisms are depicted in
Figs. 4.7a to 4.7c and can be separated into surface field and photo-Dember
field related effects.

The surface field is a consequence of the depletion layer at the semiconductor
to vacuum interface that builds up due to Fermi level pinning to surface or
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Figure 4.7: Working principle of THz generation from semiconductor surfaces
illuminated by ultrashort laser pulses. (a) Electrons and holes are generated within
the depletion layer of an intrinsic semiconductor and are accelerated due to the
built-in field in different directions. The charge separation leads to a restoring force
which causes the carriers to oscillate at the plasma frequency (so-called coherent
plasma oscillations). (b) Photogenerated carriers screen the surface potential of
a doped semiconductor (dashed line). The cold electrons are then no longer in
their equilibrium position and start to oscillate at the plasma frequency (so-called
cold plasma oscillations). (c) If the Fermi level pinning is weak, carrier transport
is dominated by diffusion away from the surface. Due to the different diffusion
constants, electrons move faster, leading to a charge separation (so-called Dember
effect). (d, e) Layer structure, conduction band diagram and carrier concentration
for emitter structures H727 (d) and H728 (e).
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defect states. The width of this space-charge layer and the associated built-in
field are given by the Schottky model [216]

𝑤dep. =

√︂
2𝜀0𝜀

𝑒𝑁𝐷

𝜑𝑏, (4.12)

𝐸𝑏(𝑧) = −𝑒𝑁𝐷

𝜀0𝜀
(𝑤dep. − 𝑧) , (4.13)

where 𝜀 is the dielectric constant of the semiconductor, 𝑁𝐷 the doping density,
and 𝜑𝑏 = (𝐸𝐹,pin. −𝐸𝐹 )/𝑒 the built-in potential due to the difference of surface
and bulk Fermi levels, 𝐸𝐹,pin. and 𝐸𝐹 . In GaAs, the surface Fermi level is
pinned approximately 0.65 eV below the conduction band minimum [217]. The
amplitude of the built-in field and the thickness of the depletion layer are both
dependent on the doping density. For typical doping levels, the depletion layer
width is on the order of a few tens of nanometers and the built-in field reaches
several tens of kV/cm.

When an ultrashort laser pulse with photon energy above the band gap
strikes a semiconductor surface, electron-hole pairs are generated within the
absorption length (see Fig. 4.7a). In GaAs, the absorption coefficient at 780 nm
is 𝛼 = 104 cm−1 giving an 1/𝑒2 absorption length of 2𝜇m [218]. The electrons
and holes are then accelerated in the built-in field 𝐸𝑏(𝑧) resulting in a current
flow normal to the interface. The increasing separation of the charges creates
a restoring force which screens the surface potential and finally leads to an
oscillatory movement of the electrons. The contribution of the holes can be
neglected due to their higher effective mass. The natural frequency of these
oscillations is given by the screened plasma frequency [102],

𝜔𝑝 =

√︃
𝑛0𝑒2

𝑚𝜀0𝜀
. (4.14)

The electron density 𝑛0 is directly proportional to the energy of the pump
pulse, and is given as a function of 𝑧 by the relation

𝑛0(𝑧) =
Φ𝛾

(ℎ𝑐0/𝜆)
(1 −𝑅)

1 − 𝑒−𝛼𝑧

𝑧
, (4.15)

where Φ𝛾 = 𝑈pump/𝐴pump is the pump fluence, 𝜆 the pump wavelength, and
𝑅 the reflectivity of the semiconductor. For GaAs, 𝑅 ≈ 0.3 at 780 nm under
normal incidence [219]. Using this value with Fresnel’s equations, 𝑅 ≈ 4 × 10−4

for incidence under Brewster’s angle and TM polarized light [87].
For higher doping densities and a significant overlap of the doped region

with the surface depletion layer, the situation changes to the one depicted in
Fig. 4.7b. The separation of photogenerated electron-hole pairs leads to an
ultrafast screening of the surface potential [220]. The electron distribution in

77



4 High Field Terahertz Time-Domain Spectroscopy

the doped region of the semiconductor does not correspond to the equilibrium
distribution anymore. This results in the electrons pushing towards the surface
followed by a subsequent oscillation around the new equilibrium position at the
screened plasma frequency (4.14) [103,104]. The significant electron density is
in this case the doping density, 𝑛0 = 𝑁𝐷, and thus, the THz center frequency
is independent of the pump fluence. The initial current burst from the cold
plasma oscillations is oriented in the opposite direction as compared to the
previous case of Fig. 4.7a. Therefore, the initial polarity of the emitted THz
pulse will also be different. This property will be important later-on for the
discrimination of the different emission processes.

If the semiconductor does not exhibit significant Fermi level pinning, these
two mechanisms cannot account for the observed THz emission. Instead, it
has been shown by Dekorsy et al. [220, 221] that the THz emission in this
case can be attributed to the so-called photo-Dember effect, named after its
discoverer Harry Dember (1882-1943) [222]. The spatial distribution of the
electron-hole plasma after ultrafast optical excitation is highly non-uniform.
This density gradient gives rise to a fast diffusion of hot carriers away from the
surface (see Fig. 4.7c). Due to different mobilities and effective temperatures
of electrons and holes and, therefore, different diffusion constants, electrons
and holes separate spatially giving rise to a photo-Dember field. This abrupt
switch-on of the internal electric field within a few hundred femtoseconds after
optical excitation leads to the emission of an intense THz pulse [221]. The
polarity of the THz transient emitted by the photo-Dember effect is thereby
the same as that of the THz pulse emitted by charge acceleration in the built-in
surface-field (Fig. 4.7a). It has been demonstrated by Heyman et al. [223]
that even in semiconductors with large Fermi level pinning, the photo-Dember
effect can become the dominant emission process when the excess energy of
the electrons (and therefore their temperature) is sufficiently high. In their
experiment, they used optical excitation with different photon energies, however,
this finding applies also to THz emission using high optical fluences.

To evaluate the performance of these types of emitters for the generation of
intense THz pulses, we have fabricated two different structures using molecular
beam epitaxy. Sample H727 consists of 50 nm LT GaAs (230 ∘C, annealed for
10 min at 600 ∘C) on 2𝜇m Si-doped 𝑛-GaAs (𝑁𝐷 = 1.5 × 1016 cm−3), sample
H728 of 70 nm LT GaAs (230 ∘C, annealed for 10 min at 600 ∘C) on 170 nm
intrinsic GaAs followed by 500 nm Si-doped 𝑁+-GaAs (𝑁𝐷 = 3 × 1018 cm−3).
Both samples have been grown on single-side polished semi-insulating (100)-
oriented GaAs wafers. One drawback of these emitters is their relatively low
saturation fluence [214, 224]. To circumvent this problem, we have used 3 ′′

wafers to maximize the illuminated area [110]. The LT GaAs capping layer has
been used to enhance the band bending at the surface (𝐸𝑐𝑏 −𝐸𝐹,pin. = 0.75 eV)
and to ensure a firm pinning of the Fermi level due to the large density of
defect states (up to 1020 cm−3) [105].
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Figure 4.8: (a) Quasi-transmission THz generation scheme. The pump pulse
is incident on the polished surface of the wafer under the Brewster angle 𝜃. The
generation mechanism preserves the curvature of the phase front and thus, the THz
pulse is emitted in forward direction. (b) Normalized transients of surface plasmon
emitters H727 (red) and H728 (blue) recorded for low excitation power (to scale).
The arrows indicate the polarity of the initial THz burst.

Figures 4.7d and 4.7e show the conduction band diagrams of the two emitter
structures calculated using a 1D Poisson solver [225, 226]. In sample H727
(Fig. 4.7d), the surface depletion layer extends 300 nm into the 𝑛-doped region.
According to the aforementioned arguments, we expect the THz emission
process in this structure to be based mainly on cold plasma oscillations as
indicated in Fig. 4.7b.

In the case of sample H728, the 170 nm thick intrinsic GaAs layer leads to
an extension of the depletion layer width, despite the higher doping level of
the adjacent 𝑁+-doped region, and to the creation of a homogeneous electric
field. The thickness of this spacer layer and the doping concentration have been
chosen to give a constant built-in field of 40 kV/cm over the first 200 nm of
the structure. This field amplitude corresponds to the critical field in GaAs at
which the drift velocity of the electrons saturates [227, 228]. The THz emission
process is thus expected to be based on the acceleration of photogenerated
electron-hole pairs in the built-in field as depicted in Fig. 4.7a.

The experimental geometry for efficient outcoupling of the THz radiation is
shown in Fig. 4.8a. As the displacement currents flow perpendicular to the
surface, the excitation has to occur under an angle. The maximum emission in
forward direction is observed when the pump beam is incident on the sample
surface under Brewster’s angle, 𝜃 = tan−1 (𝑛GaAs/𝑛air) = 74.5 ∘ [215]. The phase
front curvature of the THz pulse is given by the phase front of the incident
pump beam. Therefore, this scheme is also referred to as quasi-transmission.
The emitted THz pulse is TM polarized, i.e. the electric field vector is parallel
to the plane of incidence.

To validate the theoretical expectations, we have first performed measure-
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ments under low optical fluence using 800 nm laser pulses from an 80 MHz
Ti:Sapphire oscillator (Spectra Physics Tsunami). The pump beam had a
diameter of 3 mm and an average power of 360 mW, resulting in a pump fluence
of Φ𝛾 = 0.017𝜇J/cm2. The measured THz transients from the two emitter
structures are shown in Fig. 4.8b. The strong oscillations after the main pulse
for sample H727 are due to residual water vapor in the sample compartment.
The two transients differ significantly, both in temporal shape and frequency
content, indicating that different generation mechanisms are responsible for
THz emission. First, the polarity of the initial THz burst, indicated by the
two curved arrows, is opposite for the two samples. This is expected from
the above discussion and supports the assumptions made for the underlying
emission processes. Further, from the Fourier transform of the transients (not
shown), the center frequencies are determined to 𝜈max,H727 ≈ 1.23 THz and
𝜈max,H728 ≈ 0.2 THz, respectively. The theoretical center frequency for H727 is
calculated from (4.14) to 𝜔𝑝 = 2𝜋 × 1.2 THz, where the doping concentration
𝑁𝐷 = 1.5 × 1016 cm−3 has been used. For H728, only the carriers generated
within the first 𝑧 = 200 nm contribute to the THz emission process. Using
this value together with Eq. (4.15), we estimate the density of photogenerated
carriers to 𝑛0 = 6.2 × 1014 cm−3. The center frequency is thus expected around
𝜔𝑝 = 2𝜋 × 240 GHz. The close agreement between the experimental and theo-
retical values for the center frequencies is a further indication for the validity
of the models.

For the high-power experiments, the wafers have been placed under Brewster’s
angle in the collimated beam section (see Fig. 4.2) with the (011̄)-facet of
the wafer aligned horizontally (primary flat). The pump beam diameter has
been increased to 35 mm using a beam expander consisting of a pair of 2 ′′

planoconcave and planoconvex lenses ( 𝑓1 = −100 mm and 𝑓2 = 250 mm) to
avoid the creation of a filament at an intermediate focus. For detection of
the THz transients, we have used a 300𝜇m thick (110)-GaAs crystal attached
to a 500𝜇m thick piece of (100)-cut GaAs. The response function of the
crystal is essentially flat up to 4.5 THz (see Fig. 2.8b). During the experiment,
the pump pulse energy has been varied from 50𝜇J to 1 mJ corresponding to
optical fluences between Φ𝛾 = 1.4𝜇J/cm2 and 27.8𝜇J/cm2. These fluences are
considerably higher than the fluence used for the measurements shown in Fig.
4.8b and we expect this to have a significant impact on the THz generation
process.

For the characterization of the THz pulses, we have additionally measured
the beam waist at the detector crystal by vertically scanning the last focusing
mirror. The beam waists (1/𝑒2 radius of the intensity) have been determined
to 𝑤H727 = 250𝜇m and 𝑤H728 = 256𝜇m, respectively. Using the measured THz
transients and Eq. (4.9), the diffraction limited beam waists are calculated to
𝑤̄H727 = 192𝜇m and 𝑤̄H728 = 250𝜇m, respectively. The discrepancy in the case
of sample H727 is most likely due to a slight misalignment of the parabolic
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4.3 Terahertz Emission from Semiconductor Surfaces

Figure 4.9: Dependence of (a) center frequency, (b) peak electric field, (c) pulse
energy, and (d) optical-to-THz conversion efficiency as function of the pump fluence
for emitters H727 (red) and H728 (blue).

mirrors used for imaging the THz pulse to the detector. For sample H728, there
is a good correspondence. We have used the experimentally measured values
for the calculation of the pulse energies in the following.

Figure 4.9a shows the dependence of the center frequencies of both emitters
as function of the pump fluence. Neither curve corresponds to the theoretical
expectations. At the lowest pump fluence, Φ𝛾 = 1.4𝜇J/cm2, the expected
center frequency for emitter H728 is calculated to 𝜈max,H728 ≈ 2.2 THz. Instead,
the measured value is around 1.4 THz. Also, the center frequency should
rise as the square root of the pump fluence. Emitter H727 should emit at
𝜈max,H727 ≈ 1.2 THz, independent of the pump power. However, the measured
value is between 1.5 THz and 1.6 THz and decreases for increasing fluence.
For fluences above 10𝜇J/cm2, the two emitters behave almost similar with
the center frequency approaching a value of 1.2 THz. This can be seen as a
first indication that at these high fluences a different generation mechanism is
dominating.

The measured peak amplitudes for both emitters are shown in Fig. 4.9b.
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H727 exhibits the highest peak field strength of 3 kV/cm for a fluence around
15𝜇J/cm2. For higher fluences, the field amplitude decays again. Emitter H728
saturates between 20𝜇J/cm2 and 25𝜇J/cm2 at a slightly lower peak amplitude
around 2.5 kV/cm. Compared to the results of other groups [214, 224, 229], the
saturation fluence is in our case significantly higher. This might be explained
by the lower repetition rate of our laser giving the photogenerated carriers more
time to recombine. This results in a lower background carrier density and a less
effective screening of the built-in electric field [229]. The increased saturation
fluence of H728 compared to H727 can be related to the higher doping density
and the consequently higher number of photogenerated carriers necessary for
efficient screening. The slightly worse performance of H728 in terms of peak
amplitude is then simply related to an increased THz absorption due to the
higher doping level [215].

The same behavior is also found in the dependence of the THz pulse energy
on the pump power, as shown in Fig. 4.9c. The pulse energies have been
calculated using the measured beam waists and the electro-optic transients
according to (4.8). The highest pulse energies are thereby on the order of 2.5 pJ.
The optical-to-THz conversion efficiencies are plotted in Fig. 4.9d as function
of the pump fluence. Especially at lower fluences, H727 is almost two times
more efficient than H728. At high fluences, however, the conversion efficiency
drops to 2 × 10−9 for both emitters. The order of magnitude of the pulse
energy corresponds to numerical simulations, however, for smaller excitation
spot sizes [224].

Possible reasons for this discrepancy might be found in the neglect of the group
velocity mismatch in the detection crystal and the related limited detection
bandwidth (see Fig. 2.8), Ohmic losses due to carrier-carrier scattering or the
surface roughness of the emitter backside. Another factor is the finite aperture
of the collecting mirror after the intermediate focus. Only part of the generated
THz pulse energy is actually detected. The ratio of emitted to collected energy
can be estimated from the relation

𝑈coll. = 𝑈emit.

(︁
1 − 𝑒−2𝑟2/𝑤2

)︁
, (4.16)

where 𝑟 is the mirror radius. Using 𝑤 = 2 × 17.5 mm and 𝑟 = 25 mm, yields a
ratio 𝑈coll./𝑈emit. = 64%.

Additionally, competing THz generation mechanisms could interact destruc-
tively and effectively reduce the amplitude of the emitted THz field. For
instance, surface-field mediated optical rectification (OR) has been observed
to be the dominant emission mechanism from (100) and (111)-cut InP [230]
and (100)-cut InAs [231] under high excitation fluences. Thereby, the surface
depletion field breaks the inversion symmetry of the (100) or (111) face of
the semiconductor leading to a second-order nonlinearity 𝜒(2)(Ω;−𝜔, 𝜔 + Ω) =
𝜒(3)(Ω; 0,−𝜔, 𝜔 + Ω)𝐸𝑏 [230]. The polarity of the OR signal depends on the
sign of the surface depletion field and equals the polarity of case Fig. 4.7a.
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Figure 4.10: Experimental transients and spectra obtained for emitter structures
H727 (a,b) and H728 (c,d) in the amplifier setup under optimal pump fluences. The
dashed lines indicate the transients obtained for the lowest pump fluence.

A measurement of the THz peak amplitude as function of crystallographic
orientation of H728 for 3.9𝜇J/cm2 excitation fluence (not shown) showed an
amplitude modulation of ±15% with a twofold rotational symmetry, which is a
clear indication for OR. Also, the aforementioned photo-Dember effect could
play a role. It becomes dominant for higher excess energies of the photogen-
erated carriers, which are easily acquired in the ponderomotive potential of
the intense pump pulse. The polarity of the emitted THz pulse is equal to the
polarity of the OR signal and the polarity of case Fig. 4.7a.

In both cases, the polarity is opposite to the polarity from the cold plasma
oscillations, i.e. the polarity emitted from H727 at low pump fluences, but equal
to the polarity of H728. This is clearly seen from the experimental transients
taken at the lowest (dashed line) and optimal (solid line) pump fluences as
shown in Fig. 4.10. While for H727 (Fig. 4.10a), the polarity of the transient
changes sign when going to higher fluences (indicated by the black arrow), no
such thing is observed for H728. The polarity for both emitters is equal for high
pumping, which is a clear indication for an additional, dominating generation
mechanism such as OR.
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Figure 4.11: (a) Schematic view of the GaP emitter. The crystal has been coated
for 780 nm with an anti-reflection layer on the front facet and a high-reflection layer
on the back facet. Only the THz pulse is transmitted in forward direction. To allow
dumping of the NIR energy, the crystal is slightly tilted (< 2 ∘). (b) THz beam
profile after the emitter crystal measured by scanning the beam with a 7mm metal
aperture. The dashed lines indicate the cut-planes for determination of the beam
waists along the 𝑥 and 𝑦 axes.

The spectra for both emitters are shown in Figs. 4.10b and 4.10d, respectively.
The bandwidth extends in both cases to 6 THz with a dip between 4.5 and
5 THz, which is related to the response function of the GaAs detector crystal.
The SNR is almost 1000 at the maximum and, for H727, the SNR is still
above 100 up to 4 THz. The moderate field strength and the relatively low
power consumption make this emitter the ideal source of probe pulses in a THz
pump-THz probe configuration.

4.4 Optical Rectification in Nonlinear Crystals

Optical rectification (OR) of short laser pulses in electro-optic crystals has been
among the very first techniques used for the generation of pulsed radiation in
the far-infrared region [26,91, 232]. Classically, the term OR is related to a dc
electric polarization that is induced by an intense laser beam in a nonlinear
medium [233]. In the context of THz generation, the polarization shows a
time-dependence according to the pulsed nature of the excitation, which emits
coherent radiation [234]. Mathematically, the description is similar to difference-
frequency mixing [63]. Depending on the type of phase matching that can be
achieved between THz and optical frequencies, several emission modes can be
distinguished. These include THz emission in a Čerenkov-like cone [26,91,235],
surface emission [230,236] (see Chap. 4.3), forward emission by collinear phase
matching [129,237–240], and tilted-pulse front generation [241]. While the latter
has been proven as efficient source of high-intensity THz pulses using LiNbO3-
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crystals [78, 80], THz generation by collinear phase matching in (110)-cut
zinc-blende crystals is the simplest technique to implement experimentally.

In conjunction with Ti:Sapphire laser systems, ZnTe is the most often used
crystal as it allows phase-matched generation at 2 THz [240] and exhibits a
comparatively large nonlinearity 𝑑eff = 68.5 pm/V [78]. By using large crystal
areas, the saturation of the THz yield due to two-photon absorption can be
avoided [110], and THz pulse energies up to 1.5𝜇J with peak fields of 49 kV/cm
have been demonstrated [242]. However, the accessible bandwidth is effectively
limited to approximately 3.3 THz due to the fundamental phonon resonance in
ZnTe around 5.3 THz and additional two-phonon resonances at 1.7 THz and
3.3 THz, respectively [141].

A possible alternative to ZnTe is GaP, where the Reststrahlen band lies
near 11 THz [243]. In addition, the bandgap is larger than the bandgap of
ZnTe, which results in a significant reduction of two-photon absorption [244].
The drawback, however, is the smaller nonlinearity of only 𝑑eff = 24.8 pm/V
and, more important, the higher index mismatch between THz and optical
frequencies.

In the following, we first discuss THz generation in the conventional collinear
geometry and compare theoretical predictions with our measurements using
large area GaP crystals. For higher pump pulse energies, the measured data
deviates from the theoretical prediction. This is then shown in the subsequent
chapter to be related to dynamic phase matching. We show that dynamic
phase-matching is a novel way of extending the achievable pulse energy and
bandwidth from GaP crystals when pumped by amplified Ti:Sapphire laser
pulses. The key results of the following chapters have also been published in
Dietze et al., Opt. Lett. 37, 1047 (2012).

4.4.1 Collinear THz Generation in Large Area GaP

The experimental geometry is depicted in Fig. 4.11a. The pump beam waist is
expanded by a factor 2.5 to 17.5 mm using a beam expander consisting of a pair
of 2 ′′ planoconcave and planoconvex lenses (𝑓1 = −100 mm, and 𝑓2 = 250 mm)
to avoid the creation of a filament at an intermediate focus. The pump pulse
energy has been varied from 50𝜇J to above 3 mJ, which is the maximum energy
available at the crystal position. This pump energy corresponds to averaged
optical fluences between Φ𝛾 = 5𝜇J/cm2 and 300𝜇J/cm2. The pulse is incident
on the crystal under almost normal incidence. The crystal is a (110)-cut, double
side polished GaP crystal (MolTech, Berlin) with 30 × 30 mm clear aperture
and a thickness of 400𝜇m. To increase the pump energy inside the crystal
and minimize the amount of light transmitted into the setup, the front-facet is
coated with a broadband anti-reflection (AR) layer for 740-820 nm, while the
backside is coated with a high reflective (HR) layer. The residual pump light is
then blocked by a double side polished Si wafer. We have confirmed by THz
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TDS measurements that the two coating layers have no detrimental impact on
the emitted THz pulse. The crystal is slightly tilted (< 2 ∘) to allow efficient
dumping of the reflected pump beam. For detection of the THz transients,
we have used a 300𝜇m thick (110)-GaAs crystal attached to a 500𝜇m thick
piece of electro-optically inactive (100)-cut GaAs. The response function of the
detection crystal is plotted in Fig. 2.8b.

The incident electric field of the pump pulse, 𝐸𝐿, creates a nonlinear polar-
ization [245]

𝑃 𝑖(Ω) =
1

2
𝜀0

∫︁ ∞

−∞

∑︁
𝑗,𝑘

𝜒
(2)
𝑖𝑗𝑘 (Ω;𝜔0,−𝜔0 + Ω)𝐸𝑗

𝐿(𝜔0)𝐸
𝑘*
𝐿 (𝜔0 − Ω)d𝜔0 (4.17)

inside the GaP crystal, where 𝑖, 𝑗, and 𝑘 refer to the crystallographic axes, 𝜔0

to the center frequency of the pump pulse, Ω to the THz frequency, and 𝜒
(2)
𝑖𝑗𝑘

to the second-order nonlinear susceptibility. The asterisk denotes the complex
conjugate and the prefactor 1/2 comes from the fact that 𝑃 𝑖(Ω) is a real valued
quantity. The nonlinear polarization is related to the THz electric field via the
wave equation [245](︂

∇2 − 𝜀

𝑐20

𝜕2

𝜕𝑡2

)︂
𝐸THz(𝑡, r) =

1

𝜀0𝑐20

𝜕2

𝜕𝑡2
𝑃 (𝑡, r), (4.18)

where

𝑃 (𝑡) =
1

2𝜋

∫︁
𝑃 (Ω)𝑒𝑖Ω𝑡dΩ, (4.19)

𝐸(𝑡) =
1

2𝜋

∫︁
𝐸(𝜔)𝑒𝑖𝜔𝑡d𝜔. (4.20)

From (4.17) and (4.18), it is apparent that the THz field scales as 𝐸THz ∝
|𝐸𝐿|2 ∝ 𝐼𝐿, or 𝐼THz ∝ 𝐼2𝐿. The beam waist of the generated THz pulse is thus
expected to scale as 𝑤THz ∝ 𝑤𝐿/

√
2. Figure 4.11b shows the normalized electric

field profile of the THz pulse 10 cm after the emitter crystal. To this end, we
have scanned a 7 mm diameter copper aperture across the beam and recorded
the transmitted peak signal. The profile is almost circular with a Gaussian
cross-section. The measured beam waists (1/𝑒2 radius of intensity) along the 𝑥
and 𝑦 direction are 8.2 mm and 7.5 mm, respectively. The deviation from the
theoretical value of 12.4 mm can be attributed to clipping of the THz beam at
the collecting mirror after the intermediate focus, i.e. the limited field of view
of the detection (1:2 telescope, see Chap. 4.3).

To simplify further discussion, we adopt in the following the contracted no-
tation 𝑑𝑖𝑙 = 𝑑𝑖𝑗𝑘 = 1

2
𝜒
(2)
𝑖𝑗𝑘 for the second-order nonlinearity [63]. GaP has cubic

crystal structure with symmetry group 4̄3𝑚. Thus, the only non-vanishing
nonlinear coefficients are 𝑑14 = 𝑑25 = 𝑑36 [63]. The dependence of the gen-
erated polarization on the crystal orientation can be included in an effective
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Figure 4.12: (a) Normalized THz peak amplitude as function of the rotation angle
of the GaP crystal around the optical axis. The circles are experimental results and
the solid line is a fit of Eq. (4.21). (b) THz peak electric field as function of pump
fluence (red). The black solid line is a linear fit to the first three data points, the
dashed curve is a fit of Eq. (4.23). (c) THz pulse energy as function of pump fluence
(red). The black line is a quadratic fit to the first three data points. (d) Energy
conversion efficiency versus pump fluence.

nonlinearity [237]

𝑑eff,|| = 𝑑14 (cos 3𝜃 − cos 𝜃) , (4.21)

𝑑eff,⊥ =
1

3
𝑑14 (3 cos 3𝜃 + cos 𝜃) , (4.22)

where || (⊥) refers to the emitted THz polarization parallel (perpendicular)
to the incident pump field polarization and 𝜃 is the azimuthal angle of the
crystal. Case (4.21) corresponds to our experimental situation. A comparison
of measured data (circles) and Eq. (4.21) (solid line) is shown in Fig. 4.12a for
a pump fluence of 100𝜇J/cm2. The excellent agreement shows that the THz
generation is solely due to OR.

At higher pump fluences, the THz yield starts to saturate. This is illustrated
in Figs. 4.12b and 4.12c. In Fig. 4.12b, the measured peak electric field is
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plotted as function of the pump fluence. From the above discussion, we would
expect a linear scaling with the pump energy. This is indicated by the black
line which shows the result of a linear fit to the data points up to a fluence of
100𝜇J/cm2. For higher fluences, saturation sets in. This behavior is excellently
described by [214,246]

𝐸peak(Φ𝛾) =
𝐸satΦ𝛾

Φ𝛾 + Φsat

, (4.23)

where 𝐸sat is the saturated peak field amplitude and Φsat the saturation fluence.
From a least squares fit to the data (shown as dashed line), we find 𝐸sat =
100± 9 kV/cm and Φsat = 0.55± 0.07 mJ/cm2. This result shows that the THz
yield may still be increased by using a smaller pump beam waist, unless two
photon absorption sets in.

For the determination of the pulse energy, we have measured the THz beam
waist at the detector crystal by vertically scanning the last parabolic mirror
with a linear translation stage. From a Gaussian fit, we have extracted a beam
waist of 𝑤 = 250𝜇m. At the same conditions the diffraction limited spot size
calculated from Eq. (4.9) would have been 𝑤̄ = 180𝜇m. The pulse energy can
now be estimated using Eq. (4.8) and is plotted in Fig. 4.12c as function of
pump fluence. For fluences above 100𝜇J/cm2, the curve deviates again from
the expected quadratic dependence, which is plotted as black solid line. The
highest pulse energies are around 0.3 nJ, which gives an energy conversion
efficiency from the visible to the THz of almost 1.1 × 10−7 (plotted in Fig.
4.12d). This value compares well with the results of [110] in the case of ZnTe
when the thinner crystal and the lower nonlinearity are taken into account.
In contrast to the THz peak field, the conversion efficiency saturates already
around 250𝜇J/cm2 and stays constant for higher fluences. This behavior has
also been observed for OR in large area ZnTe crystals [242].

To proceed with the theoretical discussion of collinear phase matched THz
generation, we substitute 𝑑eff into Eq. (4.17), which is then reduced to

𝑃 (Ω) = 𝜀0

∫︁ ∞

−∞
𝑑eff𝐸𝐿(𝜔0)𝐸

*
𝐿(𝜔0 − Ω)d𝜔0. (4.24)

At this point, several simplifications can be made [245]. As the thickness of the
crystal is much smaller than both the lateral dimension and the Rayleigh length
of the collimated pump beam, we can make a plane-wave approximation and
reduce the wave equation (4.18) to a one-dimensional equation. Furthermore,
we neglect absorption of the NIR light in the crystal as well as pump depletion.
Finally, if the effective nonlinearity has no resonances in the frequency range of
the pump beam, we can treat it as independent of the pump pulse frequency
and pull it out of the convolution integral in (4.24). With these assumptions
and Eqs. (4.17), (4.19) and (4.20), the wave equation (4.18) becomes [245](︂

𝜕2

𝜕𝑧2
− 𝜀(Ω)

𝑐20

𝜕2

𝜕𝑡2

)︂
𝐸THz(𝑡, 𝑧) =

𝑑eff(Ω)

𝑐20

𝜕2

𝜕𝑡2
|𝐸𝐿(𝑡, 𝑧)|2 . (4.25)
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The pump pulse electric field, 𝐸𝐿(𝑡, 𝑧), is given by the expression

𝐸𝐿(𝑡, 𝑧) =
1

2
𝐸0𝑒

−(𝑡−𝑧/𝑣𝑔)2/Δ𝑡2𝑒−𝑖(𝜔0𝑡−𝑘0𝑧) + 𝑐.𝑐. (4.26)

where 𝐸0 is the (real) peak amplitude, 𝑘0 = 𝜔0𝑛(𝜔0)/𝑐0 the wavevector, 𝑛(𝜔)
the refractive index for the pump light,

𝑣𝑔 = 𝑐0

(︂
𝑛(𝜔0) + 𝜔0

𝜕𝑛(𝜔)

𝜕𝜔

)︂−1

(4.27)

the group velocity and ∆𝑡 the 1/𝑒2 pulse length of the intensity envelope. The
pulse length is taken as constant over the thickness of the GaP crystal.

To find an analytic solution to the wave equation, we substitute (4.26) into
(4.25) and take the Fourier transform [245],(︂

𝜕2

𝜕𝑧2
+
𝜀(Ω)

𝑐20
Ω2

)︂
𝐸THz(Ω, 𝑧) = (4.28)

−
√︂
𝜋

2

𝑑eff(Ω)Ω2∆𝑡

4𝑐20
𝑒−

1
8
Ω2Δ𝑡2𝑒−𝑖Ω𝑧/𝑣𝑔𝐸2

0 .

This equation can be integrated with respect to 𝑧 using the initial conditions

𝐸THz(Ω, 𝑧 = 0) = 0 and
𝜕

𝜕𝑧
𝐸THz(Ω, 𝑧 = 0) = 0 (4.29)

which state that no THz field is present at the entrance face of the crystal. The
solution is finally found to be given by [245]

𝐸THz(Ω, 𝑧) =

√
2𝜋

8

𝑑eff∆𝑡𝐸2
0

𝑛2
THz − 𝑛2

𝑔

𝑒−
1
8
Ω2Δ𝑡2

[︂
1

2

(︂
1 − 𝑛𝑔

𝑛THz

)︂
𝑒𝑖Ω𝑛THz𝑧/𝑐0

+
1

2

(︂
1 +

𝑛𝑔

𝑛THz

)︂
𝑒−𝑖Ω𝑛THz𝑧/𝑐0 − 𝑒−𝑖Ω𝑛𝑔𝑧/𝑐0

]︂
, (4.30)

where we have used the abbreviations 𝑛THz =
√︀
𝜀(Ω) and 𝑛𝑔 = 𝑐0/𝑣𝑔.

The generated THz field consists of three parts represented by the three
terms in the parentheses. The first two terms ∝ exp(𝑖𝑛THz𝑧/𝑐0) and ∝
exp(−𝑖𝑛THz𝑧/𝑐0) represent the freely propagating THz pulses in backward
and forward direction, respectively, and the third term ∝ exp(−𝑖𝑛𝑔𝑧/𝑐0) the
part of the THz pulse driven by the pump pulse. The amplitude of the back-
ward propagating wave scales as (𝑛THz − 𝑛𝑔)/(𝑛THz + 𝑛𝑔) compared to the
forward propagating one and vanishes for perfect phase matching. The factor
exp(−1

8
Ω2∆𝑡2), which accounts for the finite length of the pump pulse envelope,

shows that shorter pump pulses allow the generation of spectrally broader THz
pulses. The signal in the time domain is finally obtained by taking the inverse
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Figure 4.13: THz refractive index of GaP. The solid line is a fit of Eq. 4.33 to the
experimental data.

Fourier transform of Eq. (4.30). This is best done after transforming to the
center-of-mass frame of the pump pulse.

The refractive index of GaP in the visible spectral region is given by the
Sellmeier equation [138]

𝑛2
NIR = 4.1705 +

4.9113

1 − 0.1174/𝜆2
+

1.9928

1 − 756.46/𝜆2
, (4.31)

where 𝜆 is the wavelength in 𝜇m. The group refractive index is related to 𝑛NIR

via

𝑛𝑔(𝜆0) = 𝑛NIR(𝜆0) − 𝜆0
𝜕𝑛NIR(𝜆)

𝜕𝜆

⃒⃒⃒⃒
𝜆0

. (4.32)

At the carrier frequency 𝜆0 = 780nm, we have 𝑛0 = 3.20 and 𝑛𝑔 = 3.66.
The permittivity of GaP in the THz region is modeled as a single Lorentzian

oscillator,

𝜀(Ω) = 𝜀∞ +
𝜀∞(𝜔2

𝐿𝑂 − 𝜔2
𝑇𝑂)

𝜔2
𝑇𝑂 − Ω2 + 𝑖𝛾Ω

(4.33)

where 𝜀∞ is the high-frequency permittivity, 𝜔𝐿𝑂 and 𝜔𝐿𝑂 the longitudinal and
transversal optical phonon frequencies, and 𝛾 the phonon damping rate.

We use the values as given in Ref. [133] as starting point, 𝜀∞ = 9.075,
𝜔𝑇𝑂 = 2𝜋 × 11.011 THz, 𝜔𝐿𝑂 = 2𝜋 × 12.082 THz, and 𝛾 = 2𝜋 × 0.129 THz. In
general, the data obtained in the visible region is more reliable compared to
the permittivity found in the THz region. This becomes obvious when one
compares the various values for 𝜀(Ω) given in literature [3,133,134,138,247–250].
The main reason for these variations can be attributed to variations in the
crystal quality and background impurities. Thus, we take the NIR refractive
index as given and use our experimental data to determine the THz refractive
index.

As both the exact thickness 𝐿 and the refractive index 𝑛THz(Ω) =
√︀
𝜀(Ω) of

the GaP crystal are unknown, we have performed an additional THz transmis-
sion measurement. This yields independent data which allows us in conjunction
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Figure 4.14: Comparison of theoretical (blue) and experimental (red) THz spectra
(a) and transients (b) obtained for the lowest pump fluence. The spectral dip around
3.3THz is due to the velocity mismatch between THz and pump pulses. The THz
transients have been offset for clarity.

with the emission spectrum to unambiguously determine both thickness and
refractive index. The frequency dependence of the experimentally determined
refractive index data is thereby in excellent agreement with Eq. (4.33). Thus,
we retain the frequency dependent part and add just an offset by adjusting the
high frequency dielectric constant.

The procedure is as follows. For a given initial crystal thickness, we determine
the THz refractive index of the crystal using the equations from Ref. [251].
Then, we vary the high frequency dielectric constant 𝜀∞ to obtain the best
fit to the experiment. Now, both values are used in Eq. (4.30) to calculate
the theoretical THz emission spectrum, which is then compared with the
experimental spectrum obtained for the lowest pump fluence. The phase
matching dip in the emission spectrum is very sensitive to both thickness
and refractive index of the crystal and only the correct choice of 𝐿 and 𝜀(Ω)
yields a perfect match to both datasets. We have obtained the best fit for a
crystal thickness of 𝐿 = 412.5𝜇m and a high frequency dielectric constant of
𝜀∞ = 9.075 + 0.575 = 9.65. The resulting THz refractive index is shown in Fig.
4.13 together with the experimental data.

Figure 4.14a shows a comparison between normalized THz spectra obtained
from experiment (red) and calculations (blue). The experimental emission spec-
trum has been recorded for the lowest pump fluence. There is also an excellent
agreement in the slope of the spectrum for a pulse length of ∆𝑡 = 130 fs. The
low frequency cut-off is attributed to aperture effects in the THz imaging setup.
The two spectral dips at 3.3 THz and around 5 THz are attributed to velocity
mismatch in the GaP crystal and the GaAs detector crystal, respectively.

The normalized THz transients are compared in Fig. 4.14b. The theoretical
curve has been differentiated once with respect to time to account for the
transfer function of the optical setup. Based on the excellent agreement
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Figure 4.15: (a) Normalized THz spectra for different pump fluences from 8𝜇J/cm2

to 324𝜇J/cm2. The spectral dip at 3.3THz disappears for increasing pump fluences.
(b) Model spectra for various effective phonon temperatures from 300K to 10 000K.

between theory and experiment, we conclude that the model correctly describes
the THz generation process in GaP under low excitation fluences.

4.4.2 Dynamically Phase-Matched THz Generation

When the optical pump power is increased, the situation becomes different
from the collinear phase-matched THz generation discussed above. Nonlinear
effects start to play a role, which lead to an enhanced efficiency in the THz
generation process as compared to the conventional case.

Figure 4.15a shows normalized THz emission spectra for different pump
fluences ranging from 8𝜇J/cm2 to 324𝜇J/cm2. The most prominent effect of
the increased pump power is the disappearance of the spectral dip at 3.3 THz,
which has been attributed to the velocity mismatch between the THz and the
pump pulse. Its disappearance is a clear indication for an improved phase
matching, which can be related to an increase of the THz refractive index. As
this effect is a function of the pump power, it is solely connected to the presence
of the pump pulse and is thus a temporal effect. Such a transient improvement
of the phase matching is referred to as dynamic phase matching [252].

To find the physical origin of this dynamic phase matching, we have compared
the experimental results with model calculations. Thereby, we could exclude any
nonlinear optical effects connected with the second- and third-order nonlinear
susceptibilities of the GaP crystal, respectively.

In the following, a model is presented which is based on the coherent genera-
tion of phonons by the pump pulse and the connected increase of the optical
phonon decay rates. The generation of phonons leads basically to a change of
the effective phonon temperature. The temperature dependence of the THz
permittivity is reflected in a temperature dependence of the high frequency
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dielectric constant, of the phonon frequencies and of the phonon lifetimes. The
first two effects are a direct consequence of the thermal expansion of the crystal
lattice [253] (thermal equilibrium). We argue that these effects take place on
time scales which are long compared to the duration of the pump pulse and
can therefore be neglected in the further discussion. The latter effect, however,
is directly connected to the density of coherently generated phonons [254,255].

In GaP, the main decay channel for the infrared active TO phonons is the
decay into two acoustic phonons, LA(X) and TA(X), at the zone boundary via
a third-order anharmonic interaction [254]. The optical phonon decay rate is
then expected to have the temperature dependent form [254]

𝛾(𝑇 ) = 𝛾0
[︀
𝑛(𝜔𝐿𝐴(𝑋)) + 𝑛(𝜔𝑇𝐴(𝑋)) + 1

]︀
, (4.34)

where 𝑛(𝜔) are the Bose-Einstein occupation numbers for phonons with energy
~𝜔,

𝑛(𝜔) =
(︀
𝑒~𝜔/𝑘𝐵𝑇 − 1

)︀−1
, (4.35)

with Boltzmann constant 𝑘𝐵. The frequencies of the two acoustic phonon modes
have been determined by neutron scattering to 𝜔𝐿𝐴(𝑋) = 2𝜋 × 7.46 THz and
𝜔𝑇𝐴(𝑋) = 2𝜋×3.21 THz, respectively [256]. We use the room temperature value
of the phonon decay rate to calculate the value of the scaling constant 𝛾0 =
2𝜋 × 0.0441 THz. The temperature which appears in the phonon occupation
numbers is thereby an effective phonon temperature and is not to be confused
with the temperature of the crystal lattice.

Figure 4.15b shows calculated THz spectra for various phonon temperatures
ranging from 300 K to 10 000 K. The dominant effect of an increased phonon
temperature is the disappearance of the spectral dip around 3.3 THz. Apart
from a slight narrowing of the spectra for higher temperatures, the overall shape
of the spectra is almost not affected by the increased phonon linewidth. The
excellent agreement between the experimental and theoretical spectra clearly
shows that the proposed model captures the essential physics underlying the
dynamic phase matching in GaP.

Finally, in Figs. 4.16a and 4.16b, a typical THz transient and spectrum for
high pump fluence (324𝜇J/cm2) is shown. The peak field strength of the single
cycle THz pulse reaches values up to 40 kV/cm and could be further increased
by using lower beam expansion ratios (see Fig. 4.12). The spectrum extends
to 6 THz and is mainly limited by the response function of the GaAs detector
crystal. The high field strength together with the good SNR and the simple
experimental handling make the GaP crystal the ideal workhorse for nonlinear
THz transmission experiments. The GaP emitter has also been used for most
of the experiments presented in this thesis.
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Figure 4.16: Example of a THz transient (a) and spectrum (b) for 2.8mJ pump
pulse energy. For this pump energy, the emission process is dynamically phase
matched.

4.5 Large Area Photoconductive Antennas

Terahertz emission from semiconductors by the acceleration of free carriers
in an electric field has been demonstrated in Chap. 4.3. There, the electric
field has been the static electric field provided by the surface potential of the
semiconductor itself. Thus, the THz generation efficiency has been limited by
the value of the built-in field and the complicated emission geometry. These
limitations can be overcome in a natural way by applying an external bias field
along the surface of the semiconductor by using electrodes. This forms the
basic principle of the photoconductive (PC) antenna, which has already been
presented in Chap. 2.2.1.

The THz electric field emitted from such an antenna, given by Eq. (2.20), is
thereby proportional to the density of photogenerated carriers and the applied
bias field. Thus, to increase the THz output power, both quantities should
be maximized. The maximum bias field that can be applied is limited by the
breakdown voltage of the semiconductor substrate. In the case of LT-GaAs, for
example, the breakdown occurs for a static electric field of 200 kV/cm when
applied under dark conditions [257]. However, a combination of Ohmic and
optical heating strongly reduce this value when the antenna is illuminated [258].
Additionally, higher bias fields increase the scattering rate of electrons to
satellite valleys with higher effective mass leading to a saturation of the THz
generation process [259]. The density of carriers, on the other hand, can be
increased to values above 1018 cm−3 by using higher optical pump powers. For
excitation densities above ≈ 3 × 1017 cm−3, however, carrier screening effects
lead again to a saturation of the THz pulse amplitude [259].

Like in the previous chapters, the solution is to increase the emission area
in order to increase the total number of carriers while keeping their density
below the saturation limit. The easiest way is to fabricate two electrodes on a
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Figure 4.17: (a) Scheme of PC antenna with interdigitated electrodes. A bias
voltage 𝑈𝑏 is applied to the antenna electrodes. Every second gap is masked due
to the opposite orientation of the biasing field. (b) Photograph of the finished PC
emitter matrix with 16x16 interdigitated antenna pixels. Four neighboring pixels are
connected to form a bigger emitter resulting in a 4x4 antenna array. (Courtesy of
D. Bachmann [262].) (c) Quasi-transmission scheme for THz generation from PCA
emitter.

large area GaAs wafer, for example, using ordinary silver paint. The electrode
spacing is usually on the order of a few cm. This scheme has been applied
very successfully leading to peak fields well above 100 kV/cm [260,261]. The
drawback is the high supply voltage that is necessary to generate the needed
bias electric fields. Typically, several tens of kV have to be applied, which leads
to strong heating of the antenna due to the residual dark current. In pulsed
operation, heating effects can be reduced, but the fast switching of the voltage
supply leads to strong electrical disturbances.

To circumvent these problems, we have decided to use an alternative antenna
design based on interdigitated electrodes, which can be scaled easily to large
areas [262,263]. The main work (including design and sample fabrication) has
been done by D. Bachmann and is published in Ref. [262]. Therefore, the
present chapter is limited to a short presentation of the key results.

A sketch of such an antenna element is shown in Fig. 4.17a. The small
spacing between the electrodes allows to reach high acceleration fields with a
low voltage of only a few V. The bias voltage is applied to the top and bottom
electrode. Upon illumination, the carriers are accelerated in the horizontally
oriented electric field between the fingers of the two electrodes. To avoid
destructive interference of THz emission from neighboring gaps (the electric
field in every second gap is oriented in the opposite direction), every second
gap is covered with a metallic shadow mask (shown as pink bars in Fig. 4.17a).

The electrodes have been fabricated by PVD of 10 nm Ti / 180 nm Au
on a 2𝜇m thick LT-GaAs layer on a 3 ′′ SI-GaAs substrate using standard
optical lithography techniques [262]. The electrode width is 10𝜇m with the
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Figure 4.18: Example of a typical THz transient (a) and spectrum (b) for a bias
voltage of 45V and a pump fluence of 90𝜇J/cm2. The spectrum peaks at around
500GHz and extends to roughly 6THz. The dip around 4THz is attributed to the
response function of the GaAs detector crystal. (Adopted from [262].)

gap widths being 20𝜇m and 10𝜇m for the open and covered gaps, respectively.
This asymmetry helps to increase the illuminated area and hence the THz
yield. However, a too large asymmetry limits the applicable bias voltage as
the breakdown field strength is first reached in the shadowed gap. An applied
voltage of 50 V corresponds thereby to an electric field of 25 kV/cm in the
emission gap and 50 kV/cm in the shadow gap, respectively. The shadow
mask has been fabricated by vapor deposition of 10 nm Ti / 180 nm Au on
a 850 nm thick layer of Si3N4, which acts both as insulation layer and anti-
reflection coating for the 780 nm pump light [262]. The emitter area is around
1.8 × 1.8mm2.

Figure 4.17b shows the finished PC array emitter (PCA) after mounting and
connecting the antenna. It consists of an array of 64 basic emitter units (pixels)
giving a total emitter area of 15 × 15 mm2. Thereby, four neighboring pixels
are connected to form one bigger pixel. By splitting the antenna in several
subunits, problems which arise from fabrication imperfections (e.g. shortcuts)
are greatly reduced. Additionally, the pixels can be biased separately which
might be used for beam steering and compressive imaging, for example [262].

The THz generation scheme is shown in Fig. 4.17c. The pump beam is
first expanded to a beam diameter of approximately 20 mm in order to cover
the whole emitter area and is then normally incident on the PCA. The THz
pulses are then emitted under quasi-transmission, i.e. the phase front of the
THz pulse resembles the phase front of the pump pulse. The THz beam is
well collimated and exhibits a Gaussian beam profile with a 1/e radius of
12.5 mm [262]. The biasing is done using a specialized control circuit that
allows independent biasing of each pixel [262]. In the following, all pixels are
equally biased. The bias voltage is applied as a 1 kHz square wave that is
synchronized with the amplifier pulses.
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Figure 4.19: Schematic view of typical setups used for THz generation from two-
color plasma filaments. The polarizations of the fundamental, second-harmonic and
THz pulses are indicated at the bottom. (a) The pump beam is focused by a lens
through the 𝛽-BBO crystal to generate the second-harmonic. This allows short
distances 𝑑 between the BBO and the plasma spot, but leads to elliptical polarization
of the THz pulse. (b) The polarization and the relative pulse delay can be optimized
using an 𝛼-BBO and a dual-color wave plate (WP). In this case, a mirror has to be
used for focusing.

Figure 4.18 shows a typical THz transient (a) and spectrum (b) obtained
for a pump fluence of 90𝜇J/cm2 and an applied bias voltage of 45 V. The
THz peak field reaches values around 40 kV/cm with the spectrum extending
up to 6 THz. The prominent dip around 4 THz is attributed to the response
function of the GaAs detector crystal, that has been used for the measurements.
The spectrum peaks around 0.5 THz and decreases exponentially for higher
frequencies (linear decrease in the log-plot). This is a typical spectral feature of
LT-GaAs PC emitters and is in contrast to the more round shape found from
the surface emitters (Chap. 4.3) or the optical rectification sources (Chap. 4.5).
We have not measured the THz beam waist at the detector position, but we
can use the THz spectrum and Eq. (4.9) to calculate the spectrally-weighted
beam waist, 𝑤̄ = 450𝜇m. The resulting THz pulse energy of 3 nJ corresponds
to an optical to THz conversion efficiency of 1.5 × 10−5. This is the highest
THz pulse energy we have measured in this thesis.

To increase the THz peak field amplitude further, larger emitter structures
would have to be fabricated. Additionally, the PCA can be electrically modu-
lated, which makes this emitter an ideal source in a THz-pump / THz-probe
type of experiment targeting the spectral region below 1 THz.

4.6 Four-Wave Mixing in Laser Induced Plasma
Filaments

Up to now, the presented high-power THz emitters have all been based in some
form on a THz emitter used in conventional TDS setups and scaling of the
pump power. This upscaling has been achieved in most cases by using large
excitation areas or splitting of the emitter in sub-sections. In contrast, THz
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emission from laser induced filaments constitutes a novel type of THz source,
that cannot be realized using high repetition rate laser systems. In this chapter,
the prospects of using two-color laser filaments for the generation of intense
THz pulses is investigated.

The use of gas plasmas as THz emitter has attracted considerable attention
after the first reports by Hamster et al. in the early 1990s [108,264]. Few years
later, Cook and Hochstrasser found a significant increase in emitted THz power
by mixing fundamental and frequency doubled laser pulses [109]. Their setup
is sketched in Fig. 4.19a. The pump laser pulse is focused by a lens through
a 𝛽-BBO crystal into ambient air. In the BBO, a frequency doubled pulse is
generated by a second-order nonlinear process [63]. Close to the focus point, the
two pulses undergo self-focusing due to the third-order optical nonlinearity of
air [265]. Once the field strength reaches the threshold for ionization, a plasma
filament is formed from which an intense single-cycle THz pulse emanates. The
microscopic origin of the THz emission is discussed later. In this configuration,
electric peak field strengths of 400 kV/cm and high bandwidths up to 75 THz
have been reported [266,267]. Using higher pump energies and proper system
design, field amplitudes even over 1 MV/cm are anticipated [268].

Despite the seemingly simple setup, the usability of the plasma source is lim-
ited by the complexity of the emission process. The 𝛽-BBO crystal is typically
cut for type-I phase matching, i.e. the highest conversion efficiency is achieved
when the fundamental and second-harmonic polarizations are orthogonal. How-
ever, in this configuration, no THz radiation is generated from the plasma. The
optimal rotation angle of the BBO crystal is found to be close to 55 ∘ between
the crystal 𝑧-axis and the fundamental polarization [269,270]. After passing
the BBO crystal, the initially linearly polarized fundamental pulse is almost
circularly polarized, as indicated in Fig. 4.19a. This results in an elliptically
polarized THz pulse whose orientation is additionally a function of the pump
power and of the distance between the BBO crystal and the filament [270].

Another parasitic effect of a varying pump power is the dependence of
the position of the plasma filament due to self-phase modulation in the lens
material [271]. Thus, by changing the pump power, the THz source moves
along the optical axis which in turn changes the focusing of the THz pulse on
the detector crystal. Furthermore, the plasma filament constitutes an extended
source of THz radiation, which emits over its entire length. Hence, an important
issue is the efficient imaging of the emitted radiation both onto the sample
under study and the detector. Usually, only a small portion of the THz light
around the focal plane of the collimating optics is collected efficiently, which
limits the achievable peak field strengths. Both issues can be overcome by
enclosing the filament in a THz waveguide [272]. Alternatively, an off-axis
parabolic mirror with short focal length can be used. The focal length should
be short enough to limit the filament length to a value which is still efficiently
detected (approximately 25 mm in our setup [272]).
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Based on these considerations, we have decided to use the setup shown in
Fig. 4.19b for our experiments. The collimated pump pulse is thereby passing
through a combination of 𝛽-BBO, 𝛼-BBO and a dual-color wave plate before it
is focused by an off-axis parabolic mirror into ambient air. This combination of
crystals is referred to as phase-compensation unit [273,274]. Its purpose is to
maximize the second-harmonic and THz yield by properly setting the involved
polarizations and to optimize the relative time delay between fundamental
and second-harmonic pulses. First, the second-harmonic of the pump pulse is
generated in the 100𝜇m thick 𝛽-BBO (cut angle 29.9 ∘), which is rotated by
90 ∘ for highest conversion efficiency. The polarizations of the pulses are again
indicated in Fig. 4.19b. While the relative phase between the fundamental and
second-harmonic pulses is fixed to 𝜋/2 [63], the pulse envelopes are offset by
approximately 20 fs due to the different group velocities. To obtain a maximum
THz signal, the polarization of the fundamental pulse has to be rotated by 90 ∘.
This is accomplished by a 570𝜇m thick quartz plate, which acts as a half-wave
plate for 780 nm and as full-wave plate for 390 nm. The quartz plate leads to
an additional time delay between the two pulses of 110 fs. Propagation of the
two pulses through air adds another 8.6 fs per 10 cm propagation distance to
the total time delay [275]. This time offset can be compensated by an 𝛼-BBO
crystal (cut angle 90 ∘), which has the unique property that the group velocity
of the second-harmonic is higher than that for the fundamental pulse [274].
In our case, the crystal has a thickness of 800𝜇m, which compensates a time
delay of 200 fs. The optimal distance of the 𝛽-BBO to the focus is thus between
40 cm and 70 cm. All crystals have a clear aperture of 1 ′′ and are anti-reflection
coated for 780 nm and 390 nm. The setup shown in Fig. 4.19b differs from the
original proposal in [274] in the fact that we do not use a wedge pair to control
the relative phase between the fundamental and second-harmonic pulses. In
our case, this is done by moving the 𝛽-BBO relative to the plasma position and
using the different propagation velocities in air [267,270]. As focusing mirrors
we have used off-axis parabolas with effective focal lengths between 50 mm and
150 mm. The mirrors have been coated either by gold or by aluminum, which
shows a higher reflectivity for the second-harmonic light.

Apart from technological issues, THz emission from two-color filaments is
itself a highly complex process. In addition to the strong signal in forward di-
rection, there are numerous mechanisms contributing to the total THz emission
from the plasma. Examples include ponderomotive forces [264] or Čerenkov
emission from the laser wake field [276]. However, these processes do not con-
tribute to the measured THz signal in our experimental configuration due to the
polarization selection rules of the electro-optic detection scheme and will not be
investigated further. The microscopic origin of this strong forward THz emission
has a long time been unknown. In early reports, the authors explained their
findings by a phenomenological four-wave mixing model [109,266,269,277,278].
The necessary third-order nonlinearity has first been attributed to air and later
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to the plasma itself. Sparked by this uncertainty and other deviations from
experimental observations, a microscopic polarization (MP) model has been
brought forward by Kim et al. [267, 279] and Thomson et al. [213]. It has been
adopted from an equivalent model used for the description of higher harmonics
generation from plasmas [280]. In addition, the hypotheses of this model are
supported by particle-in-cell simulations [281] and fully quantum-mechanical
calculations [282,283].

4.6.1 Microscopic Polarization Model

The idea behind the MP or current surge model is that electrons, which are
created by strong-field ionization of neutral gas molecules, are accelerated in
the combined electric field of the fundamental and second-harmonic pulses.
The electrons wobble around the positive ions, which are stationary on the
time scale of the pulse duration. When the two fields are added with the
correct relative phase, the electrons do not return to their respective origin after
the laser pulses have passed. This leads to the formation of a non-vanishing
polarization and the associated current burst gives rise to the emission of an
intense half-cycle THz pulse. In the following, we derive the basic equations
describing THz emission from two-color plasma filaments based on the MP
model. Any polarization dependence is neglected and the model is purely one-
dimensional. This reflects the experimental configuration shown in Fig. 4.19b.
In addition, neither scattering processes nor THz absorption in the plasma are
taken into account as this leads to an especially simple analytic expression for
the emitted THz field. Despite these simplifications, the model still reflects
the main properties of the plasma emitter and shows good agreement with
experimental results. Part of the results obtained in this chapter and a further
discussion of the different models for THz generation in dual-color filaments
have been published in Dietze et al., J. Opt. Soc. Am. B 26, 2016 (2009).

The incident two-color laser pulse is modeled as

𝐸(𝑡) = 𝐴0 sin(𝜔0𝑡)𝑒
−𝑡2/2Δ𝑡2 +

√
𝜂𝐴2

0 sin(2𝜔0𝑡+ Φ)𝑒−(𝑡−𝜏)2/Δ𝑡2 , (4.36)

where 𝐴0 is the fundamental peak field amplitude, 𝜔0 its angular frequency,
∆𝑡 = 𝑇FWHM/2

√
ln 2 the intensity pulse width, 𝜂 the energy conversion efficiency

of the second-harmonic generation process, Φ the relative phase between the
two pulses and 𝜏 the relative time delay between the two pulse envelopes. Note
that the value of Φ for maximum THz emission depends on the choice of sine
or cosine in Eq. (4.36). In our formulation, maximum THz emission occurs for
Φ = 0. The peak field amplitude

𝐴0 =

√︃ √
2𝑈0

𝜋3/2𝜀0𝑐0𝑤2
0∆𝑡

(4.37)
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Figure 4.20: (a) Electric field of the fundamental and second-harmonic pulses for
a pulse length of 50 fs in units of the atomic field strength 𝐸𝑎. The emitted field
calculated from the microscopic polarization model is shown in green (curve not to
scale). (b) Ionization rate and electron density for atmospheric oxygen and nitrogen
as calculated from the static tunneling model. The abundances of O2 and N2 in air
have been taken as 20% and 80%, respectively.

is in turn determined by the pulse energy 𝑈0, ∆𝑡 and the beam waist in the
focus 𝑤0 = 𝜆𝑓/𝜋𝑤𝑖𝑛, where 𝑓 is the focal length of the focusing optics and 𝑤𝑖𝑛

the input beam waist. In this formulation, intensity clamping effects in the
filament are neglected. This seems to be a valid assumption for tight focusing
conditions [213]. An example of a two-color driving pulse is shown in Fig. 4.20a
for 𝑈0 = 3 mJ, 𝑇FWHM = 50 fs, 𝜆0 = 780 nm and 𝜂 = 0.0625.

The density of electrons at time 𝑡 can be described by the differential equation

𝑑

𝑑𝑡
𝑛(𝑡) = 𝑊 (𝑡) (𝑛𝑏𝑔 − 𝑛(𝑡)) , (4.38)

where 𝑛𝑏𝑔 is the background density of neutral atoms and 𝑊 (𝑡) the ionization
rate. In using this expression, we neglect any recombination effects which would
reduce the number of electrons. This is acceptable on the time scale of the
THz emission process. For hard focusing conditions, the ionization process is
dominated by tunneling ionization [213], i.e. the strong electric field of the
laser pulse deforms the confinement potential of the electron in the atom so
strongly, that the electron can escape. The simplest form of the ionization rate
is given by the static tunneling model [284–286]:

𝑊 (𝑡) = 4𝜔𝑎

(︂
𝑈𝑖

𝑈𝐻

)︂5/2
𝐸𝑎

|𝐸(𝑡)|
exp

{︃
−2

3

(︂
𝑈𝑖

𝑈𝐻

)︂3/2
𝐸𝑎

|𝐸(𝑡)|

}︃
, (4.39)

where 𝑈𝑖 is the ionization potential of the neutral gas molecule (12.1 eV for O2

and 15.6 eV for N2 [287]), 𝑈𝐻 = 13.6 eV the ionization potential of hydrogen,

𝜔𝑎 =
1

(4𝜋𝜀0)2
𝑚𝑒4

~3
(4.40)
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the atomic frequency unit and

𝐸𝑎 =
1

(4𝜋𝜀0)3
𝑚2𝑒5

~4
(4.41)

the atomic field unit. For the boundary condition 𝑛(𝑡→ −∞) ≡ 0, Eq. (4.38)
has the analytic solution [213,288]

𝑛(𝑡) = 𝑛𝑏𝑔𝑒
−

∫︀ 𝑡
−∞ 𝑊 (𝑡′)𝑑𝑡′

∫︁ 𝑡

−∞
𝑒
∫︀ 𝑡′
−∞ 𝑊 (𝑡′′)𝑑𝑡′′𝑊 (𝑡′)𝑑𝑡′. (4.42)

which can be simplified to

𝑛(𝑡) = 𝑛𝑏𝑔

(︁
1 − 𝑒−

∫︀ 𝑡
−∞ 𝑊 (𝑡′)𝑑𝑡′

)︁
. (4.43)

Figure 4.20b shows the total ionization rate and electron density (red) as
function of time, split according to the contributions of both O2 (green) and
N2 (blue). For the calculations, the driving pulse shown in Fig. 4.20a has been
used and the relative abundances of the two species have been taken as 20%
for O2 and 80% for N2, respectively. The ionization of the gas occurs mainly
during the leading half of the driving pulse, while at later times, the electron
density barely changes.

For the later derivations, we need the number of electrons that are created
at time 𝑡0, 𝑛̇(𝑡0), which can be written as

𝑛̇(𝑡0) =
𝑑

𝑑𝑡
𝑛(𝑡)

⃒⃒⃒⃒
𝑡=𝑡0

𝑑𝑡. (4.44)

Once an electron is born, it feels a driving force due to the combined electric
field of the two laser pulses. Under the assumption that electrons are created
at rest, i.e. 𝑣(𝑡0, 𝑡0) ≡ 0, the velocity of an electron born at time 𝑡0 can be
written as

𝑣(𝑡, 𝑡0) = − 𝑒

𝑚

∫︁ 𝑡

𝑡0

𝐸(𝑡′)𝑑𝑡′ with 𝑡0 < 𝑡, (4.45)

where 𝑒 is the electron charge and 𝑚 its mass. If we assume that electrons that
have been created at the same time move at the same speed, we can write the
contribution to the current from electrons created at time 𝑡0 as

𝑗(𝑡, 𝑡0) = −𝑒𝑛̇(𝑡0)𝑣(𝑡, 𝑡0). (4.46)

The total current at time 𝑡 is thus obtained by integrating (4.46) over all times
𝑡0,

𝑗(𝑡) =

∫︁ 𝑡

−∞
𝑗(𝑡, 𝑡0)𝑑𝑡0 = −𝑒

∫︁ 𝑡

−∞
𝑛̇(𝑡0)𝑣(𝑡, 𝑡0)𝑑𝑡0. (4.47)
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Figure 4.21: THz transients (a) and spectra (b) calculated with the microscopic
polarization model for different pump pulse lengths from 50 fs to 200 fs. The time
domain data has been differentiated once to account for the transfer function of the
optical setup. For shorter pulses, both the peak field and the bandwidth of the THz
pulses increases.

Note that the time 𝑡 appears both in the integrand and the integration limit.
Equation (4.47) is equivalent to the formulation given in Ref. [279]. The authors
use the expression 𝑁𝑒(𝑡

′) for the electron density created at time 𝑡′, which
corresponds to (4.44) in our picture.

As the lateral emission spot size is usually small compared to the THz
wavelength, the emission spot can be treated as Hertzian dipole. Then, the
THz field 𝐸THz is proportional to (𝑑/𝑑𝑡)𝑗(𝑡), i.e.

𝐸THz ∝
𝑑

𝑑𝑡
𝑗(𝑡) = −𝑒 𝑑

𝑑𝑡

∫︁ 𝑡

−∞
𝑛̇(𝑡0)𝑣(𝑡, 𝑡0)𝑑𝑡0. (4.48)

This expression can be simplified by using the relation [289, p. 476]

𝑑

𝑑𝑦

∫︁ 𝛽(𝑦)

𝛼(𝑦)

𝑓(𝑥, 𝑦)𝑑𝑥 =

∫︁ 𝛽(𝑦)

𝛼(𝑦)

𝜕𝑓(𝑥, 𝑦)

𝜕𝑦
𝑑𝑥

+
𝜕𝛽(𝑦)

𝜕𝑦
𝑓 (𝛽(𝑦), 𝑦) − 𝜕𝛼(𝑦)

𝜕𝑦
𝑓 (𝛼(𝑦), 𝑦) . (4.49)

From (4.48), we get

𝑑

𝑑𝑡
𝑗(𝑡) = −𝑒

∫︁ 𝑡

−∞
𝑛̇(𝑡0)

𝜕𝑣(𝑡, 𝑡0)

𝜕𝑡
𝑑𝑡0 − 𝑒𝑛̇(𝑡0)𝑣(𝑡, 𝑡), (4.50)

where 𝑣(𝑡, 𝑡) ≡ 0 by definition. With the relation [289, p. 458]

𝑑

𝑑𝑦

∫︁ 𝑎

𝑦

𝑓(𝑥)𝑑𝑥 = 𝑓(𝑦) (4.51)
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and the definition of the velocity (4.45), the result reads

𝑑

𝑑𝑡
𝑗(𝑡) =

𝑒2

𝑚

∫︁ 𝑡

−∞
𝑛̇(𝑡0)𝐸(𝑡)𝑑𝑡0 =

𝑒2

𝑚
𝐸(𝑡)

∫︁ 𝑡

−∞
𝑛̇(𝑡0)𝑑𝑡0 =

𝑒2

𝑚
𝐸(𝑡)𝑛(𝑡), (4.52)

where the electric field 𝐸(𝑡) could be pulled out of the integral as it is inde-
pendent of 𝑡0. Using the fact that the integral over the rate of change of the
electron density is nothing else but the total electron density at time 𝑡, Eq.
(4.52) is reduced to the appealingly simple result

𝐸THz ∝ 𝐸(𝑡)𝑛(𝑡). (4.53)

For the above parameters, the emitted electric field (4.53) is shown in Fig.
4.20a (green). Apart from the THz signal, it contains also components at the
fundamental and second-harmonic frequencies, as well as higher harmonics. To
compare the model predictions to our experimental results, we have applied
a low-pass filter with cut-off frequency 10 THz and a time-derivation step to
account for the transfer function of the THz setup [270]. The obtained THz
transients are shown in Fig. 4.21a for different pulse lengths of the fundamental
pulse. The associated spectra before low-pass filtering are shown in Fig. 4.21b.
The MP model predicts the generation of extremely broadband THz pulses with
continuous spectra extending up to several tens of THz. Both the bandwidth
and the electric peak field are significantly increased by using shorter pump
pulses. Both aspects could be confirmed experimentally using an air-biased-
coherent-detection scheme (ABCD) [74]. Note that the accessible frequency
range in our experiment is limited to 0 to 10 THz.

4.6.2 THz Emission under Tight Focusing Conditions

Figure 4.22 shows the dependence of the THz peak field on various experi-
mental parameters. Thereby, the default values that have been used for the
calculations are indicated by the two vertical arrows. The aforementioned
strong dependence of the THz peak field on the pump pulse width is also
reflected in Fig. 4.22a (solid line). The open circles represent experimental
data that has been measured using the setup of Fig. 4.19b and a 150 mm focal
length aluminum mirror. To obtain a best fit to the model the data has been
multiplied by a scaling constant. During the experiment, the pulse length has
been set by controlling the internal compressor of the Spitfire XP and has been
measured using a self-built autocorrelator based on two-photon absorption in a
GaAsP photodiode. The resulting chirp of the pulse has not been taken into
account in the model. However, it has been observed that negatively chirped
pulses lead to slightly higher THz peak fields compared to positively chirped
pulses with the same pulse length.

The dependence of the peak field on the pump pulse energy is shown in Fig.
4.22b for different pulse lengths of the driving pulse. In all cases, a typical
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Figure 4.22: Calculated dependence of the THz peak field on pulse length (a),
pulse energy (b), relative time delay between fundamental and second-harmonic (c),
and ratio of fundamental and second-harmonic peak field strengths (d), respectively.
The arrows indicate the default parameters used in the calculations. The open circles
in (a) shows experimental data. Figures (a) to (d) are to scale.

saturation behavior is visible. For shorter pump pulses, the saturated THz
field amplitude is increased while the saturation energy is reduced. This can
be understood from Fig. 4.20b and Eq. (4.53). Only the part of the pump
pulse during which the electron density is changing contributes to the emitted
THz field. Thus, the electric field of shorter pulses is used more efficiently for
THz generation than that of longer pulses. To achieve the smallest possible
pulse length in the experiment, we had to remove the half-wave plate and the
polarizing beam splitter, which we have used in the previous chapters to control
the pump power. Thus, we have measured the THz peak field for 3.35 W and
1.67 W using a thin 50:50 beam splitter with negligible effect on the pulse length.
The ratio of the peak amplitudes has been 2.2, which is significantly lower than
the theoretical value of 4 (see Fig. 4.22b). This discrepancy can be related to a
more complicated energy dependence than is predicted by the simple model. In
reality, the pump pulse energy dependence will exhibit additional oscillations
due to changes of filament length and the resulting phase walk off between
fundamental and second-harmonic pulses (so-called Maker fringes) [270,290].
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Figure 4.23: THz transient (a) and spectrum (b) obtained using an aluminum
mirror with 15 cm focal length and optimized parameters. The insets show results
obtained with a gold mirror with 10 cm focal length and an aluminum mirror with
5 cm focal length, respectively.

The same argument applies also to the peak field dependence on the relative
time delay between the second-harmonic and the fundamental pulse envelopes,
as shown in Fig. 4.22c. The ionization of air is mainly linked to the fundamental
pulse envelope, while the THz emission relies on the coherent addition of both
fields. By overcompensating the group velocity delay of the second-harmonic
pulse, the overlap of the dual color driving field with the ionization period
can be optimized. For the given parameters, the maximum THz emission
occurs when the second-harmonic pulse advances the fundamental pulse by
approximately 20 fs, which corresponds to a shortening of the distance between
the 𝛽-BBO and the focus by 23 cm (see above).

Finally, the dependence of the THz peak amplitude on the ratio of the
second-harmonic field amplitude to the fundamental field amplitude is shown
in Fig. 4.22d. For small conversion efficiencies of the 𝛽-BBO, there is an almost
linear relationship. For increasing field strengths of the second-harmonic pulse,
the peak amplitude saturates. This saturation is due to an increasing ionization
rate due to the second-harmonic pulse, which cancels the effect of the coherent
addition of the two laser pulses (electrons are now also created at the ”wrong”
phase).

Taking into account these dependencies of the THz peak field on experimental
parameters and after further optimization of the pump pulse energy [291], we
obtained the THz transients and spectra shown in Fig. 4.23. These have been
recorded for three different values of the focal length of the focusing mirror. The
effect of the focusing on the density and geometry of the plasma is not included
in the model calculations. The highest peak field strength of 23 kV/cm has
been achieved with an effective focal length of 150 mm and a filament length of
approximately 1 cm. The spectrum shows a bandwidth up to approximately
6 THz. For detection, we have used a 150𝜇m thick GaP crystal, which shows
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a larger detection bandwidth compared to the 300𝜇m thick GaAs crystal used
so far. The echoes around 3.5 ps and 7 ps are due to reflections in the detection
crystal. For the calculation of the THz spectrum, only the main pulse has been
taken into account.

The insets of Fig. 4.23 show the results obtained for mirrors with 100 mm
(orange) and 50 mm (blue) effective focal length, respectively. The peak field
amplitudes have been measured to 22 kV/cm and 3 kV/cm, respectively. This
decrease in peak amplitude is probably related to an increased THz absorption
in the plasma. The use of shorter focal lengths is equivalent to tighter focusing.
The filament length is reduced and the plasma density is increased. For the
100 mm mirror, we have used the 300𝜇m thick GaAs crystal for detection.
Despite the smaller detection bandwidth, the THz spectrum extends to slightly
higher frequencies and shows a less pronounced roll-off compared to the case
of the 150 mm mirror. For even shorter focal lengths, the bandwidth extends
to over 8 THz. To our knowledge, this dependence of the spectral width on
focusing conditions has not been reported so far.

Finally, we have determined the THz pulse energy obtained with the 150 mm
focusing mirror. To this end, the THz beam waist at the detector crystal has
been measured by vertically scanning the last focusing mirror across the probe
beam. Equation (4.8) together with the waist size of 158𝜇m yields a THz
pulse energy of 56 pJ and an optical to THz conversion efficiency of 1.7 × 10−8.
The theoretical waist size calculated from Eq. (4.9) would be 184𝜇m, which
is larger than the measured value. This may be due to the extended filament
length and the resulting emission character of a line source, which leads to
a more complex beam profile at the detector (see Chap. 4.6.3). Using the
theoretical waist size, the THz pulse energy is calculated to 75 pJ, which gives
an optical to THz conversion efficiency of 2.2 × 10−8. These values are lower
than reported literature values (see for example [213] and references therein),
which we attribute mainly to the small detection bandwidth of our setup as
compared to the totally emitted bandwidth (see Fig. 4.21b). From Figs. 4.22a
and 4.22d, a possible way to increase the THz peak field and thus the THz
energy would be to use shorter pulses and to improve the second-harmonic
generation efficiency. The latter could be done by using smaller beam waists at
the 𝛽-BBO crystal and by increasing the crystal thickness.

4.6.3 Waveguide-Enhanced THz Emission under Weak
Focusing Conditions

Based on the results of the preceding chapter, one limiting factor for the THz
emission from the filament seems to be strong absorption in the dense plasma
column [267]. The plasma density can be reduced, for example, by using longer
focal length optics, thereby creating a longer filament. However, as has been
mentioned in the introductory paragraph, the filament constitutes an extended
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Figure 4.24: (a) Experimental realization of waveguide enhance THz emission. A
long focal length lens is mounted in front of the phase compensation unit. A parallel
plate waveguide comprised of two polished copper plates (length 𝐿, height ℎ and
separation 𝑤) encloses the filament. The inset shows the luminescence profile of the
filament. Partly adopted from [272]. (b) Typical THz transient with and without
the waveguide installed. The data is normalized to the case without waveguide.
The strong oscillations are due to water vapor, as the waveguide assembly has been
mounted outside of the purge chamber (yellow area).

source of radiation, which has to be imaged efficiently onto the sample and
the detector. A possible solution would be to enclose the entire filament in a
THz waveguide, which collects and guides the THz radiation. The end facet of
the waveguide then acts as a point-like source, which can easily be refocused
by the existing optics. The results of this chapter have also been published in
Dietze et al., Appl. Phys. Lett. 100, 091113 (2012).

Figure 4.24a shows a sketch of the experimental assembly. For enclosing the
filament, we have chosen to use a slot waveguide (SWG), which is relatively
easy to realize experimentally. The SWG consists of two ℎ = 2 mm thick and
𝐿 = 20 mm long copper plates with polished facets (using a 1𝜇m diamond
paste) to reduce scattering losses [292]. The plates are mounted horizontally
on two separate kinematic mounts with a variable separation 𝑑. The SWG is
vertically and horizontally centered around the filament with the THz electric
field being polarized in the waveguide plane.

To create the filament, we have used a 500 mm focal length lens. To ensure
a reasonable temporal overlap between the fundamental and second harmonic
pulses, the lens has to be placed in front of the phase compensation unit.
By varying the optical pulse energy, we have first maximized the THz peak
amplitude before installing the waveguide. The created filament thereby had a
length of 95 mm, as has been extracted from the length of the luminescence
profile (shown in the inset of Fig. 4.24a). The position of the lens along the
optical axis has been adjusted such that the visible part of the plasma column
ends exactly at the focal plane of the collecting mirror. We have used a 150 mm
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Figure 4.25: Measured peak-to-peak amplitude of the THz transients as function of
(a) plate separation and (b) plate position relative to the focal plane of the collecting
mirror. The data is normalized to the case without waveguide. The insets show the
effect of the waveguide on the THz transients. Adopted from [272].

focal length off-axis parabolic mirror for this purpose. To separate the visible
and THz pulses, we have used a Si wafer under 45 ∘. From a comparison of the
luminescence profiles with and without SWG, we ensured that the waveguide
has no detrimental effects on the plasma filament for the used plate separations
(down to 500𝜇m).

Due to the size of the assembly, we could not enclose it in the purge chamber.
Thus, the experimental data has been recorded under humid conditions. Figure
4.24b shows typical THz transients recorded with and without the waveguide.
The water vapor free induction decay is strongly visible (yellow area) and,
hence, the further discussion is restricted to the main pulse only. The measured
THz peak amplitudes in the two cases have been 3.2 kV/cm without SWG and
4.5 kV/cm with waveguide. The THz field with the SWG is thus increased by
40% compared to the case without waveguide. For the measurement, we used a
plate separation of 2 mm, and the SWG has been mounted with the end facet
aligned with the focal plane of the collecting mirror.

To study the influence of these two parameters on the detected THz field,
we have made a series of measurements. Figure 4.25a shows the peak-to-peak
amplitude of the recorded transients as function of the plate separation. The
SWG has been aligned with the focal plane of the collecting mirror. The
values have been normalized to the value without waveguide. For decreasing
separation, the peak-to-peak amplitude increases until it reaches a maximum
around 𝑤 = 2 mm. For this plate separation, 𝑤 = ℎ, the SWG is impedance
matched to free space which yields minimized reflection losses at the end
facet [292]. The maximum field enhancement that has been achieved is over
40% compared to the case without waveguide. Reducing the plate separation
further leads to a drastic decrease of the measured signal. We attribute this to
worse imaging of the electric field onto the detector due to strong diffraction, and
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Figure 4.26: Transversal beam profile at detector position (a) without and (b)
with waveguide installed (red dots). The solid line shows the calculated profile using
the model described in the text. Adopted from [272].

enhanced absorption due to a higher overlap of the waveguide mode with the
plasma filament. For separations above 2 mm, the waveguide had a negligible
effect on the pulse dispersion, as can be seen from the insets in Fig. 4.25a.

For a plate separation of 2 mm, Fig. 4.25b shows the measured peak-to-peak
amplitude as function of position relative to the focal plane of the parabolic
mirror. Negative values correspond thereby to positions closer to the mirror.
The focal plane separates two distinct regimes. For shorter distances, the
overlap between the filament and the waveguide reduces. In addition, the image
of the source is also translated out of the focal plane of the last focusing mirror.
Thus, the signal quickly decays. For longer distances, respectively, the detected
signal is the coherent addition of the radiation emitted from the SWG end
facet and the radiation emitted along the part of the filament protruding the
waveguide. The observed oscillation is a consequence of the interference of the
two parts. From the data, we could estimate a half-period of 22 mm, which
corresponds roughly to the periodicity created by the temporal walk-off between
the fundamental and second-harmonic pulses in air (see [270], for example).
This hypothesis is also supported by the recorded field transients (shown in
the insets of Fig. 4.25b), which show a clear shoulder for larger distances to
the mirror.

The presence of the SWG should also have a significant impact on the THz
beam profile at the detector as it modifies the radiation characteristics of
the filament from a line source to a point-like source. Figure 4.26 shows the
measured beam profiles without and with waveguide, respectively. The profiles
have been recorded by vertically translating the last focusing mirror to scan
the THz beam across the probe beam. For the measurements, the SWG has
been aligned with the focal plane of the collecting mirror and the chosen plate
separation has been 2 mm.

As is expected for an extended THz source, the beam profile shown in Fig.
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4.26a for the case without waveguide is highly non-Gaussian. To understand
the detailed shape of the profile, we have adopted a simple model based on
Gaussian beam propagation using the ABCD matrix formalism [293]. The
model is conceptually similar to the one proposed by Zhong et al. [294], which
is based on the coherent addition of spherical waves emitted along the filament.
However, in contrast to their work, our model allows to include the frequency
dependent transfer function of the optical setup, and, thus, to calculate the
expected beam profile at the detector crystal. The generation spot of the
THz light is taken as the beam waist position, 𝑧0, of an emanating Gaussian
beam relative to the focal plane of the collecting mirror. The waist size, 𝑤0, is
initially frequency independent, which accounts for the fact that the emission
spot size is given by the filament diameter. By application of the ABCD-matrix
method for each frequency of the generated THz spectrum, 𝜔, we can derive
the new beam waist 𝑤(𝜔, 𝑧0) at the position of the detector crystal [293]. In
the calculations, the finite aperture size of the 2 ′′ THz optics is explicitly taken
into account (see [295]). The radial beam profile at the detector position is
then obtained by

𝐸det ∝
∫︁ 0

−𝐿fil

d𝑧0

∫︁ ∞

0

d𝜔 𝑒−𝑟2/𝑤(𝜔,𝑧0)2 , (4.54)

where 𝐿fil is the effective length of the filament contributing to the detected
signal and 𝑟 the radial distance to the optical axis. Thereby, we have neglected
any phase-mismatch and temporal walk-off between THz, fundamental and
second-harmonic pulses. This results in an effective filament length, which
combines the effects of real filament length, optical depth of focus and phase-
matching length (see [270], for example).

The solid line in Fig. 4.26a shows a best fit of our model to the data.
The effective filament length has been estimated to 25 mm, which is only one-
third of the total filament length. This shows that a large portion of the
generated THz signal is actually lost in the conventional imaging setup. Apart
from the limited depth of view of the optical setup, the limiting factors are
mainly temporal walk-off of the pump pulses and strong diffraction of the
emitted radiation. As typical filament diameters are on the order of a hundred
micrometers [265], the generated THz radiation is emitted in a large solid angle
and the detected signal is finally aperture limited. This is expressed by the fact
that the model calculation shown in Fig. 4.26a does not change for beam waists
below ≈ 200𝜇m. Based on the excellent agreement with the experimental
data, we conclude that the proposed model correctly describes the origin of the
measured beam profiles.

In the case with the waveguide installed, as shown in Fig. 4.26b, we have
found a best match for a single emission spot, i.e. 𝐿fil = 0, and an initial
beam waist of 1.8 mm. The latter corresponds roughly to the used plate
separation and the slight discrepancy might be related to the exact shape of
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the field distribution of the guided mode. From 𝐿fil = 0, we conclude that the
waveguide successfully changed the emission characteristics from a line source
to a point-like emitter.

Finally, we have estimated the detected pulse energy in both cases by tem-
porally integrating over the transient squared (including the water vapor free
induction decay). Without the waveguide, we have measured the beam waist
to be around 150𝜇m, leading to a pulse energy of approximately 9 pJ. The
beam waist in the case with SWG is approximately 320𝜇m, despite the fact
that the detected peak field is larger by 40%. The pulse energy in this case
is calculated to 38 pJ. Thus, the waveguide efficiently increases the detected
pulse energy by a factor 4.3.

In summary, we have found a significant increase in both the detected
pulse energy and peak field emitted from a long filament under weak focusing
conditions by using a slot waveguide. However, the achieved peak field strength
is still a factor of four lower than what has been achieved under the strong
focusing conditions without waveguide (see preceding chapter).

4.7 Comparison of Methods

The general aim of the preceding chapters has been the generation of broadband
THz pulses with as high as possible peak field strengths. To reach this ambitious
goal, various different approaches for the generation of high field THz pulses
have been investigated. These included THz emission based on coherent plasma
oscillations, optical rectification in large area crystals, photoconductive antenna
arrays and four-wave mixing in dual-color laser filaments.

All presented methods have shown a bandwidth in excess of 5.5 THz, which
has been mainly limited by the used detector crystal. The highest bandwidth
has been achieved with the two-color laser induced filament, which extended
up to 8 THz (under hard focusing conditions).

All methods, except the plasma emitter, reached a maximum SNR of almost
1:1000. The low SNR of 1:200 in the case of the two-color filament is due to the
highly nonlinear processes involved in the filament formation and THz emission,
which amplifies the pulse-to-pulse fluctuations of the pump pulse energy. The
surface plasmon emitter reached the highest SNR at 4 THz (1:100), closely
followed by the large area GaP crystal. The THz spectrum generated by the
photoconductive antenna array showed the typical shape of any GaAs based
PCA emitter. Thus, the use of the PCA array is limited to frequencies below
approximately 2 THz.

The highest pulse energy has been achieved with the PCA array (3 nJ),
followed closely by the GaP emitter (0.3 nJ). Both methods thereby achieved a
similar peak field strength of almost 40 kV/cm. Thus, by improved imaging of
the antenna emission onto the detector, even higher field strengths should be
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obtainable.
In the case of the two-color filament, the achieved peak field strengths have

been much lower than what has been expected based on reports from other
groups (see for instance [266,268]). We attribute this discrepancy mainly to
differences in the used pump pulse lengths. Using 35 fs pulses instead of 100 fs
would yield at least a four times enhancement in the THz peak field (compare
to Fig. 4.22a).

The field strength obtained from the surface plasmon emitters has been
limited to below 5 kV/cm. However, the broad frequency content and the high
SNR make this type of emitter an excellent choice for generating THz probe
pulses in a THz pump / THz probe configuration.

Based on the simplicity of the experimental setup accompanied by an excellent
SNR and a high peak field amplitude, the large area GaP crystal has been
chosen as the workhorse for further nonlinear experiments. Especially the
high stability of the emitted radiation and the Gaussian beam profile make
it attractive for high power THz spectroscopy of intersubband excitations in
semiconductors. First results on THz induced non-equilibrium dynamics in
rectangular QWs are subject to the following chapter.
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Chapter 5

Nonlinear THz Spectroscopy of In-
tersubband Transitions

The following chapter is devoted to the study of coherent dynamics of inter-
subband transitions subject to intense few-cycle THz pulses. Rabi oscillations,
the periodic exchange of energy between a two-level system and an electro-
magnetic radiation field, are probably the most prominent example of coherent
dynamics in quantum systems [296]. However, the ideal two-level atom, in
general, represents a too simplified model of real world solid state systems.
To study light-matter interactions beyond textbook models, QWs provide the
ideal experimental test bed, as the number of subbands, their energy spacing
and the transition dipole moments can be engineered at the growth stage [40]
(see also Chap. 3.1).

The use of ultra short pulses allows time-resolved spectroscopy on picosecond
time scales and the observation of coherence phenomena despite the short
dephasing times usually found in solid state systems [211]. However, this
requires a solid theoretical description that goes beyond the commonly made
approximations, such as the slowly-varying envelope approximation (SVE) and
the rotating wave approximation (RWA) [89]. In addition, the large bandwidth
of single-cycle THz pulses can be used to couple adjacent QW levels, which
allows to study quantum interference phenomena [297], or to coherently control
ISBTs [147,298,299].

The spectroscopy of ISB excitations in quantum wells subject to intense THz
radiation has been mainly based on optical probing of intraband transitions
[300–303], or has been limited to the mid-infrared spectral region [147,202,297,
304]. Thereby, most THz experiments have been conducted using narrowband
radiation from free-electron lasers delivering THz powers on the order of several
kW. In the following, we present, to our knowledge, the first results on direct
measurements of the complex dynamics of ISBTs subject to intense single-cycle
THz pulses. Due to the complicated nature of the underlying processes, we can
give only a qualitative discussion on a few dominant effects. Part of the results
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5 Nonlinear THz Spectroscopy of Intersubband Transitions

Figure 5.1: Scheme of the experiment. (a) The multiple QW sample is mounted on
a copper holder with a narrow aperture to block any bypassing THz light. (b) The
QWs can be depleted by applying a negative bias voltage to the Schottky gate. (c)
The four lowest energy levels of the QW. At 5K all electrons are in the ground state.
The THz spectrum peaks around the first transition and extends up to the second
excited level. (d) Direct single photon transitions to the second excited level are
dipole forbidden, but there are two distinct two-photon transitions possible, which
might lead to interference phenomena due to different accumulated phases 𝜑1 and
𝜑2. (e) Strong driving of the primary transition leads to a level splitting, which can
be probed by the |2⟩ → |3⟩ transition. Adopted from [305].

presented in the following have also been submitted to Nat. Photonics (2012).

5.1 First Experimental Results

Figure 5.1a shows a sketch of the experiment. Intense single-cycle THz pulses
are tightly focused onto the facet of a 5 mm long multiple QW sample (UKQW,
see Appx. A) which is mounted on a copper holder with a 500𝜇m × 5 mm
aperture to block any bypassing THz light. The substrate is thereby used as
a dielectric waveguide for the THz pulses, which are polarized parallel to the
growth direction of the heterostructure in order to fulfill the optical selection
rules. The sample is held in a flow cryostat with silicon windows and is cooled
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5.1 First Experimental Results

to 5 K during the measurements.
The THz pulses are generated by dynamically phase matched optical rectifica-

tion in a large area (110)-cut GaP crystal [252]. The electric peak field strength
incident on the sample is estimated to 20 kV/cm for an optical pump energy of
3.3 mJ. The spectrum peaks around 1.3 THz and extends up to 5.5 THz. The
details of the generation process are given in Chap. 4.4. The transmitted signal
is finally detected using electro-optic sampling based on a 300𝜇m thick (110)
GaAs crystal. After transmission through the sample, the THz peak amplitude
is about 10% of the incident peak field. This is due to significant dispersion in
the GaAs waveguide in addition to distorted imaging of the end facet to the
detector crystal1.

The QWs are directly contacted by Ge/Au Ohmic contacts. On the surface,
an aluminum Schottky contact has been fabricated by physical vapor deposition.
Thus, by applying a negative bias voltage of −10 V to the Schottky gate, the
electrons are pushed out of the area underneath the top contact (see Fig.
5.1b). This allows electrical modulation of the electron density and yields a
selective way of measuring the ISB polarization (see also Chap. 3.1). In the
experiment, the electron density is modulated by applying a 500 Hz square
signal to the sample, which is phase locked to the 1 kHz trigger signal from
the regenerative amplifier. The detection electronics stores both transients,
depleted and non-depleted, simultaneously. This allows to directly calculate
the modulation signal induced by the intersubband polarization via:

∆𝐸 = 𝐸sig − 𝐸ref , (5.1)

where 𝐸ref denotes the transmission signal through the depleted sample and 𝐸sig

the transmission through the non-depleted sample, respectively. The achieved
modulation signal is almost 12% of the transmitted reference field with a SNR
of about 1:100.

The sample itself consists of ten symmetrically modulation doped, 52 nm wide
GaAs QWs separated by 160 nm thick Al0.3Ga0.7As barriers grown on a semi-
insulating GaAs wafer. From capacitance-voltage measurements, the average
sheet density in the wells has been determined to 𝑛2𝑑 = 2.55 × 1010 cm−2 at a
sample temperature of 5 K [306]. From the ten wells, only seven are actually
contacted and can be depleted. Figure 5.1c shows the theoretical level structure
obtained using the transfer matrix method (see Chap. 3.1). The calculated
transition frequencies are not corrected for the depolarization shift, which
becomes quite important in rectangular QWs at THz frequencies [40]. Using
the above carrier density, Eq. (3.16) yields the corrected transition frequencies
𝜔̃12 = 2𝜋 × 1.56 THz, 𝜔̃23 = 2𝜋 × 2.44 THz, and 𝜔̃34 = 2𝜋 × 3.31 THz. The
blue bar indicates the extend of the THz spectrum. At 5 K all electrons can be

1The emission spot is offset by 5mm from the original focus position, and the metallic
holder extends another few mm behind the sample, which leads to an asymmetric far
field pattern.

117



5 Nonlinear THz Spectroscopy of Intersubband Transitions

assumed to be in the ground state. Therefore, only the fundamental transition
|1⟩ → |2⟩ is directly possible, which coincides with the peak of the driving
spectrum.

The second excited level |3⟩ can be populated only via two one-photon tran-
sitions over the first excited state, or via a two-photon transition over a virtual
state (see Fig. 5.1d). The accumulated phase of the electron wavefunction
of the second excited level is different for the two coherent paths, which can
lead to quantum interference phenomena reminiscent of electromagnetically
induced transparency [297]. The peak of the pump spectrum coincides with
the first transition from the ground state to the first excited state. For high
enough THz field strengths we expect a dressing of the involved energy levels
due to Rabi oscillations (see Fig. 5.1e). In the frequency domain, this dressing
manifests itself as level splitting, which can be probed via the (weakly driven)
|2⟩ → |3⟩ transition. This is known as the Autler-Townes effect2 [307]. The
level splitting also leads to the occurrence of sidebands on the strongly driven
transition, the so-called Mollow triplet3 [308].

The occurrence of these coherent effects is thereby strongly dependent on the
electric field amplitude of the THz driving pulse. Figure 5.2 shows the measured
modulation signal, ∆𝐸, for different values of the pump power incident on
the GaP crystal. For the chosen experimental parameters, the THz peak
field scales almost linearly with the optical pulse energy (see Chap. 4.4). At
the lowest pump energy of 125𝜇J, shown in Fig. 5.2a, the THz peak field
incident on the sample is estimated to be 0.8 kV/cm. The modulation signal
consists of two parts, a leading pulse (yellow area) followed by a damped,
almost monochromatic oscillation. The first part consist of the coherently
driven response of the QW as the electrons essentially try to follow the incident
electric field, while the second part represents the free induction decay of the
ISB polarization [200]. From a fit of a damped sinus to the free induction
decay part (not shown), we could extract a center frequency of 1.5 THz and
a dephasing time of 2.3 ps. The latter corresponds to a FWHM linewidth of
0.14 THz and is in good agreement with the modulation spectrum obtained
by Fourier transformation (shown in Fig. 5.2b). Thus, for weak driving, the
multiple QW behaves as a two-level system. The measured transition frequency
fits to the calculated frequency corrected for the depolarization shift, as is
expected in square wells.

When the THz electric field amplitude is increased, there is a gradual
appearance of a beating pattern, indicated by the black arrows in Fig. 5.2c.
The data has been taken for 750𝜇J pump pulse energy corresponding to
4.5 kV/cm incident electric field. This beating is a clear indication for a second
frequency component in the spectrum. We attribute this to an increased
occupation of the first excited level, which activates the next higher transition

2Named after Stanley H. Autler (1922-1991) and Charles H. Townes (born 1915).
3Named after Benjamin Mollow.
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5.1 First Experimental Results

Figure 5.2: Modulation signal obtained for different THz pulse energies. (a)
Modulation signal in the time domain for 125mW of optical pump power. The
signal consists of the free induction decay of the QW system and a residual part
of the driving pulse due to refractive index changes (yellow area). (b) Spectrum
associated to Fig. 5.2a. (c) Same as Fig. 5.2a for 750mW. There is a beating
indicated by the black arrows. (d) Spectrum associated to Fig. 5.2c. There appears
a second peak (black arrow). (e) Same as Fig. 5.2a for 1125mW. The free induction
decay acquires a pulse-like structure (gray area). (f) Spectrum associated to Fig.
5.2e. There appears a broad feature between the two distinct peaks (black arrow).
(g) Same as Fig. 5.2a for 2000mW. The signal contains higher frequencies. (h)
Spectrum associated to Fig. 5.2g. A third peak appears (black arrow). Partly
adopted from [305].
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5 Nonlinear THz Spectroscopy of Intersubband Transitions

|2⟩ → |3⟩. In addition, the decay of the modulation signal becomes faster,
which indicates an additional loss mechanism compared to the two-level case.
The shape of the beating suggests that the two frequency components have
different decay times, whereby the second frequency probably decays faster. In
the modulation spectrum, shown in Fig. 5.2d, a second peak appears around
2.4 THz (indicated by black arrow), which corresponds to the depolarization
shifted value of the |2⟩ → |3⟩ transition frequency. The peak appears to be
splitted into a doublet, which might be a first sign of the Autler-Townes effect.
The first transition peak is broadened compared to the weakly driven case. This
is either due to an additional loss channel or an indication of the appearance
of the Mollow triplet [308].

Around 1125 mW of optical pump power (6.8 kV/cm), shown in Fig. 5.2e, the
beat pattern gets more pronounced and resembles the photon echoes produced
by the free-induction decay in water molecules, for example [4]. This pulse-
like structure is an indication for a broadened modulation spectrum which
contains many frequency components. In the Fourier domain, these additional
frequencies appear as a broad feature between the first and second transition
(indicated by black arrow). The |1⟩ → |2⟩ peak becomes asymmetric with
the wing facing the broad feature being steeper. This asymmetric line shape
is a signature of a Fano resonance4, which involves interference between a
discrete transition and a continuum [309]. Similar signatures are obtained
from the interference of an ISBT with the ponderomotive current induced
by an in-plane electric field component [310]. In the present configuration,
however, the ponderomotive current does not play a role as the electric field is
perpendicular to the QW plane. The microscopic origin of this broad feature
will be discussed below in more detail.

Figure 5.2g shows the modulation signal for an optical pump energy of 2 mJ
corresponding to an incident peak field strength of approximately 12 kV/cm.
Both the oscillation period and the decay time are faster than in the previous
cases. The modulation spectrum shows the appearance of a third peak centered
around 3.3 THz (indicated by black arrow in Fig. 5.2h). This peak can be
associated to the |3⟩ → |4⟩ transition, as the frequency fits to the calculated
value including the depolarization shift. The appearance of this transition
requires a significant electronic population in the second excited state. As
the sample is held at 5 K, the population transfer is solely accredited to the
strong THz pulse and, thus, has to take place within the pulse duration. From
the modulation transient, we know that the dephasing times of the ISBTs are
longer than the THz pulse length. Hence, the population transfer is a coherent
process similar to the Rabi oscillation in a two-level system. We conclude that
the broad band THz pulse creates a phase-locked population in all (accessible)
energy levels of the QW. The population transfer will be treated below in more

4Named after Ugo Fano (1912-2001).
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Figure 5.3: Comparison of measured (blue) and simulated (red) data. The measured
data has been obtained with 𝑃opt = 1000mW. (a) The THz pulse transmitted
through the depleted sample has been used as input for the FDTD code. (b)
Modulation signal in the time domain. (c) Modulation spectra. (d) Absorption
spectra.

detail. Finally, we note the appearance of a sharp minimum between the broad
feature and the second transition peak. In combination with the asymmetric
line shape of this peak, this is a signature of a second Fano resonance.

5.2 One-Dimensional FDTD Simulations of
Multi-Level QWs

In order to get a rough understanding of the multitude of effects taking place
in the strongly driven QW system, we attempted a theoretical description
in terms of the Maxwell-Bloch equations for multilevel systems [89]. The
equations present an extension of the two-level Maxwell-Bloch model treated
in Chap. 3.5 and Appx. D.2. To simulate the complex interaction of the
incident few-cycle THz pulse with the extended sample, we combined the
multilevel Maxwell-Bloch equations with a one-dimensional FDTD code [167].
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5 Nonlinear THz Spectroscopy of Intersubband Transitions

The QW sample is simulated as a homogeneous slab embedded in vacuum,
whereby the semiconductor substrate is included as a lossless dielectric with
a constant refractive index 𝑛 = 3.6. The computational space is bounded
by Engquist-Majda ABCs, which are exact in 1d [169,170]. The spatial grid
size is chosen as ∆𝑧 = 1𝜇m, which ensures a resolution of at least 10 grid
cells per wavelength. The details of the finite difference implementation of
the Maxwell-Bloch equations are given in Appx. D.3. The treatment is based
on a single-electron picture, i.e. collective effects such as the depolarization
shift are not included. In addition, the electron momentum is neglected since
the electric field is oriented perpendicular to the quantum well plane and the
subband dispersion is assumed to be parabolic. Thus, our model does not
include a ponderomotive in-plane current [310].

The dispersion, the THz pulse experiences upon transmission through the
waveguide, is taken into account by using the transient transmitted through
the depleted sample as input waveform for the FDTD simulation (similar to
Ref. [299]). The waveform obtained for an optical pump energy of 1 mJ is
shown in Fig. 5.3a. We have applied a window function to the experimental
data to reduce the noise introduced by an abrupt switch on of the electric
field at the beginning of the simulation. This particular pump power has been
chosen as it represents an intermediate driving strength with the free induction
decay already showing contributions from all three ISBTs.

By iteratively changing the QW parameters for the simulation, we could
obtain an excellent agreement between the experimental data and the simulation
results, as is shown in Figs. 5.3b to 5.3d. For the simulation, the transition
dipole moments have been taken from the transfer matrix calculations of the
wavefunctions: 𝜇12 = 9 nm, 𝜇23 = 10 nm, and 𝜇34 = 11 nm, respectively. The
transition frequencies have been determined as 𝜈12 = 1.44 THz, 𝜈23 = 2.49 THz,
and 𝜈34 = 3.31 THz. The best correspondence between the simulated and
measured FWHM linewidths and relative amplitudes of the absorption peaks
has been obtained for the following dephasing times and population decay rates:
𝜏12 = 2 ps, 𝜏23 = 1 ps, 𝜏23 = 1.3 ps, and Γ13 = 3 × 1011 s−1. The population
decay rate describes the (possibly non-radiative) transfer of population from
the upper to the lower level. Its main effect is to reduce the relative amplitude
of the absorption line associated to the |3⟩ → |4⟩ transition. The excellent
agreement shows that our simple model captures the essential physics, and we
will discuss some aspects of this complicated light-matter interaction in the
remainder of this chapter.

For the following simulations, we have chosen to rather use a model pulse,
that imitates the experimental transient, than the experimental data itself. In
this way, we get rid of noise that is always present in the experiment. The
input pulse of Fig. 5.3a could be best approximated using

𝐸THz(𝑡) = 𝐸0 cos
(︀
𝜔0𝑡+ 𝑐𝑡2 + 𝜑0

)︀
𝑒−(4 ln 2)𝑡2/Δ𝑡2 , (5.2)
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Figure 5.4: Measured (a) and simulated (b) modulation spectra for different THz
pulse energies. The simulation reproduces the broad feature between the first and
second transition (yellow area). Partly adopted from [305].

with 𝐸0 being the peak amplitude, 𝜔0 = 2𝜋 × 1.35 THz the center frequency,
𝑐 = 3 × 1024 s−2 the linear chirp, 𝜑0 = −1.3 the phase offset, and ∆𝑡 = 1.8 ps
the FWHM pulse length.

5.3 Nonlinear Refractive Index in a Three-Level
System

Figure 5.4 shows the measured and simulated modulation spectra for increasing
values of the THz pulse energy. In the experiment, the optical pump power has
been varied from 125𝜇J to 3.3 mJ, while, in the simulation, the peak amplitude
𝐸0 incident on the sample has been varied from 0.1 kV/cm to 6.1 kV/cm.
From the good correlation between the two datasets, we conclude that the
effective electric field interacting with the QWs inside the sample lies between
approximately 0.1 kV/cm and 2.7 kV/cm5.

As can be seen from Fig. 5.4, the FDTD simulations reproduce the power
dependent appearance of the three ISBTs and, especially, reproduce the broad
feature between the first and second transition peak (indicated by yellow area).
Thus, the ponderomotive current can be eliminated as physical origin of the
continuum leading to the observed Fano resonances as it is explicitly excluded
from the model. Furthermore, no electronic transition apart from the QW
ISBTs does play a role since this broad feature is absent in the absorption
spectra [310] (see Fig. 5.6).

5These values have been derived using the Fresnel transmission coefficient of the vacuum-
GaAs interface. The electric field in the simulation is related to the field which has an
actual overlap with the electronic wavefunctions of the multiple QW sample and does not
necessarily coincide with the real peak amplitude in the GaAs waveguide.
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5 Nonlinear THz Spectroscopy of Intersubband Transitions

Figure 5.5: Energy level diagram of four-wave mixing processes in a three level
system. The red arrow indicates the frequency of the resulting polarization. (a)
Four-wave mixing by saturation-type nonlinearity on the |1⟩ → |2⟩ transition. (b)
Same for the |2⟩ → |3⟩ transition. (c) Two-photon absorption nonlinearity associated
to the |1⟩ → |3⟩ transition.

Therefore, it has to be related to a coherent modification of the refrac-
tive index, caused, for example, by self- or cross-phase modulation. Figure
5.5 summarizes the possible contributions to this nonlinear refractive index
modification in a three-level QW. The dominant contribution comes from a
one-photon resonant driving of two adjacent levels of the QW, as shown in Figs.
5.5a and 5.5b. This process is often described by 𝜒(3)(𝜔;𝜔,−𝜔, 𝜔) to emphasize
its triply resonant nature. The nonlinearity stems in this case from the satura-
tion of the two-level absorption, which is why it is also called saturation-type
nonlinearity [63]. This results in a modification of the refractive index in the
vicinity of the (one-photon) transition frequencies 𝜔̃12 and 𝜔̃23, respectively. As
a consequence, the modulation signal shows a pedestal around the ISBT peaks,
as seen in Fig. 5.4a, which is absent in the absorption spectra (shown in Fig.
5.6a).

In addition to the saturation-type nonlinear refractive index, there is a two-
photon absorption nonlinearity as sketched in Fig. 5.5c. This four-wave mixing
process, denoted by 𝜒(3)(𝜔;−𝜔, 𝜔, 𝜔), is resonantly enhanced for frequencies
close to or less than half the ISBT frequency 𝜔13 [311]. Due to the parity
selection rules, this two-photon nonlinearity is restricted to the |1⟩ → |3⟩
transition and cannot be observed for the other two transitions. Furthermore,
there is a connected parametric interaction of the type 𝜒(3)(𝜔𝑎;−𝜔𝑏, 𝜔, 𝜔), which
describes cross-phase modulation between weak optical fields of frequencies
𝜔𝑎 and 𝜔𝑏 provided that 𝜔𝑎 + 𝜔𝑏 ≈ 2𝜔 [312]. Hence, the spectral width of the
nonlinearity associated to the two-photon absorption is sufficient to explain
the large bandwidth of the observed feature.

In the simulation, the two-photon resonance should appear around 𝜔2𝛾 =
2𝜋 × 1.95 THz, which agrees with the center frequency of the broad feature as
shown in Fig. 5.4b. As has been mentioned earlier, the simulation is based on
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a one-electron picture and thus neglects the effect of the depolarization shift
on the ISBT frequencies. Using the bare ISBT frequencies for 𝜔12 and 𝜔23,
the two-photon resonance in the experiment should appear centered around
𝜔2𝛾 = 2𝜋 × 1.75 THz, or around 𝜔2𝛾 = 2𝜋 × 2.0 THz when the depolarization
shift is included. As can be seen from Fig. 5.4a, the position of the broad
feature complies with the corrected frequencies, which fits to the results of
Heyman et al. on ISB second- and third-harmonic generation in QWs [313].

According to Khurgin et al. [311], the one-photon saturation-type nonlinearity
should completely dominate the nonlinear refractive index and mask any signs
of the two-photon absorption nonlinearity. Especially, this should be the case
in ordinary rectangular QWs, such as the one we are using in our experiment.
To circumvent this issue, they have proposed to use special types of QW
structures, where the one-photon resonance cannot interfere with the two-
photon transition [311]. One possible explanation, why we can see signatures
of the two-photon absorption nonlinearity in rectangular QWs, is based on the
fact that the saturation-type nonlinearity suffers from huge absorption losses,
which limits the achievable nonlinearity [311]. In contrast, there is no linear
absorption associated with the two-photon nonlinearity, why its amplitude does
barely saturate with higher driving fields. For strong enough driving fields, the
two-photon nonlinear refractive index will eventually dominate the spectrum
(at least far from the ISBT frequencies).

5.4 Collective ISB Excitations and Dressed State
Effects

Figure 5.6a shows the measured absorption spectra for different values of the
THz pulse energy. The total absorption of the sample has been calculated
via [310]:

𝛼(𝜔) ∝ 𝐼𝑚

(︂
−𝑖∆𝐸(𝜔)

𝐸ref(𝜔)

)︂
, (5.3)

which is valid for the single-pass transmission under the assumption that
|∆𝐸(𝜔)| ≪ |𝐸ref(𝜔)| and the substrate is non-absorbing6. Part of the spectra is
shaded in gray and is excluded from the discussion due to the insufficient SNR
in this frequency range. The spectra are comprised of the three allowed ISBTs,
|1⟩ → |2⟩, |2⟩ → |3⟩, and |3⟩ → |4⟩ without any sign of additional absorption
processes, such as due to the two-photon transition |1⟩ → |3⟩. As has been
mentioned earlier, the broad feature associated to the nonlinear refractive index
is absent in the absorption spectra. There are three aspects worth noting.
First, the absorption peak associated to the |1⟩ → |2⟩ transition is shifted to

6Under the stated assumptions, this equation is equivalent to 𝛼 = −(2/𝐿) ln (|𝐸sig| / |𝐸ref |),
where the sample length is taken as unity, 𝐿 ≡ 1 (see for example [314]).
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Figure 5.6: (a) Measured absorption spectrum for different THz pulse energies
showing the three lowest ISBTs. The first absorption peak is red-shifted for higher
driving fields (blue line). The second transition appears as a doublet for lower pump
powers (yellow area). The curves are offset for clarity. Part of the spectra is shaded
in gray due to the limited SNR. Adopted from [305]. (b) Simulated absorption
spectrum for dephasing times extracted from Fig. 5.3. The red-shift of the first
transition is absent (blue line). (c) Same for five times longer dephasing times. The
second absorption peak shows a splitting for lower THz energies (yellow area). (d)
Same for ten times longer dephasing times. In addition to the second absorption
peak, both the first and third transition show a splitting (yellow and gray areas).

lower frequencies for higher pump powers (indicated by blue line). Second, the
|2⟩ → |3⟩ absorption peak seems to be splitted for lower pump energies (yellow
area). The splitting then disappears for THz fields above ≈ 6 kV/cm incident
on the sample. And third, the relative amplitudes of the three absorption peaks
vary with the incident THz field strength.

Figure 5.6b shows simulated absorption spectra with the dephasing param-
eters as derived using the iterative procedure discussed above (see Fig. 5.3).
The center frequency of the first absorption peak is thereby independent of the
incident THz field. This indicates that the experimentally observed redshift
has to be attributed to a collective effect of the two-dimensional electron gas,
which cannot be described in the single electron picture used in the FDTD
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simulations. This effect has first been predicted in 1993 by Za lużny [315], and
is related to an undressing of the collective ISB excitation which is causing the
depolarization shift of the bare ISBT frequencies (see Chap. 3.1). According to
theory, the depolarization shift is proportional to the population difference in
the participating energy levels, 𝑁1 −𝑁2 [316]. Thus, an intuitive explanation
for the observed redshift is based on the transfer of population from the ground
state to higher lying states. The experimental observation has till now been
possible only using intense THz radiation from free-electron lasers with peak
powers of 1 kW and several 𝜇𝑠 long pulses [317,318]. These high intensities have
been necessary to transfer sufficient electrons to the excited state. The fact that
we can observe the undressing of the collective excitation with comparatively
weak THz pulses is a further indication for the coherent transfer of population
within the pulse duration (see above).

Another signature for coherent driving is the observed frequency splitting
of the |2⟩ → |3⟩ transition (yellow area in Fig. 5.6a). According to the level
scheme shown in Fig. 5.1e, this splitting would be a consequence of the dressing
of the |1⟩ → |2⟩ transition under intense THz irradiation. The frequency
splitting of the dressed states is given by the generalized Rabi frequency [319]

Ω =
√︀

Ω12 + ∆, (5.4)

where Ω12 is the on-resonance Rabi frequency and ∆ the detuning between the
driving field and the transition frequency. The experimental observation of the
Autler-Townes effect is in general based on nearly monochromatic pump fields,
which lead to a well defined energy separation of the dressed states (see for
example [297, 302, 303]). Thus, one important issue to clarify is whether the
observation of these coherence effects is possible with broadband THz pulses,
as are used in our experiment.

In regard of the quality of the data it is difficult to clearly identify the Autler-
Townes effect and we can only give qualitative arguments. In addition, the
disappearance of the level splitting for higher driving fields is counterintuitive,
and, despite the fact that the dressing of the states is included in the Maxwell-
Bloch model, the splitting cannot be observed in the simulated absorption
spectra shown in Fig. 5.6b. These issues will be addressed shortly in the
following.

As has been discussed above, the dephasing parameters have been derived
from the data obtained at 1 mJ optical pump power, thereby assuming the
dephasing to be power-independent. From a comparison of the linewidths of
the first transition for low pump energies, however, it seems as if the values
used in the simulations would overestimate the dephasing for low pump powers.
Therefore, we have conducted FDTD simulations for five and ten times lower
dephasing rates. The results are shown in Figs. 5.6c and 5.6d, respectively.
For five times longer coherence times, the absorption peak of the |2⟩ → |3⟩
transition exhibits a similar doublet structure as in the experiment (yellow
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area in Fig. 5.6c). For increasing THz peak fields, the splitting again vanishes.
Thus, there is a qualitative agreement between the idealized FDTD simulations
and our experimental results. For ten times longer coherence times, there
appears even a level splitting of the absorption peak associated to the |3⟩ → |4⟩
transition (gray area in Fig. 5.6d). The frequency splitting in this case increases
with increasing pump energy, as would be expected for the Autler-Townes effect.
In addition, the first absorption peak shows a complicated structure, which is
probably related to the Mollow triplet (yellow area in Fig. 5.6d). We conclude
that the system is capable of showing coherent driving effects for low enough
dephasing rates despite the broadband nature of the THz pulse.

Furthermore, the disappearance of the level splitting with increasing THz
energies is also present in the simulation (see Fig. 5.6c), where the pure
dephasing rate is kept constant. One possible explanation could be additional
dephasing induced by power broadening [63]. However, we propose another
explanation which is again related to the efficient transfer of population from
the ground state to higher lying states. The Rabi frequency, Ω12, in an ensemble
of two-level systems, scales as Ω12 ∝ √

𝑛2𝑑, where 𝑛2𝑑 is the areal density of
carriers participating in the coherent superposition of states |1⟩ and |2⟩ [145,319].
In the present system, the electrons have to be shared among all levels. Thus,
for increasing THz pulse energy, more and more electrons are excited to higher
lying states and are thus no longer available for the Rabi oscillations. As a
consequence, the level splitting gradually disappears.

Based on the above arguments, it might be possible that the observed level
splitting is indeed a signature for the Autler-Townes effect. However, a clear
identification would require a more detailed experimental investigation.

5.5 Quasi-Thermalization between a QW and a
Photon Bath

In the discussion so far, the coherent population transfer between the ground
and excited states has been mentioned several times. To investigate this aspect
further, we have plotted in Fig. 5.7a the absorption strength

𝐴𝑖𝑗 =
1

𝜔+ − 𝜔−

∫︁ 𝜔+

𝜔−

𝛼(𝜔)𝑑𝜔, (5.5)

averaged over the frequency interval 𝜔− < 𝜔𝑖𝑗 < 𝜔+, versus the THz pulse
energy

𝑈THz ∝
∫︁ ∞

−∞
|𝐸ref(𝑡)|2 d𝑡 (5.6)

normalized to the maximum value appearing in the measurement series. The
experimental data is shown as dots.
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Figure 5.7: Integrated absorption strength of the lowest three transitions as
function of the (normalized) THz energy (red = |1⟩ → |2⟩, orange = |2⟩ → |3⟩, blue
= |3⟩ → |4⟩). The solid lines are fit results of Eq. (5.7) to the data (dots). (a)
Experimental data. (b) FDTD results with dephasing. (c) FDTD results without
dephasing. (d) The level occupation may thermalize by energy exchange via the
interaction Hamiltonian with a photon bath provided by the broadband THz pulse.

At nearly zero THz energy, only the first transition (red) shows significant
absorption, whereas the higher transitions |2⟩ → |3⟩ (orange) and |3⟩ → |4⟩
(blue) show almost no absorption. As the absorption strength is proportional
to the population difference between the upper and the lower energy level (see
Chap. 3.1), all electrons can be assumed to be in the ground state when no
THz pulse is incident. For increasing pulse energy, the |1⟩ → |2⟩ absorption
decreases towards zero. The second transition steeply increases and shows a
maximum absorption strength around 𝑈THz ≈ 0.3. For higher pulse energies, the
absorption decreases again. The absorption associated to the third transition,
|3⟩ → |4⟩, sets in much slower and saturates for the highest investigated pulse
energies. This behavior is due to the transfer of electrons from the ground state
to the higher lying states.

As the relative distribution of the absorption strengths resembles a thermal
electron population in the different subbands, we have attempted to fit the
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5 Nonlinear THz Spectroscopy of Intersubband Transitions

data with an expression of the form

𝐴𝑖𝑗 = 𝐴0
𝑖𝑗 ln

(︂
1 + 𝑒~𝜔𝑖/𝑘𝐵𝑇

1 + 𝑒~𝜔𝑗/𝑘𝐵𝑇

)︂
. (5.7)

Thereby, 𝐴0
𝑖𝑗 is a scaling factor, ~𝜔𝑖 and ~𝜔𝑗 are the energies of levels |𝑖⟩ and

|𝑗⟩ relative to the ground state and

𝑇 = 𝑎𝑈𝑇𝐻𝑧 + 𝑏 (5.8)

is the effective electron temperature with a scaling parameter 𝑎 and an offset 𝑏.
The latter is essentially the substrate temperature. Equation (5.7) is based on
the temperature dependence of the ISB absorption coefficient (3.13) with the
Fermi energy set equal to the ground state energy7.

For the fitting procedure, we have assumed the energies of the QW levels
to be known. Thus, the three absorption curves have been fitted using three
independent amplitudes 𝐴0

𝑖𝑗, which take into account the different oscillator
strengths, damping rates, etc. and a common parameter set, 𝑎 and 𝑏, for the
temperature. There is an excellent agreement between the experimental data
and the fit results, which are shown as solid lines in Fig. 5.7a. We found
the values 𝑎 = 235 K, and 𝑏 = 19 K. Thus, the electron population for the
highest pump energy corresponds to the thermal population obtained for a
lattice temperature as high as 255 K. However, this effective temperature is
not the real temperature of the sample, as the width of the absorption lines is
barely changed for higher pump powers8.

To investigate the microscopic origin of this quasi-thermalization of the
level occupations, we have performed FDTD simulations with the dephasing
parameters derived from the 1 mJ data, shown in Fig. 5.7b, as well as without
any dephasing or energy relaxation processes (shown in Fig. 5.7c). In both
cases, we observe a similar behavior with almost equal scaling parameters
𝑎 = 163 K (139 K) and 𝑏 = 18 K (16 K) for the case with (without) dephasing9.
In both cases, the agreement between the fitted model and the data is excellent.
Thus, we can safely eliminate elastic and inelastic scattering processes as reason
for the observed energy dependence.

A possible explanation is sketched in Fig. 5.7d. The level occupations of the
QW system may thermalize by exchanging energy with a photon bath, similar
to a heat bath. The reservoir is in this case represented by the broadband THz
pulse, and the coupling between the two systems is provided by the interaction

7The linear dependence on T, however, is omitted, as the number of electrons is conserved
in the present experiment.

8The linewidth should strongly increase due to enhanced scattering with phonons and hot
electrons.

9Note that the scaling of the 𝑥 axis between the experimental and the simulated data is
different due to the different energy intervals probed.
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Hamiltonian 𝐻int (see Chap. 3.1). Within the pulse duration, the electrons in
the QW absorb and emit several photons until a kind of equilibrium distribution
has been established. Thereby, the frequency distribution in the THz pulse does
not have to be thermal, i.e. correspond to a blackbody spectrum. A different
spectrum would just lead to different amplitude factors. Rather, the necessary
condition is that the pulse duration is longer than the typical timescale for
photon absorption and emission, which is set by the Rabi frequency. In the
experiment, the pulse duration is shorter than the involved scattering times.
Therefore, the occupation thermalization takes place within the decoherence
time and results in a fully coherent quasi-thermal electron distribution.

Alternatively, the observed distribution may be a consequence of the coherent
driving of the electronic transitions by the few-cycle THz pulse. In this
case, the excellent correspondence between the thermal distribution and the
observed occupations would be purely coincidental. To clarify which process
is the dominating one, a further experimental and theoretical investigation is
necessary.

To summarize, we have successfully demonstrated the direct observation of
non-equilibrium dynamics of ISBTs subject to intense few-cycle THz pulses.
Based on the excellent agreement between one-dimensional FDTD simulations
utilizing multi-level Maxwell-Bloch equations, we could identify some of the
intriguing effects that are accessible in the experiment. Thereby, the experiment
revealed also collective dynamics that are not captured in a one-electron picture.
The full treatment of the entire experimental results, however, goes beyond the
scope of this thesis. The present study of the complex interaction of ISBT and
intense THz pulses is rather intended to open the field for numerous further
experiments and theoretical concepts aimed to study and utilize nonlinear
light-matter interaction on THz time scales.
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Chapter 6

Conclusions

The general aim of this thesis has been the investigation of the interaction
of THz radiation with semiconductor heterostructures in a regime that goes
beyond the usual linear description.

Two different pathways to reach this ambitious goal have been presented.
For the first one we have borrowed concepts from cavity QED. By coupling the
quantum wells to a nearby resonator, their radiative properties can be modified
in a way that leads to the creation of a new class of light-matter-states very
similar to ISB cavity polaritons [145].

The second approach has been based on the extension of a conventional THz
TDS setup to use broadband THz pulses with high field strengths. These pulses
could then be used directly to induce and probe nonlinear ISB dynamics in
QWs on picosecond timescales.

The conclusions of the individual parts of the presented work are given in
the following.

6.1 Cavity QED with THz Metamaterials

At the beginning of Chap. 3, the basic optical properties of ISBTs in semicon-
ductor quantum wells have been introduced. Due to the polarization selection
rules, electromagnetic radiation can couple to ISBTs only when the electric field
is oriented parallel to the growth direction of the QW. This represents a tight
constraint on experimental geometries aiming to investigate ISB excitations
by free space radiation. Furthermore, many body effects modify the optical
response. A single photon does not couple to a single electron, but rather to a
collective mode of the two-dimensional electron gas, the ISB plasmon.

In the following, THz MMs have been introduced as an excellent way of
coupling (normally incident) free space THz radiation to ISBTs. Thereby, the
resonance frequency and Q-factor can almost entirely be determined by the
right choice of geometry of the meta-atom. The influence of the most relevant
parameters on the optical response of THz MMs has been discussed using the
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example of the SRR, which is certainly the most prominent MM building block.
Furthermore, by combination with collective excitations of the MM array, the
radiative linewidth of dipolar resonances can be significantly reduced. The
resonant mode of such a meta-atom can be represented by a localized plasmon
showing an exponentially decaying electric field into the substrate, which is
polarized perpendicular to the MM plane.

This field component can be used to efficiently couple the localized plasmon
resonances of the meta-atoms to the ISB plasmons in the QW underneath
the MM layer. The combination of these two concepts has thus enabled a
range of intriguing experiments on coupled quantum systems. Using a single
parabolic QW and a dSRR geometry, we found a coupling strength that has
been sufficient to reach the strong coupling regime. The experimental proof has
been a line splitting of the bare MM resonance. By etching away part of the
substrate, the effective refractive index of the surrounding medium is changed,
which leads to a blue shift of the bare MM resonance frequency. Thus, we
could measure the polariton dispersion on the very same sample. By fitting
a theoretical model to the data [146], we found a vacuum Rabi frequency of
0.17 THz, which makes almost 8% of the ISBT frequency.

The observed effects are thereby reminiscent of cavity QED with atoms in
optical cavities [320], or excitons in dielectric microcavities [321]. The latter
has lately been extended to ISB plasmons in metallic microcavities where
the interaction strength has been shown to reach the ultrastrong coupling
regime [148,149]. A consequence of the strong interaction of the light in the
cavity with the ISB plasmons is the formation of so-called ISB cavity polaritons
as a new type of elementary excitation [145]. These polaritons are subject to
intense research worldwide as they may enable lasing without inversion and
the generation of quantum vacuum radiation in the THz and sub-THz even at
room temperature [145,206].

The system used in our work shows many similarities to the above cavity
QED experiments. The photon field in the optical cavity has been replaced
by the electromagnetic near-field of the localized plasmons as the fundamental
MM excitations. Due to the near field interaction, the MM plasmons couple
directly to the ISB plasmons giving rise to a similar Hamiltonian as in the
cavity polariton experiments. Thus, we expect the dynamics of our system to
be governed by the same physics. This includes also the possibility of emission
of quantum vacuum radiation. The planar MM thereby constitutes an ideal
way of coupling this radiation to free space in a controlled way.

Thus, triggered by the initial experiments conducted during this thesis, there
will be a strong interest in further research in this direction. One intermediate
goal will be the time resolved observation of strong coupling in a THz TDS
spectrometer. To this end, a special emphasis will have to be paid to the right
choice of meta-atom geometry featuring a high Q-factor. Apart from room
temperature THz sources, these devices can also be used as efficient spatial
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light modulators for pulse shaping and compressive imaging applications. In
combination with the high nonlinearities achievable in especially designed
QWs, the huge field enhancement in the vicinity of the MM might lead to the
realization of THz nonlinear optical elements such as frequency doublers [313],
and parametric mixers for heterodyne detection schemes [322].

6.2 High Field THz Time-Domain Spectroscopy

An alternative way to achieve high electric field strengths for spectroscopy has
been presented in Chap. 4, where we have introduced the high field THz TDS
setup that has been developed during this thesis. The core building block is a
regenerative Ti:Sapphire amplifier capable of delivering sub-100 fs pulses with
4 mJ of energy. These amplifiers usually suffer from increased pulse-to-pulse
fluctuations of the energy, which leads to signal-to-noise ratios on the order of
1:100 to 1:200. In order to use the setup for spectroscopy of ISBTs in QWs, a
key issue has been the improvement of the noise figures.

To this end, the amplifier is seeded from an Er-doped fiber laser, which
features two output ports. The two pulses have been derived from the same
oscillator pulse and are therefore inherently stable with respect to each other.
The second output at 1.56𝜇m is used for electro-optic detection of the THz
pulses, which have been generated using the 780 nm pulses from the amplifier.
Due to this separation of pump and probe wavelengths, the influence of stray
light is minimized and a background free detection is possible. Furthermore,
the all-electronic pulse picking allows to use the full repetition rate of the
amplifier, which further increases the achievable SNR by

√
2.

For the generation of the THz pulses, various methods have been investigated.
The requirements thereby have been a broad spectrum (> 5 THz) and an as
high as possible electric field strength in the focus. During the work, we have
also devised several ways of enhancing either the achievable field strength or
the bandwidth of known emission concepts.

Area scaling has proven useful to circumvent saturation in all solid state
THz emitters. Especially, we could apply this concept successfully to surface
plasmon emitters, which constitute one of the first THz sources used for TDS.
The achievable peak field strength has been on the order of 5 kV/cm with a
large dynamic range even at high frequencies (> 4 THz).

Optical rectification in nonlinear crystals has been known for a long time to
be capable of generating very high field strengths. However, phase matching
between the optical pump and the THz pulses is a general problem. In this
work, we have presented a novel type of phase-matching based on the dynamic
modification of the THz refractive index of a large area GaP crystal by the
strong pump pulse. This technique allows the use of thicker crystals without
loosing bandwidth.
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Furthermore, area sectioning has been shown as a technological step enabling
the fabrication of large area interdigitated photoconductive antennas with a
high yield of functioning devices. The emission spectrum from the antenna
has been mainly focused to frequencies below 1 THz. However, this emitter
delivered both the highest peak field strength (40 kV/cm) and the highest THz
pulse energy (3 nJ).

The use of amplified pulses allows to explore novel techniques for THz
generation, which are not possible with oscillator based setups. The most
impressive one is the generation of THz radiation using the nonlinearity of
ambient air by mixing the optical pump pulse with its second-harmonic in a
laser induced filament. We have investigated THz emission both under tight
and loose focusing conditions. In the latter regime, the THz yield could be
further increased by 40% in terms of detected field and a factor 4.3 in terms of
pulse energy by using a THz slot waveguide.

There are essentially two ways to further improve the achievable THz field
strengths. The first one is to test different materials with higher nonlinearities.
The second one would be to abandon the requirement of a huge bandwidth,
thus, enabling the use of specialized techniques, such as quasi-phase matching
or narrowband mixing of linearly chirped pulses.

Nevertheless, the achieved pulse parameters in this thesis are already sufficient
for nonlinear spectroscopy on QW ISBTs. Due to its ease of use and the excellent
stability of the generated THz pulses, the large area GaP crystal has proven
the workhorse for this kind of experiments.

6.3 Quantum Optics Toy Box

The experiments presented in Chapter 5 are yet another proof of the fruitful
combination of the THz spectral range with semiconductor heterostructures.
Using the intense single-cycle THz pulses generated by dynamically phase-
matched optical rectification in the large area GaP crystal [252], we have been
able to perform THz TDS on ISBTs in a modulation doped multiple QW
sample. In combination with a depletion-modulation technique [159], we could
selectively measure the induced ISB polarization with an excellent SNR as
function of the THz field amplitude of the driving pulse.

The measured THz field dependence of the optical response of the QWs
showed intriguing features, which are clear indications of THz induced non-
equilibrium dynamics. The main results of our experiments include the un-
dressing of collective excitations and nonlinear wave mixing of the incident
THz pulse with the induced ISB polarization. Such effects have been observed
so far only with narrowband radiation from free electron lasers [313,317,318].

Further results have been the coherent population transfer to higher lying
states and a line splitting of the |2⟩ → |3⟩ transition reminiscent of the Autler-
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Townes effect [307]. Thereby, the ultrashort duration of the single-cycle pulses
has been a key aspect enabling the observation of signatures of quantum
coherence despite the fast dephasing times usually found in solid state systems
[211].

With the excellent stability and high intensity of the pulses available in the
developed THz TDS setup together with the high degree of control over the
ISB system, we have an ideal quantum optics toy box at hand, which gives us
the unique opportunity to test quantum optics theories beyond the standard
textbook models. In combination with beam shaping, for example using THz
MMs, coherent control schemes can be tested easily and non-equilibrium states
can be created in a controlled way. This allows a detailed study of dephasing
and energy loss channels in more complicated heterostructures, such as THz
QCLs, and might open a route towards room temperature operation of these
devices.

Further applications include the design and testing of parametric frequency
converters based on QW nonlinearities for monolithic integration into QCL
active regions. This helps to extend the range of frequencies accessible with
solid state THz sources and might also serve as a way to increase the gain
bandwidth, thereby enabling the mode-locked operation of THz QCLs.

The progress of scientific development is, in effect, a continual flight
from wonder.

Albert Einstein
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List of Abbreviations

ABC absorbing boundary condition

ABCD air-biased-coherent-detection

ADE auxiliary differential equation

AFM atomic-force microscope

ASOPS asynchronous optical sampling

dSRR doubly-split-ring resonator

DTGS deuterated triglycine sulfate

ECOPS electronically controlled optical sampling

EIT electromagnetically induced transparency

EOC electro-optic crystal

EOD electro-optic detection

FDTD finite-difference time-domain

FFT fast Fourier transformation

FIR far-infrared

FTIR Fourier transform infrared spectroscopy / spectrometer

FWHM full width at half maximum

GVM group velocity mismatch

ISB intersubband

ISBT intersubband transition

LO longitudinal optical

LT-GaAs low-temperature grown GaAs

MBE molecular beam epitaxy
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List of Abbreviations

MCT mercury cadmium telluride

MIR mid-infrared

MM metamaterial

MP microscopic polarization

NIR near-infrared

PBC periodic boundary condition

PQW parabolic quantum well

PVD physical vapor deposition

Q factor quality factor

QED quantum electrodynamics

QW quantum well

RIE reactive ion etching

rms root-mean square

RWA rotating wave approximation

SI-GaAs semi-insulating GaAs

SNR signal-to-noise ratio

SRR split-ring resonator

SVE slowly-varying envelope approximation

SWG slot waveguide

TDS time-domain spectroscopy

THz terahertz

TO transverse optical
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Appendix A

Growth Sheets

H727 - THz Plasmon Emitter

Layer (substrate → surface) x (%) Thickness (Å) Doping (cm−3)

SI GaAs substrate (100) ≈ 500𝜇m

GaAs 20000 1.5× 1016

LT GaAs @ 230 ∘C 500

This sample is a regrowth of G567. Growth is followed by a 10 min in situ
annealing step at 600 ∘C. The substrate diameter is 3 ′′.

H728 - THz Plasmon Emitter

Layer (substrate → surface) x (%) Thickness (Å) Doping (cm−3)

SI GaAs substrate (100) ≈ 500𝜇m

GaAs 5000 3× 1018

GaAs 1700

LT GaAs @ 230 ∘C 700

Growth is followed by a 10 min in situ annealing step at 600 ∘C. The substrate
diameter is 3 ′′.
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A Growth Sheets

G234 - Ten Asymmetric Coupled Quantum Wells

Layer (substrate → surface) x (%) Thickness (Å) Doping (cm−3)

SI GaAs substrate (100) 508𝜇m± 20𝜇m

GaAs 500

loop 20x

AlAs 20

GaAs 20

endloop

GaAs 3000

AlGaAs 30 2000

loop 10x

loop 4x

AlGaAs 30 5 1× 1018

AlGaAs 30 10

end loop

AlGaAs 30 300

GaAs 83

AlGaAs 30 25

GaAs 95

AlGaAs 30 300

loop 4x

AlGaAs 30 5 1× 1018

AlGaAs 30 10

end loop

end loop

AlGaAs 30 5 1× 1018

AlGaAs 30 2000

GaAs 50 1× 1015
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G318 - Parabolic Quantum Well

Layer (substrate → surface) x (%) Thickness (Å) Doping (cm−3)

SI GaAs substrate (100) 508𝜇m± 20𝜇m

GaAs 1000

loop 10x

AlAs 6

GaAs 14

endloop

AlGaAs 30 2000

loop 10x

AlGaAs 30 10 1.2× 1019

AlGaAs 30 20

end loop

AlGaAs 30 300

PQW GaAs/AlGaAs 0/30 1200

AlGaAs 30 300

loop 10x

AlGaAs 30 10 1.2× 1019

AlGaAs 30 20

end loop

AlGaAs 30 1000

AlGaAs 30 100 1× 1018

AlGaAs 30 800

GaAs 50

Parabolic quantum well is formed by digital alloying.
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A Growth Sheets

G334 - Parabolic Quantum Well

Layer (substrate → surface) x (%) Thickness (Å) Doping (cm−3)

SI GaAs substrate (100) 508𝜇m± 20𝜇m

GaAs 1000

loop 50x

AlAs 6

GaAs 14

endloop

AlGaAs 30 2000

loop 18x

AlGaAs 30 10 1.8× 1019

AlGaAs 30 20

end loop

AlGaAs 30 150

PQW GaAs/AlGaAs 0/30 1400

AlGaAs 30 150

loop 18x

AlGaAs 30 10 1.2× 1019

AlGaAs 30 20

end loop

AlGaAs 30 200

AlGaAs 30 110 1× 1018

AlGaAs 30 800

GaAs 50

Parabolic quantum well is formed by digital alloying.
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G424 - Parabolic Quantum Well

Layer (substrate → surface) x (%) Thickness (Å) Doping (cm−3)

SI GaAs substrate (100) 508𝜇m± 20𝜇m

GaAs 5000

loop 50x

AlAs 6

GaAs 14

endloop

AlGaAs 30 2700

PQW GaAs/AlGaAs 0/30 1400

AlGaAs 30 1800

GaAs 50

Structure is a regrowth of G334 but undoped. Parabolic quantum well is formed
by digital alloying.
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A Growth Sheets

UKQW - Multiple Quantum Wells

Layer (substrate → surface) x (%) Thickness (Å) Doping (cm−3)

SI GaAs substrate (100)

AlGaAs 30.6 2000

AlGaAs Si 𝛿-doping 72 s, 1× 1012 cm−2

AlGaAs 30.6 7800

loop 100x

GaAs 14

AlAs 5

endloop

AlGaAs 30.6 200

loop 10x

GaAs 15

GaAs Si 𝛿-doping 1.5 s, 2× 1010 cm−2

GaAs 15

AlGaAs 30.6 300

GaAs 520

AlGaAs 30.6 300

GaAs 15

GaAs Si 𝛿-doping 1.5 s, 2× 1010 cm−2

GaAs 15

AlGaAs 30.6 1000

endloop

AlGaAs 30.6 9000

AlGaAs Si 𝛿-doping 72 s, 1× 1012 cm−2

AlGaAs 30.6 2000

GaAs 100

The sample has been fabricated at the University of California in Santa Barbara
in 1994.
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H797 - Multiple Quantum Wells

Layer (substrate → surface) x (%) Thickness (Å) Doping (cm−3)

SI GaAs substrate (100) 625𝜇m

AlGaAs 30 2000

AlGaAs Si 𝛿-doping, 1× 1012 cm−2

AlGaAs 30 7800

loop 100x

GaAs 14

AlAs 5

endloop

AlGaAs 30 200

loop 10x

GaAs 15

GaAs Si 𝛿-doping, 3× 1010 cm−2

GaAs 15

AlGaAs 30 300

GaAs 520

AlGaAs 30 300

GaAs 15

GaAs Si 𝛿-doping, 3× 1010 cm−2

GaAs 15

AlGaAs 30 1000

endloop

AlGaAs 30 9000

AlGaAs Si 𝛿-doping, 1× 1012 cm−2

AlGaAs 30 2000

GaAs 200

The sample is a modified regrowth of UKQW.
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A Growth Sheets

H824 - Multiple Quantum Wells

Layer (substrate → surface) x (%) Thickness (Å) Doping (cm−3)

SI GaAs substrate (100) 625𝜇m

AlGaAs 30 2000

AlGaAs Si 𝛿-doping, 1× 1012 cm−2

AlGaAs 30 7800

loop 100x

GaAs 14

AlAs 5

endloop

AlGaAs 30 200

loop 10x

GaAs 15

GaAs Si 𝛿-doping, 3× 1010 cm−2

GaAs 15

AlGaAs 30 300

GaAs 520

AlGaAs 30 300

GaAs 15

GaAs Si 𝛿-doping, 3× 1010 cm−2

GaAs 15

AlGaAs 30 1000

endloop

AlGaAs 30 9000

AlGaAs Si 𝛿-doping, 1× 1012 cm−2

AlGaAs 30 2000

GaAs 200

The sample is a regrowth of H797 with 1/3 less doping in the well part by using
2/3 of shutter opening time.
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Appendix B

Analytic Expression for Polarizabil-
ity of a Split-Ring Resonator

The SRR is one of the few meta-atom geometries for which a closed analytical
expression for the polarizability tensor can be derived. This appendix gives
a rough sketch of the procedure based on the so-called wire-and-loop model
[162,164].

Figure B.1a shows the geometry of the SRR. The center radius of the loop
is 𝑅, the width of the wire strip is 𝑑, and the slit has a width of 𝑠. The SRR
is assumed to be made of lossless metal. The validity of the model is further
restricted to moderately sized rings with small wire diameter [323]:

𝑘𝑅 ≤ 1.3, and 𝑑≪ 𝑅, (B.1)

where 𝑘 = 𝜔
√
𝜀𝜇 is the wavevector of the incident wave with the effective

permittivity and permeability of the material as given by Eq. (3.23). Under
these assumptions, the SRR can be modeled as a loaded loop antenna, where
the slit represents a capacitive load.

The current distribution for a loop antenna driven by a delta-like voltage
source 𝑉0 at the azimuthal position 𝜑0 = 0 can be expressed in form of a Fourier
series [323]

𝐼𝑇 (𝜑) = −𝑖𝑉0
𝜋

√︂
𝜀

𝜇

(︃
1

𝐴0

+ 2
∞∑︁
1

cos𝑛𝜑

𝐴𝑛

)︃
. (B.2)

Under the assumptions (B.1), it is sufficient to keep only the first three terms
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B Analytic Expression for Polarizability of a Split-Ring Resonator

Figure B.1: (a) SRR geometry with wire thickness 𝑑, average ring diameter 𝑅, and
slit width 𝑠. (b) Incident electric field 𝐸 oriented parallel to slit induces a current
density 𝐽 flowing on both sides of the ring, leading to an electric dipole 𝑝 oriented
in the same direction. (c) Same for field perpendicular to slit. (d) In the same
configuration, the asymmetric current gives rise to a magnetic dipole 𝑚 pointing
into the paper plane. (e) A varying magnetic field 𝐵 pointing out of the paper plane
gives also rise to an electric dipole. (f) In the same configuration, a magnetic dipole
with opposite polarity is induced (Lenz’ rule).

in the Fourier expansion (B.2) and only terms up to the order (𝑘𝑟)6 [323]:

𝐴0 =
𝑘𝑅

𝜋

[︂
ln

(︂
8𝑅

𝑟0

)︂
− 2

]︂
+

1

𝜋

[︀
0.667(𝑘𝑅)3 − 0.267(𝑘𝑅)5

]︀
−𝑖
[︀
0.167(𝑘𝑅)4 − 0.033(𝑘𝑅)6

]︀
(B.3)

𝐴1 =

(︂
𝑘𝑅− 1

𝑘𝑅

)︂
1

𝜋

[︂
ln

(︂
8𝑅

𝑟0

)︂
− 2

]︂
+

1

𝜋

[︀
−0.667(𝑘𝑅)3 + 0.207(𝑘𝑅)5

]︀
−𝑖
[︀
0.333(𝑘𝑅)2 − 0.133(𝑘𝑅)4 + 0.026(𝑘𝑅)6

]︀
(B.4)

𝐴2 =

(︂
𝑘𝑅− 4

𝑘𝑅

)︂
1

𝜋

[︂
ln

(︂
8𝑅

𝑟0

)︂
− 2.667

]︂
− 𝑖
[︀
0.050(𝑘𝑅)4 − 0.012(𝑘𝑅)6

]︀
+

1

𝜋

[︀
−0.400(𝑘𝑅) + 0.210(𝑘𝑅)3 − 0.086(𝑘𝑅)5

]︀
. (B.5)

When the loop acts as receiving antenna, the antenna current 𝐼𝑅 is obtained
by integrating the generated electromotive force over the whole antenna.

For a plane wave with amplitude 𝐸𝑖𝑛, incident under an angle 𝜃 with the
surface normal (𝑧 axis) and with electric field polarized at an angle 𝜓 with
respect to the 𝑦 axis, the antenna current distribution is given as [323,324]:

𝐼𝑅𝐿 (𝜑) = 𝐸𝑖𝑛

[︂
𝐽𝑅(𝜑) − 𝐽𝑅(𝜑0)

𝑌𝑖𝑛 + 𝑌𝐿
𝐽𝑇 (𝜑− 𝜑0)

]︂
, (B.6)
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where 𝐽𝑇 (𝜑) = 𝐼𝑇 (𝜑)/𝑉0 with 𝐼𝑇 given by Eq. (B.2), and 𝐽𝑅(𝜑) = 𝐼𝑅(𝜑)/𝐸𝑖𝑛

with [323]

𝐼𝑅(𝜃, 𝜑) = 2𝑅𝑖

√︂
𝜀

𝜇
𝐸𝑖𝑛

[︂
cos𝜓

(︂
𝐽 ′
0 (𝑘𝑅 sin 𝜃)

𝑖𝐴0

− 2𝐽 ′
1 (𝑘𝑅 sin 𝜃)

𝐴1

cos𝜑

)︂
− 2𝐽1 (𝑘𝑅 sin 𝜃)

𝐴1𝑘𝑅 sin 𝜃
sin𝜑 sin𝜓 cos 𝜃

]︂
. (B.7)

being the closed loop receiver current. Thereby, 𝐽0 and 𝐽1 are the Bessel
functions of first kind with the primed versions denoting their derivatives. The
azimuthal angle of incidence is taken as 𝜑0 = 0 without loss of generality, which
means that the plane wave is incident in the 𝑥-𝑧 plane.

Figures B.1b to B.1f list all possible combinations of incident electric and
magnetic fields and the respective induced dipoles that have to be considered.
The presence of the slit breaks the rotational symmetry of the loop and, hence,
the SRR can be left or right handed. In the following, the left handed case is
attributed to the upper sign and the other case to the lower sign.

Substitution of (B.2) and (B.7) in (B.6) gives

𝐼𝑅𝐿 (𝜑) = 2𝑅𝑖

√︂
𝜀

𝜇
𝐸𝑖𝑛

{︂
cos𝜓

(︂
𝐽 ′
0 (𝑘𝑅 sin 𝜃)

𝑖𝐴0

− 2𝐽 ′
1 (𝑘𝑅 sin 𝜃)

𝐴1

cos𝜑

)︂
− 2𝐽1 (𝑘𝑅 sin 𝜃)

𝐴1𝑘𝑅 sin 𝜃
sin𝜑 sin𝜓 cos 𝜃 +

𝑖

𝜋

√︂
𝜀

𝜇

1

𝑌𝑖𝑛 + 𝑌𝐿
cos𝜓

×
(︂
𝐽 ′
0 (𝑘𝑅 sin 𝜃)

𝑖𝐴0

∓ 2𝐽 ′
1 (𝑘𝑅 sin 𝜃)

𝐴1

)︂(︂
1

𝐴0

± 2 cos𝜑

𝐴1

)︂}︂
, (B.8)

where only the first two terms of the Fourier expansion have been kept, as
only these contribute to the electric and magnetic dipoles. If the gap would be
closed, the admittance of the gap, 𝑌𝐿, would become infinity and (B.8) would
equal (B.7), as expected.

Excitation Due to Magnetic Field

For pure magnetic excitation, we choose 𝜃 = 𝜋/2 and 𝜓 = 0. We can identify
the terms due to the magnetic field by comparison with the case 𝜃 = 0 and
𝜓 = 0, which only yields the terms due to 𝐸𝑦. The receiver current due to 𝐵𝑧

is then

𝐼𝑅𝐿 (𝜑)± = −2𝑅𝐽1 (𝑘𝑅)

𝜇𝐴0

𝐵𝑧

(︂
1 +

𝑖

𝑌𝑖𝑛 + 𝑌𝐿

√︂
𝜀

𝜇

1

𝐴0𝜋

)︂
∓ 𝑖

𝑌𝑖𝑛 + 𝑌𝐿

√︂
𝜀

𝜇

4𝑅𝐽1 (𝑘𝑅)

𝜋𝜇𝐴0𝐴1

𝐵𝑧 cos𝜑, (B.9)

153



B Analytic Expression for Polarizability of a Split-Ring Resonator

where we have used

𝐸𝑦 =
1

𝜇

√︂
𝜇

𝜀
𝐵𝑧, (B.10)

and 𝐽 ′
0(𝑧) = −𝐽1(𝑧).

The current consists of a uniform part which is responsible for the magnetic
dipole moment and additionally, a ”cos𝜑” part, which creates an electric dipole.
Substitution of the uniform part into

m =
1

2

∫︁
r× j(r)𝑑3𝑟 (B.11)

yields the magnetic polarizability tensor element

𝛼𝑚𝑚
𝑧𝑧 = −2𝜋𝑅3𝐽1(𝑘𝑅)

𝜇𝐴0

(︂
1 +

𝑖

𝑌𝑖𝑛 + 𝑌𝐿

√︂
𝜀

𝜇

1

𝐴0𝜋

)︂
. (B.12)

The sign is independent of the handedness of the particle, as the induced current
always flows according to Lenz’ rule (see Fig. B.1f).

The remaining ”cos𝜑” term of (B.9) yields the cross-polarizability element
𝛼𝑒𝑚
𝑦𝑧 . We rewrite this in the form 𝐼𝑅𝐿 (𝜑) = 𝐼1 cos𝜑 with

𝐼1 = ∓ 𝑖

𝑌𝑖𝑛 + 𝑌𝐿

√︂
𝜀

𝜇

4𝑅𝐽1 (𝑘𝑅)

𝜋𝜇𝐴0𝐴1

𝐵𝑧 (B.13)

and substitute into

p =
𝐼1𝑅

𝑖𝜔

∫︁ 2𝜋

0

⎛⎜⎜⎜⎜⎝
cos𝜑 sin𝜑

sin2 𝜑

0

⎞⎟⎟⎟⎟⎠ 𝑑𝜑 =
𝐼1𝑅

𝑖𝜔

⎛⎜⎜⎜⎜⎝
0

𝜋

0

⎞⎟⎟⎟⎟⎠ =
𝐼1𝜋𝑅

𝑖𝜔
𝑒𝑦, (B.14)

which immediately yields

𝛼𝑒𝑚
𝑦𝑧,± = ∓4𝑅2𝐽1(𝑘𝑅)

𝜔𝜇𝐴0𝐴1

√︂
𝜀

𝜇

1

𝑌𝑖𝑛 + 𝑌𝐿
. (B.15)

The situation is sketched in Fig. B.1e. Due to the geometry, there is no 𝛼𝑒𝑚
𝑥𝑧

component of the polarizability tensor.

Excitation Due to Electric Field

Also in the case of electric excitation of the ring, we have to consider two
distinct cases. First, we treat the excitation due to an electric field polarized
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along the 𝑥 axis. Substituting the values for 𝜓 = −𝑝𝑖/2 and 𝜃 = 0 into the
”cos𝜑” term of (B.8) yields

𝐼𝑅(𝜑) = −2𝑅𝑖

𝐴1

√︂
𝜀

𝜇
𝐸𝑥 cos𝜑 =: 𝐼1 cos𝜑, (B.16)

where we made use of

𝐽 ′
1(0) =

1

2
. (B.17)

Equation (B.16) can be written in terms of a current density j by using the fact
that the current flows only on a ring with radius 𝑅 and negligible thickness.
Using the continuity equation and the divergence in cylindrical coordinates [289],

∇v =
1

𝑟

[︂
𝜕

𝜕𝑟
(𝑟𝑣𝑟) +

𝜕

𝜕𝜑
𝑣𝜑 +

𝜕

𝜕𝑧
(𝑟𝑣𝑧)

]︂
, (B.18)

gives the corresponding charge distribution

𝜌(r) =
𝐼1
𝑖𝜔

1

𝑟
𝛿(𝑟 −𝑅)𝛿(𝑧) sin𝜑. (B.19)

The electric dipole moment is then obtained by integrating over the position
vector

p =

∫︁
r𝜌(r)𝑑3𝑟. (B.20)

After re-substituting 𝐼1 from (B.16), we find

𝑝𝑥 = −2𝜋𝑅2

𝜔𝐴1

√︂
𝜀

𝜇
𝐸𝑥 (B.21)

and also the desired polarization tensor element

𝛼𝑒𝑒
𝑥𝑥 = −2𝜋𝑅2

𝜔𝐴1

√︂
𝜀

𝜇
. (B.22)

Therefore, the response of the SRR to the incident field is not affected by the
presence of the slit (see Fig. B.1b).

This changes for 𝑦 polarization of the electric field. Substitution of 𝜓 = 0
and 𝜃 = 0 into (B.8) yields

𝐼𝑅𝐿 (𝜑)± = −2𝑅𝑖

𝐴1

√︂
𝜀

𝜇

(︂
1 +

𝑖

𝑌𝑖𝑛 + 𝑌𝐿

√︂
𝜀

𝜇

2

𝜋𝐴1

)︂
𝐸𝑦 cos𝜑

± 2𝜀𝑅

𝜋𝜇𝐴0𝐴1

1

𝑌𝑖𝑛 + 𝑌𝐿
𝐸𝑦 (B.23)

where we again used (B.17). The first term is proportional to cos𝜑 and therefore
responsible for the electric dipole moment. By identifying

𝐼1 = −2𝑅𝑖

𝐴1

√︂
𝜀

𝜇

(︂
1 +

𝑖

𝑌𝑖𝑛 + 𝑌𝐿

√︂
𝜀

𝜇

2

𝜋𝐴1

)︂
𝐸𝑦, (B.24)
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B Analytic Expression for Polarizability of a Split-Ring Resonator

and using (B.21), we can right away write down the polarizability tensor element

𝛼𝑒𝑒
𝑦𝑦 = −2𝜋𝑅2

𝜔𝐴1

√︂
𝜀

𝜇

(︂
1 +

𝑖

𝑌𝑖𝑛 + 𝑌𝐿

√︂
𝜀

𝜇

2

𝜋𝐴1

)︂
. (B.25)

The situation is sketched in Fig. B.1c. The second part of (B.23) is a uniform
current distribution that generates a magnetic dipole according to (B.11). The
cross-polarized polarizability tensor element thus reads

𝛼𝑚𝑒
𝑧𝑦,± = ± 2𝜀𝑅3

𝜇𝐴0𝐴1

1

𝑌𝑖𝑛 + 𝑌𝐿
. (B.26)

A sketch is shown in Fig. B.1d. It is easy to check that (B.22) and (B.26)
fulfill the symmetry relation 𝛼𝑒𝑚

𝑦𝑧 = −𝛼𝑚𝑒
𝑧𝑦 for small 𝑘𝑅 and 𝑘 = 𝜔

√
𝜀𝜇, as then

𝐽1(𝑘𝑅) ≈ 1
2
𝑘𝑅 = 𝜔

√
𝜀𝜇𝑅/2.

Calculation of Load Admittance

The load admittance is given by the capacitance of the gap

𝑌𝐿 = 𝑖𝜔𝐶gap. (B.27)

In a first approximation, we can calculate 𝐶gap as the capacitance of a parallel
plate capacitor and add corrections due to the fringe fields [325]:

𝐶𝑔𝑎𝑝 = 𝜀
𝜋𝑟20
𝑠

+ 𝜀𝑟0

[︂
log

16𝜋𝑟0
𝑠

− 1

]︂
, (B.28)

where 𝑟0 is the equivalent wire radius. According to [326], a strip of width 𝑑
and thickness ℎ can be replaced by a wire of radius 𝑟0 where this equivalent
radius is given as [323,326]

𝑟0 ≈
𝑑+ ℎ

4
≈ 𝑑

4
, (B.29)

as typically ℎ≪ 𝑑. The total capacitance of a split-ring has previously been
calculated in [327,328] as sum of the gap capacitance and the surface capacitance
of the split ring

𝐶surf =
2𝜀(ℎ+ 𝑤)

𝜋
log

4𝑅

𝑠
. (B.30)

Thereby, they found in general a good agreement between FDTD simulations
and their analytical formulation. In our picture, the surface capacitance is
approximately that of the closed ring and already contained in the expression for
the input admittance 𝑌𝑖𝑛. Thus, the load capacitance should be approximated
reasonably well by the parallel plate capacitance of the gap alone.
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Appendix C

Coupled Pendulums

This appendix is devoted to the mechanical motion of two coupled pendulums.
Despite its simplicity, the coupled pendulum model can give considerable insight
into the physics underlying more complicated phenomena [185]. Examples
include two-level atoms [329], stimulated resonance Raman interaction [330],
or electromagnetically induced transparency [331]. The following derivations
can be found in many textbooks (for example [332]).

The geometry is depicted in Fig. C.1. The pendulum consists of two particles
of mass 𝑚 that are connected via springs to the two sidewalls. The two springs
have the spring constants 𝑘1 and 𝑘2. A third spring with spring constant
𝜅 connects the two particles and is responsible for the coupling of the two
pendulums. Motion is assumed to be possible only along the 𝑥 axis. The
displacement of the two particles from their equilibrium positions is denoted by
𝑥1 and 𝑥2, respectively. To simplify the treatment, any damping is neglected.

The equations of motion of this system can be derived from Newton’s laws.
Thereby, the force, a spring is exerting on a particle, is given by the spring
constant times the displacement from equilibrium (Hooke’s law). This yields a
set of coupled differential equations for 𝑥1 and 𝑥2:

𝑚
𝜕2𝑥1
𝜕𝑡2

= −𝑘1𝑥1 − 𝜅(𝑥1 − 𝑥2), (C.1)

𝑚
𝜕2𝑥2
𝜕𝑡2

= −𝑘2𝑥2 − 𝜅(𝑥2 − 𝑥1). (C.2)

When we remove the coupling spring, i.e. set 𝜅 = 0, the equations simplify to

𝑚
𝜕2𝑥1
𝜕𝑡2

= −𝑘1𝑥1, and 𝑚
𝜕2𝑥2
𝜕𝑡2

= −𝑘2𝑥2, (C.3)

which describe a simple harmonic motion with a characteristic frequency

𝜔𝑖 =

√︂
𝑘𝑖
𝑚
. (C.4)
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C Coupled Pendulums

Figure C.1: Mechanical model of a coupled pendulum.

If 𝜅 ̸= 0, but one of the pendulums is kept fixed at its origin, the equation of
motion for the other pendulum is reduced to

𝑚
𝜕2𝑥1
𝜕𝑡2

= −(𝑘1 + 𝜅)𝑥1, and 𝑚
𝜕2𝑥2
𝜕𝑡2

= −(𝑘2 + 𝜅)𝑥2, (C.5)

respectively. Thus, the coupling leads to a renormalization of the eigenfrequency
of the unperturbed pendulum1. The frequency shift is thereby the same for
both pendulums and can be absorbed into the single pendulum frequency

𝜔̃𝑖 =

√︂
𝑘𝑖 + 𝜅

𝑚
. (C.6)

The system of coupled equations is conveniently solved by making a harmonic
analysis, i.e. using the Ansatz

𝑥𝑖 = 𝑎𝑖 cos(𝜔𝑡), (C.7)

with amplitude 𝑎𝑖 and angular frequency 𝜔. Following this procedure yields a
homogeneous set of coupled linear equations for the two amplitudes 𝑎1 and 𝑎2:

(𝑘1 + 𝜅−𝑚𝜔2)𝑎1 − 𝜅𝑎2 = 0, (C.8)

−𝜅𝑎1 + (𝑘2 + 𝜅−𝑚𝜔2)𝑎2 = 0, (C.9)

which can be written in matrix notation as

M

(︃
𝑎1

𝑎2

)︃
= 0. (C.10)

To have non-trivial solutions for 𝑎1 and 𝑎2, the determinant of M has to vanish,
i.e. detM = 0. Solving the resulting characteristic equation

(𝑘1 + 𝜅−𝑚𝜔2)(𝑘2 + 𝜅−𝑚𝜔2) − 𝜅2 = 0, (C.11)

1In the case of a two-level system coupled to an electric field, this frequency pulling would
be mediated through the diagonal terms of the interaction Hamiltonian, which are in
general zero due to the electric-dipole selection rules.

158



Figure C.2: (a, b) Frequencies of the eigenmodes of the two pendulums in the case
of (a) zero coupling, 𝜅 = 0, and (b) non-zero coupling, 𝜅 = 0.1𝑘0, as function of the
detuning Δ. The frequency axis is scaled to 𝜔0 =

√︀
𝑘0/𝑚. (c, d) Displacement of (c)

pendulum 1 and (d) pendulum 2 as function of time for 𝜅 = 0.1𝑘0.

yields the two solutions

𝜔2
± =

1

2𝑚
(𝑘1 + 𝑘2 + 2𝜅) ± 1

2𝑚

√︀
(𝑘1 − 𝑘2)2 + 4𝜅2 (C.12)

for the new eigenfrequencies of the coupled system. The eigenstates associated
with these frequencies are called normal modes.

To illustrate the effect of the coupling on the eigenfrequencies, 𝜔± is plotted
in Fig. C.2 as function of a detuning ∆ for two different values of 𝜅. The
detuning is introduced by setting 𝑘1 = 𝑘0 and 𝑘2 = 𝑘0 + ∆. The characteristic
frequency of pendulum 2 scales with

√
∆ according to (C.4), while the frequency

of pendulum 1 remains constant.
When no coupling is present in the system (Fig. C.2a), the two frequency

branches evolve independently and cross at ∆ = 0. However, for 𝜅 ̸= 0, the
two branches are repelled from each other, leading to a so-called anticrossing of
the two modes. Additionally, the frequencies for both pendulums are shifted to
higher values according to Eq. (C.6). The minimal frequency splitting occurs
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C Coupled Pendulums

at ∆ = 0 and, for 𝜅≪ 𝜔0 is given by

[𝜔+ − 𝜔−]Δ=0 ≈
𝜅

𝑚𝜔0

≡ Ω. (C.13)

This normal mode splitting is a clear indication of strong coupling between the
two pendulums. As Ω ∝ 𝜅, the splitting is increased by increasing coupling
strength. In addition, Ω gives the rate at which energy is exchanged between
the two pendulums (see below).

In the following, we set ∆ = 0. In this simple case 𝑘1 = 𝑘2 = 𝑘, for which
(C.12) yields the two solutions

𝜔− =

√︂
𝑘

𝑚
and 𝜔+ =

√︂
𝑘 + 2𝜅

𝑚
. (C.14)

Substitution of Eq. (C.14) into (C.8) and (C.9) immediately yields that 𝑎1 = 𝑎2
for 𝜔 = 𝜔−, and 𝑎1 = −𝑎2 for 𝜔 = 𝜔+. Thus, the two pendulums oscillate with
equal amplitudes either in phase or out of phase by 180 ∘. The general solution
consists of a superposition of these two eigenmodes,

𝑥1 = 𝑐1 cos(𝜔−𝑡+ 𝜑1) + 𝑐2 cos(𝜔+𝑡+ 𝜑2), (C.15)

𝑥2 = 𝑐1 cos(𝜔−𝑡+ 𝜑1) − 𝑐2 cos(𝜔+𝑡+ 𝜑2), (C.16)

where 𝑐1, 𝑐2, 𝜑1 and 𝜑2 are integration constants, that have to be determined
depending on the initial conditions. When only one pendulum is initially
displaced from its equilibrium position and both are at rest, the initial conditions
𝑥1(0) = 𝐴, and 𝑥2(0) = (𝜕𝑥1/𝜕𝑡)(0) = (𝜕𝑥1/𝜕𝑡)(0) = 0 lead to

𝑐1 = 𝑐2 =
𝐴

2
and 𝜑1 = 𝜑2 = 0, (C.17)

and the final solution:

𝑥1 =
𝐴

2
[cos(𝜔−𝑡) + cos(𝜔+𝑡)]

= 𝐴 cos

(︂
𝜔+ − 𝜔−

2
𝑡

)︂
cos

(︂
𝜔+ + 𝜔−

2
𝑡

)︂
, (C.18)

𝑥2 =
𝐴

2
[cos(𝜔−𝑡) − cos(𝜔+𝑡)]

= 𝐴 sin

(︂
𝜔+ − 𝜔−

2
𝑡

)︂
sin

(︂
𝜔+ + 𝜔−

2
𝑡

)︂
. (C.19)

Both pendulums oscillate with the average frequency 𝜔̄ = (𝜔+ + 𝜔−)/2 and
slowly varying amplitudes ∝ cos(Ω/2𝑡) and ∝ sin(Ω/2𝑡), respectively. As the
energy stored in each of the two pendulums is proportional to the square of
the amplitude envelopes, there is a periodic exchange of energy at a rate Ω
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according to Eq. (C.13). The displacement of two coupled pendulums is plotted
in Figs. C.2c and C.2d as function of time for a coupling strength of 𝜅 = 0.1𝑘0.
Initially, only pendulum 1 has been displaced from its equilibrium position.

In the discussion so far, we have neglected any damping effects. These can
be easily incorporated in the model by adding the friction terms −𝛾1(𝜕𝑥1/𝜕𝑡)
and −𝛾2(𝜕𝑥2/𝜕𝑡) to the equations of motion (C.1) and (C.2), respectively [185].
The harmonic analysis then yields complex eigenvalues, 𝜔̂±, whose real parts
are again the normal mode frequencies. The imaginary parts are responsible
for the damping of the oscillatory motion and represent the normal mode
linewidths 𝛾±. To resolve the splitting of the normal mode frequencies in a
system with damping, the frequency difference between the two modes has to
be larger than the individual linewidths, respectively:

Ω ≥ 𝛾+
𝑚
,
𝛾−
𝑚
. (C.20)

For zero detuning, the two linewidths are given in first order by the average of
the uncoupled pendulum damping rates, 𝛾± = (𝛾1 + 𝛾2)/2.

Equation (C.20) poses important constraints on the experimental realization
of strongly coupled systems. Equivalently, in the time domain, the energy
exchange between the two pendulums has to be faster than the time it takes to
dissipate the energy

𝑇Ω =
2𝜋

Ω
< 𝜏 =

(︁ 𝛾1
2𝑚

+
𝛾2
2𝑚

)︁−1

. (C.21)

Otherwise, the beating of the two pendulums would not be observable and,
thus, both pendulums would appear to oscillate at the average frequency 𝜔̄.
Similarly, the same argument applies to the minimum length of the temporal
window that is necessary to observe strong coupling. If the scan length 𝑇 is
chosen to be smaller than 𝑇Ω, the splitting of the modes cannot be resolved,
even if there would be no damping at all.
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Appendix D

Quantum Well Models for FDTD
Simulations

The finite-difference implementations of the quantum well models are based on
the auxiliary differential equation (ADE) method [167]. Due to the polarization
selection rules of ISBTs, the models apply only to the grid cells for the 𝑧
component of the electric field. In the 3d FDTD simulations, the QW is
taken to occupy a single layer underneath the MM. In the case of 1d FDTD
calculations, the QW model is applied to the entire sample. The description of
the FDTD code is found in Chap. 3.2.

D.1 Lorentz Model

The Lorentz oscillator is a popular model for the interaction of light with
atomic systems [32,89]. It is also well suited for the description of intersubband
transitions in quantum wells when treated in a one-electron picture [40]. The
starting point is the intersubband polarization density

𝑃𝑧(𝜔) =
𝑓12𝑛0𝑒

2/𝑚eff

𝜔2
12 − 𝜔2 + 𝑖𝛾𝜔

𝐸𝑧 (D.1)

induced by the 𝑧 component of the electric field. Thereby, 𝜔12 is the transition
frequency, 𝑓12 the oscillator strength, 𝑛0 the carrier density, 𝑚eff the effective
electron mass, and 𝛾 the damping rate. The latter is related to the exponential
decay time 𝜏 of the free induction decay via 𝛾 = 2/𝜏 . The thickness of the QW
is half a grid cell. Thus, the volume electron density 𝑛0 is calculated from the
areal density 𝑛2𝑑 via 𝑛0 = 2𝑛2𝑑/∆𝑧.

For the finite-difference model, we make use of the ADE method. To this
end, Eq. (D.1) is converted into a partial differential equation for the current
density 𝐽𝑧 via [167]

𝐽𝑧(𝑡) =
𝜕

𝜕𝑡
𝑃𝑧(𝑡) ↔ 𝐽𝑧(𝜔) = 𝑖𝜔𝑃𝑧(𝜔). (D.2)
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Substitution of (D.1) yields

𝜔2
12𝐽𝑧 +

𝜕2

𝜕𝑡2
𝐽𝑧 + 𝛾

𝜕

𝜕𝑡
𝐽𝑧 =

𝑓12𝑛0𝑒
2

𝑚eff

𝜕

𝜕𝑡
𝐸𝑧. (D.3)

To derive a second-order finite difference equation, the derivatives are expanded
around time step 𝑛:

1

∆𝑡2

(︁
𝐽𝑧|𝑛+1

𝑖,𝑗,𝑘 − 2 𝐽𝑧|𝑛𝑖,𝑗,𝑘 + 𝐽𝑧|𝑛−1
𝑖,𝑗,𝑘

)︁
+

𝛾

2∆𝑡

(︁
𝐽𝑧|𝑛+1

𝑖,𝑗,𝑘 − 𝐽𝑧|𝑛−1
𝑖,𝑗,𝑘

)︁

+𝜔2
12 𝐽𝑧|

𝑛
𝑖,𝑗,𝑘 =

𝑓12𝑛0𝑒
2

𝑚eff

(︃
𝐸𝑧|𝑛+1

𝑖,𝑗,𝑘 − E|𝑛−1
𝑖,𝑗,𝑘

2∆𝑡

)︃
. (D.4)

Thereby, the current density and the electric field are centered on the same
grid coordinates. Solving for the new time step 𝑛+ 1 yields the ADE

𝐽𝑧|𝑛+1
𝑖,𝑗,𝑘 = 𝐴 𝐽𝑧|𝑛𝑖,𝑗,𝑘 +𝐵 𝐽𝑧|𝑛−1

𝑖,𝑗,𝑘 + 𝐶

(︃
𝐸𝑧|𝑛+1

𝑖,𝑗,𝑘 − 𝐸𝑧|𝑛−1
𝑖,𝑗,𝑘

2∆𝑡

)︃
(D.5)

with

𝐴 =
4 − 2𝜔2

12∆𝑡
2

2 + 𝛾∆𝑡
(D.6)

𝐵 =
𝛾∆𝑡− 2

𝛾∆𝑡+ 2
(D.7)

𝐶 =
2𝜀0𝑓12𝜔

2
𝑝∆𝑡2

2 + 𝛾∆𝑡
, (D.8)

and the plasma frequency

𝜔2
𝑝 =

𝑛0𝑒
2

𝑚eff𝜀0
. (D.9)

The final step is to solve

∇×H = 𝜀0𝜀∞
𝜕

𝜕𝑡
E + J (D.10)

for E|𝑛+1
𝑖,𝑗,𝑘 after substituting the current density J = 𝐽𝑧𝑧 with Eq. (D.5). This

yields the modified update equation for the electric field

E|𝑛+1
𝑖,𝑗,𝑘 = 𝐷 E|𝑛𝑖,𝑗,𝑘 + 𝐸 E|𝑛−1

𝑖,𝑗,𝑘 + 𝐹 [∇×H]𝑛+1/2 −𝐺 J|𝑛𝑖,𝑗,𝑘 −𝐻 J|𝑛−1
𝑖,𝑗,𝑘 (D.11)
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with

𝐷 =
4𝜀0𝜀∞

𝐶 + 4𝜀0𝜀∞
(D.12)

𝐸 =
𝐶

𝐶 + 4𝜀0𝜀∞
(D.13)

𝐹 =
4∆𝑡

𝐶 + 4𝜀0𝜀∞
(D.14)

𝐺 =
2∆𝑡(1 + 𝐴)

𝐶 + 4𝜀0𝜀∞
(D.15)

𝐻 =
2∆𝑡𝐵

𝐶 + 4𝜀0𝜀∞
. (D.16)

D.2 Maxwell-Bloch Model

The following derivation is a summary of the seminal paper by Ziolkowski [209]
but using the discretization scheme proposed by Bidégaray [333]. The complex
interaction of single-cycle THz pulses with quantum mechanical two-level
systems, such as QWs, is best modeled in a semi-classical approach. The
electromagnetic fields are treated classically via the set of Maxwell’s equations
in a non-magnetic medium with dielectric constant 𝜀.

The two-level system is generally defined by a state vector |𝜓⟩, whose time
evolution is given by the time-dependent Schrödinger equation

𝑖~
𝜕

𝜕𝑡
|𝜓⟩ = 𝐻 |𝜓⟩ , (D.17)

where 𝐻 is the Hamiltonian of the combined system of unperturbed quantum
system and perturbation due to the external electromagnetic field:

𝐻int = 𝑒𝑟12𝐸𝑧, (D.18)

with 𝑟12 being the transition matrix element with respect to the quantum state
|𝜓⟩ and −𝑒 the electron charge. Ziolkowsi has shown that Eq. (D.17) can be
transformed to [209]:

𝜕

𝜕𝑡

⎛⎜⎜⎝
𝜌1

𝜌2

𝜌3

⎞⎟⎟⎠ =

⎛⎜⎜⎝
0 𝜔0 0

−𝜔0 0 2Ω𝑅

0 −2Ω𝑅 0

⎞⎟⎟⎠
⎛⎜⎜⎝
𝜌1

𝜌2

𝜌3

⎞⎟⎟⎠

−

⎛⎜⎜⎝
1/𝑇2 0 0

0 1/𝑇2 0

0 0 1/𝑇1

⎞⎟⎟⎠
⎛⎜⎜⎝

𝜌1

𝜌2

𝜌3 − 𝜌30

⎞⎟⎟⎠ , (D.19)

165



D Quantum Well Models for FDTD Simulations

where 𝜔0 is the ISBT frequency, Ω𝑅 = (𝑒𝑟12/~)|𝐸𝑧| the so-called Rabi frequency,
𝑇1 the excited state lifetime, 𝑇2 the dephasing time and 𝜌30 the population
difference in the system at equilibrium. The three dimensionless parameters
𝜌1, 𝜌2, and 𝜌3 thereby satisfy the relations −1 ≤ 𝜌1, 𝜌2, 𝜌3 ≤ +1 and 𝜌21+𝜌

2
2+𝜌

2
3 =

1 and represent the dispersive (in-phase) component of the polarization, the
absorptive (quadrature) component of the polarization and the fractional
difference in populations of the two states ( 𝜌3 = −1 for the ground state and
𝜌3 = +1 for the excited state). In this formulation, all parameters are real
valued. Using the ISBT polarization density

𝑃𝑧 = −𝑛𝑒𝑟12𝜌1 (D.20)

yields the coupled set of Maxwell-Bloch equations [209]:

∇× E = −𝜇0
𝜕

𝜕𝑡
H, (D.21)

∇×H = 𝜀0𝜀
𝜕

𝜕𝑡
E +

𝑛𝑒𝑟12
𝑇2

𝜌1ẑ− 𝑛𝑒𝑟12𝜔0𝜌2ẑ, (D.22)

and

𝜕

𝜕𝑡
𝜌1 = − 1

𝑇2
𝜌1 + 𝜔0𝜌2, (D.23)

𝜕

𝜕𝑡
𝜌2 = −𝜔0𝜌1 −

1

𝑇2
𝜌2 + 2

𝑒𝑟12
~
𝐸𝑧𝜌3, (D.24)

𝜕

𝜕𝑡
𝜌3 = −2

𝑒𝑟12
~
𝐸𝑧𝜌2 −

1

𝑇1
(𝜌3 − 𝜌30) . (D.25)

The final step is to derive a finite-difference scheme of the Maxwell-Bloch
equations.

The important point in deriving a discretized formulation of the Maxwell-
Bloch equations is to choose the right time for discretizing 𝜌. As is suggested
by the form of the Maxwell equations, it is good to have the electric field and
the material parameters located on the same space grid and the magnetic field
offset by a half-cell. The electric field is, as usual, discretized at time steps 𝑛,
etc. and the magnetic field at time steps 𝑛+ 1/2, etc.

Before we make the discretization, we analytically manipulate the Bloch
equations to be more amenable for numerical integration, as has been done
in [209]. The exponential decay terms and the constant 𝜌03 make the differential
equations stiff and may cause problems. Ziolkowski therefore proposed to
introduce new variables 𝑢𝑖 through the definitions

𝜌1 = 𝑒−𝑡/𝑇2𝑢1, 𝜌2 = 𝑒−𝑡/𝑇2𝑢2, and 𝜌3 = 𝜌30 + 𝑒−𝑡/𝑇1𝑢3. (D.26)
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Substitution of (D.26) into (D.21) to (D.25) gives

∇× E = −𝜇0
𝜕

𝜕𝑡
H, (D.27)

∇×H = 𝜀0𝜀
𝜕

𝜕𝑡
E + 𝐴(𝑡)𝑢1ẑ−𝐵(𝑡)𝑢2ẑ, (D.28)

𝜕

𝜕𝑡
𝑢1 = 𝜔0𝑢2, (D.29)

𝜕

𝜕𝑡
𝑢2 = −𝜔0𝑢1 + 𝐶𝑝(𝑡)𝐸𝑧𝑢3 +𝐷(𝑡)𝐸𝑧, (D.30)

𝜕

𝜕𝑡
𝑢3 = −𝐶𝑚(𝑡)𝐸𝑧𝑢2, (D.31)

where

𝐴(𝑡) =
𝑛𝑒𝑟12
𝑇2

𝑒−𝑡/𝑇2 , (D.32)

𝐵(𝑡) = 𝑛𝑒𝑟12𝜔0𝑒
−𝑡/𝑇2 , (D.33)

𝐶𝑝(𝑡) = 2
𝑒𝑟12
~
𝑒−𝑡(1/𝑇1−1/𝑇2), (D.34)

𝐶𝑚(𝑡) = 2
𝑒𝑟12
~
𝑒−𝑡(1/𝑇2−1/𝑇1), (D.35)

𝐷(𝑡) = 2
𝑒𝑟12
~
𝜌30𝑒

𝑡/𝑇2 . (D.36)

For the time discretization of the Bloch equations, there are basically two
possibilities. The first one has been originally proposed by Ziolkowski, where
𝜌 is discretized at time step 𝑛 and the Bloch equations are expanded around
𝑛+ 1/2. In this case, there is a mixing between the current and next time step
which makes it necessary to use a predictor-corrector or fixed-point iteration
scheme [209]. The second possibility has been proposed by Bidégaray [333],
where 𝜌 is discretized at time step 𝑛+1/2 and the Bloch equations consequently
at time step 𝑛. At least in the one-dimensional case, this procedure leads to
a fully explicit integration scheme and we will make use of it in the follow-
ing. The time and space discretized variables are written using the notation
𝐴(𝑛∆𝑡, 𝑖∆𝑥, 𝑗∆𝑦, 𝑘∆𝑧) = 𝐴|𝑛𝑖𝑗𝑘, where ∆𝑡,∆𝑥,∆𝑦, and ∆𝑧 are the cell sizes in
the four dimensions. Expansion of Ampère’s law (D.28) around 𝑛+ 1/2 yields

E|𝑛+1
𝑖𝑗𝑘 = E|𝑛𝑖𝑗𝑘 −

∆𝑡

𝜀0𝜀
𝐴(𝑛+

1

2
) 𝑢1|𝑛+1/2

𝑖𝑗𝑘 ẑ

+
∆𝑡

𝜀0𝜀
𝐵(𝑛+

1

2
) 𝑢2|𝑛+1/2

𝑖𝑗𝑘 ẑ +
∆𝑡

𝜀0𝜀
[∇×H]𝑛+1/2 . (D.37)

Note that the state vectors 𝑢1 and 𝑢2 at time step 𝑛+ 1/2 are already known
when the new value of the electric field at time step 𝑛+ 1 is to be calculated.
Therefore, the Maxwell-Bloch equations have been successfully decoupled. The
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final step is the discretization of the Bloch equations (D.29) to (D.31) by
expanding them around time step 𝑛+ 1 (and the state vector around 𝑛+ 1/2).
This leads to

𝑢2|𝑛+3/2
𝑖𝑗𝑘 =

𝐹−

𝐹+

𝑢2|𝑛+1/2
𝑖𝑗𝑘 +

4∆𝑡

𝐹+

(︁
𝐷(𝑛+ 1) 𝐸𝑧|𝑛+1

𝑖𝑗𝑘 − 𝜔0 𝑢1|𝑛+1/2
𝑖𝑗𝑘

)︁
+

4∆𝑡

𝐹+

𝐶𝑝(𝑛+ 1) 𝐸𝑧|𝑛+1
𝑖𝑗𝑘 𝑢3|𝑛+1/2

𝑖𝑗𝑘 , (D.38)

where

𝐹+ = 4 − ∆𝑡2𝜔2
0 − ∆𝑡2𝐶

(︁
𝐸𝑧|𝑛+1

𝑖𝑗𝑘

)︁2
, (D.39)

𝐹− = 4 + ∆𝑡2𝜔2
0 + ∆𝑡2𝐶

(︁
𝐸𝑧|𝑛+1

𝑖𝑗𝑘

)︁2
, (D.40)

𝐶 = 𝐶𝑚(𝑡)𝐶𝑝(𝑡) =
4𝑒2𝑟212
~2

, (D.41)

and

𝑢1|𝑛+3/2
𝑖𝑗𝑘 = 𝑢1|𝑛+1/2

𝑖𝑗𝑘 +
∆𝑡𝜔0

2

(︁
𝑢2|𝑛+3/2

𝑖𝑗𝑘 + 𝑢2|𝑛+1/2
𝑖𝑗𝑘

)︁
, (D.42)

𝑢3|𝑛+3/2
𝑖𝑗𝑘 = 𝑢3|𝑛+1/2

𝑖𝑗𝑘

− ∆𝑡𝐶𝑚(𝑛+ 1)

2
𝐸𝑧|𝑛+1

𝑖𝑗𝑘

(︁
𝑢2|𝑛+3/2

𝑖𝑗𝑘 + 𝑢2|𝑛+1/2
𝑖𝑗𝑘

)︁
. (D.43)

Finally, we have arrived at a fully explicit integration scheme for the coupled
Maxwell-Bloch equations for a two-level model.

D.3 Multilevel Maxwell-Bloch Model

In the following, we will summarize the derivation of a set of coupled differential
equations for multilevel quantum well systems. The discussion is based on the
textbook by Milonni and Eberly [89], unless otherwise stated. The derivation
of the Maxwell-Bloch equations is generally three dimensional, but the dis-
cretization for the FDTD method will focus on a one-dimensional quantum well
system. We begin with the Hamiltonian of an atomic system in an external
field

𝐻 = 𝐻0 + 𝑉ext, (D.44)

and the time-dependent Schrödinger equation

𝑖~
𝜕Ψ

𝜕𝑡
= 𝐻Ψ. (D.45)

The Hamiltonian of the quantum system is thereby assumed to be time-
independent, leading to a complete set of eigenstates Φ𝑛 and eigenvalues
𝐸𝑛 which fulfill

𝐻0Φ𝑛 = 𝐸𝑛Φ𝑛. (D.46)
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As the Φ𝑛 constitute a complete set, any state Ψ of the quantum system, which
is a solution to (D.45), can be written as a superposition

Ψ =
∑︁
𝑛

𝑎𝑛Φ𝑛, (D.47)

where the expansion coefficients 𝑎𝑛 are called probability amplitudes.
The coupling of the QW to an applied electric field 𝐸𝑧(𝑡) is given in the

dipole approximation as

𝑉ext = −𝑑𝐸𝑧(𝑡) = 𝑒𝑟𝐸𝑧(𝑡), (D.48)

where 𝑑 = −𝑒𝑟 is the dipole moment, −𝑒 the electron charge and 𝑟 the
displacement of the electron from its equilibrium position. We have assumed
that the electric field is oriented parallel to the dipole’s axis. With (D.48), the
matrix elements associated with the optical transition 𝑛→ 𝑚 can be written
as

𝑉𝑛𝑚(𝑡) = 𝑒𝑟𝑛𝑚𝐸𝑧(𝑡), (D.49)

where

𝑟𝑛𝑚 = ⟨Φ𝑛| 𝑟 |Φ𝑚⟩ =

∫︁
Φ*

𝑛𝑟Φ𝑚𝑑
3𝑟 = 𝑟*𝑚𝑛 (D.50)

is the transition dipole element. To include the effects of scattering, we introduce
the so-called density matrix 𝜌𝜌𝜌 via

𝜌𝑛𝑚 = 𝑎𝑛𝑎
*
𝑚. (D.51)

Thereby, the density matrix fulfills the von Neumann equation

𝑖~
𝜕𝜌𝜌𝜌

𝜕𝑡
= 𝑖~𝜌̇𝜌𝜌 = [𝐻,𝜌𝜌𝜌], (D.52)

where the square brackets denote the commutator [𝑎, 𝑏] = 𝑎𝑏−𝑏𝑎, or equivalently
[334]

𝑖~𝜌̇𝑛𝑚 = (𝐸𝑛 − 𝐸𝑚)𝜌𝑛𝑚 +
∑︁
𝑘

𝑉𝑛𝑘𝜌𝑘𝑚 −
∑︁
𝑙

𝑉𝑙𝑚𝜌𝑛𝑙. (D.53)

The total rate of change of the matrix elements is equal to the sum over the
individual rates of change, i.e.

𝜌̇𝑛𝑚 = (𝜌̇𝑛𝑚)Schrödinger + (𝜌̇𝑛𝑚)elastic (D.54)

for the off-diagonal elements and

𝜌̇𝑛𝑛 = (𝜌̇𝑛𝑛)Schrödinger + (𝜌̇𝑛𝑛)inelastic + (𝜌̇𝑛𝑛)spontaneous emission (D.55)

for the diagonal elements. The terms denoted by Schrödinger are those in
Eq. (D.53), elastic stands for elastic collisions, which just lead to dephasing,
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inelastic stands for collisions that change the level occupations in an irreversible
way, i.e. lead to loss of population and, finally, spontaneous emission stands for
transfer of population from the upper to the lower state without being coupled
to the external radiation field. In particular, the terms are given by

(𝜌̇𝑛𝑚)elastic = − 1

𝜏𝑛𝑚
𝜌𝑛𝑚, (D.56)

(𝜌̇𝑛𝑛)inelastic = −Γ𝑛𝜌𝑛𝑛, (D.57)

(𝜌̇𝑛𝑛)spontaneous emission = −
∑︁
𝑚<𝑛

𝐴𝑛𝑚𝜌𝑛𝑛 +
∑︁
𝑚>𝑛

𝐴𝑚𝑛𝜌𝑚𝑚. (D.58)

The coefficient 𝐴𝑛𝑚 describes population transfer between levels 𝑛 and 𝑚
by spontaneous emission or non-radiative scattering channels. To preserve
positiveness of the density matrix, 𝐴𝑛𝑚 ≥ 0 [210]. The relaxation of the
population to thermal equilibrium can be modeled by setting [210]

𝐴𝑛𝑚 = 𝐴𝑚𝑛𝑒
(𝐸𝑛−𝐸𝑚)/(𝑘𝐵𝑇 ) = 𝐴𝑚𝑛𝑒

−(~𝜔𝑚𝑛)/(𝑘𝐵𝑇 ), (D.59)

where 𝑘𝐵 is the Boltzmann constant and 𝑇 the temperature. If only spontaneous
emission is responsible for the population relaxation, then 𝐴𝑛𝑚 is given by the
Einstein A coefficient

𝐴𝑚𝑛 =
𝑒2|𝑟𝑚𝑛|2𝜔3

𝑚𝑛

3𝜋𝜀0~𝑐
, 𝑚 > 𝑛 (D.60)

with the transition frequency

𝜔𝑛𝑚 =
1

~
(𝐸𝑛 − 𝐸𝑚) ≡ −𝜔𝑚𝑛. (D.61)

It can be shown that the effect of inelastic collisions on the off-diagonal elements
𝜌𝑛𝑚 is to add an additional term to the dephasing rate 1/𝜏𝑛𝑚. The total
relaxation rate is given by

𝛽𝑛𝑚 =
1

𝜏𝑛𝑚
+

1

2
(Γ𝑛 + Γ𝑚 + 𝐴𝑛𝑚) ≡ 𝛽𝑚𝑛. (D.62)

With these additional terms and (D.49) inserted into (D.53), the final set of
equations reads

𝜌̇𝑛𝑚 = − (𝛽𝑛𝑚 + 𝑖𝜔𝑛𝑚) 𝜌𝑛𝑚

− 𝑖𝑒

~
𝐸𝑧(𝑡)

(︃∑︁
𝑘

𝑟𝑛𝑘𝜌𝑘𝑚 −
∑︁
𝑙

𝑟𝑙𝑚𝜌𝑛𝑙

)︃
, (D.63)

𝜌̇𝑛𝑛 = −𝑖𝑒
~
𝐸𝑧(𝑡)

(︃∑︁
𝑘

𝑟𝑛𝑘𝜌𝑘𝑛 −
∑︁
𝑙

𝑟𝑙𝑛𝜌𝑛𝑙

)︃
− Γ𝑛𝜌𝑛𝑛 −

∑︁
𝑚̸=𝑛

𝐴𝑛𝑚𝜌𝑛𝑛 +
∑︁
𝑚̸=𝑛

𝐴𝑚𝑛𝜌𝑚𝑚. (D.64)
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The material equations are completed by the polarization density,

P(r, 𝑡) = 𝑃 (r, 𝑡)𝑧 = −𝑁𝑒
∑︁
𝑛,𝑚

𝑟𝑛𝑚𝜌𝑚𝑛(r, 𝑡), (D.65)

and Ampère’s law

∇×H(r, 𝑡) = 𝜀∞𝜀0
𝜕E

𝜕𝑡
(r, 𝑡) +

𝜕𝑃

𝜕𝑡
(r, 𝑡)𝑧. (D.66)

Note that while the density matrix elements are complex, the polarization
density and, thus, the electric field are real valued.

For the discretization, it is beneficial to have the electric field and the material
parameters located at the same space grid cell. To indicate the discretized
variables on the Yee grid, we use the notation 𝐴(𝑛∆𝑡) ≡ 𝐴|𝑛. Expanding Eq.
(D.66) around time step 𝑛− 1/2 yields

E|𝑛 = E|𝑛−1 +
∆𝑡

𝜀∞𝜀0
[∇×H]𝑛−1/2 − ∆𝑡

𝜀∞𝜀0
𝑃̇
⃒⃒⃒𝑛−1/2

𝑧. (D.67)

The important point in deriving a discretized formulation of the Maxwell-Bloch
equations is to choose the right time discretization the density matrix 𝜌𝜌𝜌. The
mostly used method has been proposed by Ziolkowski [209]. The density matrix
is thereby discretized at time step 𝑛 and the Bloch equations are therefore
expanded around 𝑛+ 1/2. This leads to a very efficient and stable formulation,
but needs a predictor-corrector scheme to solve the coupled Ampère and Bloch
equations. Another approach has been given by Bidégaray [333], where 𝜌𝜌𝜌 is
discretized at intermediate time steps, 𝑛+ 1/2, and, hence, the Bloch equations
around 𝑛. In one dimension, this approach decouples the Bloch equations
from the Maxwell equations and the predictor-corrector scheme has only to be
used for the Bloch equations. Therefore, this method is also termed weakly-
coupled scheme. We will use this discretization in the following. However,
both integration schemes suffer from non-conservation of positiveness of the
density matrix [210]. The solution is to split Eqs. (D.63) and (D.64) into a
relaxation-nutation part

𝜌̇𝑛𝑚 = − (𝛽𝑛𝑚 + 𝑖𝜔𝑛𝑚) 𝜌𝑛𝑚, (D.68)

𝜌̇𝑛𝑛 = −

(︃
Γ𝑛 +

∑︁
𝑚 ̸=𝑛

𝐴𝑛𝑚

)︃
𝜌𝑛𝑛 +

∑︁
𝑚̸=𝑛

𝐴𝑚𝑛𝜌𝑚𝑚 (D.69)

and a Hamiltonian part

𝜌̇𝑛𝑚 = −𝑖𝑒
~
𝐸𝑧(𝑡)

(︃∑︁
𝑘

𝑟𝑛𝑘𝜌𝑘𝑚 −
∑︁
𝑙

𝑟𝑙𝑚𝜌𝑛𝑙

)︃
, (D.70)
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which are separately solvable and each conserve positiveness [210]. The opera-
tions that advance 𝜌𝜌𝜌 by one time step as a solution to the above equations are
labeled by 𝑆𝑅(∆𝑡) for (D.68) and (D.69), and 𝑆𝐻(𝐸,∆𝑡) for (D.70), respectively.
It has been found by Bidégaray et al. [333], that the first order scheme

𝜌𝜌𝜌|𝑛+1/2 = 𝑆𝑅(∆𝑡)𝑆𝐻(𝐸|𝑛 ,∆𝑡) 𝜌𝜌𝜌|𝑛−1/2 (D.71)

is already sufficient to being nonlinearly stable and to preserve positiveness.
Equation (D.71) indicates that, first, the Hamiltonian part is solved and the
result of the calculation has then to be inserted into the relaxation-nutation
part. According to [333], the relaxation-nutation part is numerically stiff and
therefore has to be computed last in order to ensure accuracy.

To solve the relaxation-nutation part, we rewrite Eqs. (D.68) and (D.69) in
terms of a linear operator ℛ [210],

𝜌̇𝜌𝜌 = ℛ𝜌𝜌𝜌, (D.72)

where

(ℛ𝜌𝜌𝜌)𝑛𝑚 = − (𝛽𝑛𝑚 + 𝑖𝜔𝑛𝑚) 𝜌𝑛𝑚, (D.73)

(ℛ𝜌𝜌𝜌)𝑛𝑛 = −

(︃
Γ𝑛 +

∑︁
𝑚 ̸=𝑛

𝐴𝑛𝑚

)︃
𝜌𝑛𝑛 +

∑︁
𝑚̸=𝑛

𝐴𝑚𝑛𝜌𝑚𝑚. (D.74)

Equation (D.72) is solved by

𝜌𝜌𝜌|𝑛+1/2 = 𝑒ℛΔ𝑡 𝜌𝜌𝜌|𝑛−1/2 , (D.75)

where exp (ℛ∆𝑡) is a constant matrix and can be, once calculated at the
beginning of the simulation, applied to each time step.

The first step is to recognize that (D.73) and (D.74) constitute actually two
independent operators, which we term ℛ𝑜𝑓𝑓 and ℛ𝑜𝑛 in the following. The first
one, ℛ𝑜𝑓𝑓 , defined via (D.73), just contains diagonal elements. The exponential
is therefore easily calculated by taking the exponential element-wise, i.e.

𝑒ℛ𝑜𝑓𝑓Δ𝑡𝜌𝑛𝑚 = 𝑒−(𝛽𝑛𝑚+𝑖𝜔𝑛𝑚)Δ𝑡𝜌𝑛𝑚. (D.76)

The second operator, ℛ𝑜𝑛, defined by (D.74), can be written as a 𝐿×𝐿 matrix,
where 𝐿 is the number of levels. The matrix elements are then given by

(ℛ𝑜𝑛)𝑖𝑗 =

{︃
−
(︁

Γ𝑖 +
∑︀

𝑘 ̸=𝑖𝐴𝑖𝑘

)︁
for 𝑖 = 𝑗,

𝐴𝑗𝑖 for 𝑖 ̸= 𝑗,
(D.77)

Due to (D.59), the matrix is in general neither symmetric nor sparse. Thus,
the easiest way to tackle the problem is to calculate the exponential directly
via the series expansion of the exponential [335],

exp𝐴 =
∞∑︁
𝑛=0

1

𝑛!
𝐴𝑛. (D.78)
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The summation stops when the series has converged to any desired degree. As
this calculation is performed just once at the beginning of the computation, it
is easily extended to machine precision 𝜖. The convergence criterion is in this
case

max
𝑖𝑗

⃒⃒⃒⃒
(𝐴𝑛)𝑖𝑗
𝑛!

⃒⃒⃒⃒
≤ 𝜖. (D.79)

In general, the series converges after few iterations. Finally, we end up with
the expression

𝑒ℛ𝑜𝑛Δ𝑡𝜌𝑛𝑛 =
(︀
𝑒ℛ𝑜𝑛Δ𝑡

)︀
𝑛𝑛
𝜌𝑛𝑛 +

∑︁
𝑚 ̸=𝑛

(︀
𝑒ℛ𝑜𝑛Δ𝑡

)︀
𝑛𝑚
𝜌𝑚𝑚 (D.80)

for updating the diagonal elements of 𝜌𝜌𝜌.
Next, the Hamiltonian part is solved by expanding the equation around time

step 𝑛 using the conventional second-order finite differences,

1

∆𝑡

(︁
𝜌𝑛𝑚|𝑛+1/2 − 𝜌𝑛𝑚|𝑛−1/2

)︁
= − 𝑖𝑒

2~
𝐸|𝑛

[︃∑︁
𝑘

𝑟𝑛𝑘

(︁
𝜌𝑘𝑚|𝑛+1/2 + 𝜌𝑘𝑚|𝑛−1/2

)︁
−

∑︁
𝑙

𝑟𝑙𝑚

(︁
𝜌𝑛𝑙|𝑛+1/2 + 𝜌𝑛𝑙|𝑛−1/2

)︁]︃
. (D.81)

Using the property 𝑟𝑛𝑛 ≡ 0, we state that the sums do not contain any
terms ∝ 𝜌𝑛𝑚|𝑛+1/2. Thus, we can directly give the update equation for the
Hamiltonian part

𝜌𝑛𝑚|𝑛+1/2 = 𝜌𝑛𝑚|𝑛−1/2 − 𝑖𝑒∆𝑡

2~
𝐸|𝑛

[︃∑︁
𝑘

𝑟𝑛𝑘

(︁
𝜌𝑘𝑚|𝑛+1/2 + 𝜌𝑘𝑚|𝑛−1/2

)︁
−

∑︁
𝑙

𝑟𝑙𝑚

(︁
𝜌𝑛𝑙|𝑛+1/2 + 𝜌𝑛𝑙|𝑛−1/2

)︁]︃
. (D.82)

There is still a coupling of new and old values of the state variables. However,
the equations in the given form are amenable for the predictor-corrector method
[209]. To this end, the equations are written in the form

𝜌𝑛𝑚|new = 𝜌𝑛𝑚|𝑛−1/2 + ∆𝑡𝐹𝑛𝑚

(︁
𝜌𝜌𝜌|𝑛−1/2 , 𝜌𝜌𝜌|new

)︁
, (D.83)

where 𝐹𝑛𝑚() is the right hand side of the respective equation up to the old
value and the bold face symbol indicates the state vector consisting of all Bloch
elements. In the first iteration, 𝜌𝜌𝜌|new is set equal to the old values 𝜌𝜌𝜌|𝑛−1/2. The
calculated values of 𝜌𝜌𝜌|new are then re-inserted into (D.83) until the relative
change is below some threshold value. According to [209], three to five iterations
are sufficient to reach a relative variation below 0.001%. The result is the
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new value of the Bloch vector, 𝜌𝜌𝜌|𝑛+1/2 = 𝜌𝜌𝜌|new. To enhance the speed of the
computation, use can be made of the relation 𝜌𝑛𝑚 = 𝜌*𝑚𝑛.

The final step is the calculation of the time derivative of the polarization
density at time step 𝑛 + 1/2. Following [333], we recognize first, that the
polarization density (D.65) is equivalently written in the form

𝑃 (𝑟, 𝑡) = −𝑒𝑁Tr (r𝑚𝑛𝜌𝜌𝜌) , (D.84)

where Tr( · ) is the trace operation and r𝑚𝑛 is the dipole element matrix with
coefficients given by (D.50). Furthermore, Eqs. (D.63) and (D.64) can be
written in the form

𝜌̇𝜌𝜌 = (ℛ𝜌𝜌𝜌) − 𝑖𝑒

~
𝐸𝑧(𝑡) [r𝑚𝑛, 𝜌𝜌𝜌] , (D.85)

with the relaxation-nutation operator ℛ introduced earlier and the commutator
[𝑎, 𝑏]. The time derivative of 𝑃 is in this notation given by

𝑃̇ (𝑟, 𝑡) = −𝑒𝑁Tr (r𝑚𝑛(ℛ𝜌𝜌𝜌)) . (D.86)

where we have used the one-dimensional geometry in which 𝐸𝑧(𝑡) is just a
scalar factor and can be pulled out of the trace. Writing Eq. (D.86) for time
step 𝑛+ 1/2 yields the result

𝑃̇
⃒⃒⃒𝑛+1/2

= −𝑒𝑁
∑︁
𝑛,𝑚

𝑟𝑛𝑚ℛ(𝜌𝜌𝜌|𝑛+1/2)𝑚𝑛, (D.87)

which together with (D.73) and (D.74) closes the FDTD cycle.
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Appendix E

Description of Laser Systems

As has been mentioned at the beginning of Chap. 4, a specialized laser system is
necessary to provide the required pump pulse energies for high-power THz TDS.
The setup developed during this thesis is based on a regenerative Ti:Sapphire
amplifier combined with an Er:Fiber laser as seed source. The working principle
of the two lasers is explained in the following.

E.1 Er:Fiber Laser

At the heart of the laser system is a commercially available fiber laser (C-Fiber
Sync 780 Custom from Menlo Systems) based on Er3+ doped silica fibers as
gain medium (see Fig. E.1 for an overview). The whole assembly consists of
three parts, the passively mode-locked fiber ring oscillator with two outputs, a
frequency doubling stage and a fiber amplifier stage. The fiber laser acts both
as seed source for the regenerative amplifier and as probe laser for detecting the
THz field. As the cavity lengths of both the fiber amplifier and the Ti:Sapphire
amplifier are unknown, it is not possible to derive pump and probe pulses from
the same source pulse. Rather, the probe pulse closest in time to the amplified
pump pulse has to be utilized. A crucial parameter in this sense is a stable
repetition rate, i.e. a constant cavity length, of the seed source. Fiber lasers are
among the most stable laser sources to date, both in terms of repetition rate
and pulse-to-pulse energy fluctuations. The main contribution to timing jitter
comes from fluctuations of the cavity length due to thermal expansion [336].
This can be easily reduced by proper packaging of the fiber laser. The C-Fiber
Sync is additionally equipped with a cavity length stabilization, which would
allow synchronization with another laser source.

The working principle of a passively mode-locked fiber ring oscillator is
illustrated in Fig. E.2. The necessary gain is provided by Er3+ ions that are
introduced as dopants in conventional silica fibers. The level scheme of Er3+ is
shown in Fig. E.2a. At room temperature, the only transition that provides
sufficient gain is 4I13/2 →4 I15/2 with an emission band centered around 1535 nm.
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Figure E.1: Schematic of the fiber laser assembly. The output of a passively
mode-locked fiber ring laser (C-Fiber) is split in two parts. One part is frequency
doubled using a periodically poled LiNbO3 crystal (SHG). The generated 780 nm
light is separated from the pump beam by a chromatic beam splitter (CBS). The
other part of the oscillator pulse is amplified using a fiber amplifier (P100-EDFA). By
controlling the polarization of the amplified pulse, the output power ratio between a
free space port (Port C) and a fiber coupled port (Port D) can be freely adjusted.
Further elements are the pump laser diodes (Pump), a dispersion control (DC), an
electronically controlled shutter (shutter) and a polarization sensitive beam splitter
with polarization control (PBS). Figure adapted from Menlo Systems test report.

The upper laser state 4I13/2 is a meta-stable state with a lifetime on the order
of 10 ms [336]. Electrons are pumped into the higher lying state 4I11/2 by a
980 nm pump laser. In general, master oscillator power amplifier (MOPA) diode
lasers are used for this purpose due to their small footprint and low power
consumption [339]. The population transfer from state 4I11/2 to the upper laser
level 4I13/2 happens efficiently by nonradiative relaxation. In a three level laser,
such as the Er3+ fiber laser, reabsorption of the emitted laser light by ions in
the ground state plays a major role and limits the achievable gain bandwidth.
However, the absorption spectrum is slightly offset from the emission spectrum,
and by a proper choice of fiber length, a gain bandwidth of up to 40 nm can be
achieved [336].

To get a working laser, the gain fiber has to be integrated into a cavity. The
scheme of a typical passively mode-locked fiber laser ring cavity is displayed in
Fig. E.2b. Passively mode-locked fiber lasers feature a low component count
and yield higher pulse energies at shorter pulse durations [336]. Mode-locking
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Figure E.2: (a) Level scheme of Er3+ ions in silica host [32]. The lasing transition
is from the state 4I13/2 to 4I15/2. (b) Schematic of a ring cavity of a passively mode-
locked fiber laser based on nonlinear polarization rotation [337,338]. Unidirectional
operation of the cavity is achieved by a polarization sensitive isolator (PSI). The
polarization is adjusted before and after the PSI by a polarization controller (PC).
The pump light is coupled in by a wavelength division multiplexer (WDM) and the
laser pulses are finally coupled out by a 90:10 output coupler.

is thereby achieved either by an intracavity all-optical switch or an external
saturable absorber, which exhibit reduced losses for higher intensities and
therefore favor pulsed operation [336].

The cavity shown in Fig. E.2b, uses an all-fiber optical switch based on
nonlinear polarization rotation [337, 338]. The polarization of the laser light
traveling in the cavity is adjusted using two polarization controllers (PC)
before and after a polarization sensitive isolator [340]. This element ensures
both unidirectional propagation of the light and a certain polarization state.
Single mode fibers are in general not isotropic and support two orthogonal
polarizations, i.e. can be considered as slightly birefringent. Owing to the small
core diameter, the light intensities traveling in the fiber can reach sufficiently
high values to enable self- and cross-phase modulation. These two effects cause
a rotation of the pulse polarization, an effect known as ellipse rotation [341].
The amount of change in polarization is thereby a function of the peak intensity.
By carefully adjusting the polarization controllers, stable and self-starting
mode-locked laser operation can be achieved with pulse lengths well below
100 fs [337,338,342].

For such short pulse lengths, dispersion is an important aspect and the
minimization of the group velocity dispersion (GVD) is a key to ultrashort
pulses. In fiber lasers, the GVD can be controlled by the geometry of the fiber,
i.e. the core diameter and the thickness of the cladding, and to some extend by
the material used. In the example shown in Fig. E.2b, two types of fiber with
positive and negative dispersion are used. This serves, first, to compensate the
dispersion in the cavity and, second, to reduce the nonlinearity in the fibers by
using stretched pulses [337,338].

The laser pulses are extracted by using an 90:10 output coupler just after
the positive dispersion fiber. The minimum pulse length is then achieved by an
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Figure E.3: (a) Spectrum and (b) autocorrelation of the 1560 nm free space port
D (taken from Menlo Systems test report).

Figure E.4: (a) Spectrum and (b) autocorrelation of the 780 nm free space port B
(taken from Menlo Systems test report).

external dispersion control (DC), for example, using the right length of negative
dispersion fiber. The pulses are further split in two parts, one for frequency
doubling (SHG) and the other one for amplification in an Er:Fiber amplifier
(P100-EDFA) (see Fig. E.1). The working principle of the latter is similar to
the fiber oscillator and details can be found in textbooks (see for example [336]).
The P100-EDFA has two outputs, one free-space and one fiber-coupled port.
The laser power can be continuously distributed among the two exit ports by
using a polarization controller and a polarization sensitive fiber beam splitter.
However, the shortest possible pulses at the free-space port (which is used for
the setup) are achieved only for maximum power settings. The pulses have an
average power of 310 mW at a pulse duration of 69 fs and a repetition rate of
80 MHz. The spectrum and the autocorrelation as given in the Menlo Systems
test report are shown in Figs. E.3a and E.3b, respectively. The autocorrelation
data has been confirmed by measurements with a self-built autocorrelator (not
shown).

Only 20 mW of the oscillator output is fed into the Er:Fiber amplifier. The
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E.2 Regenerative Ti:Sapphire Amplifier

Figure E.5: Seed (red) and pump (green) beam paths in the regenerative amplifier.
The optical elements are (M) mirror, (PS) periscope, (FI) Faraday isolator, (G1)
stretcher grating, (G2) compressor grating, (PC1) and (PC2) Pockels cells, (CM1)
and (CM2) cavity end-mirrors, (PM1) to (PM3) pump mirrors, (DC1) and (DC2)
dichroic mirrors, (L1) and (L2) focusing lenses for pump beam, (Ti:Sa) Ti:Sapphire
crystal in sealed chamber, (POL) thin film polarizer, (PPS) polarizing periscope, (𝜆/4)
quarter-wave plate, and (PD) photodiode. Elements with reflected and transmitted
beam indicate two different beam heights. For details see text.

main part is used for generation of frequency doubled pulses with a center
wavelength of 780 nm. The schematic of the doubling stage (SHG) is shown
in Fig. E.1. The SHG assembly is entirely consisting of free-space optical
components. The oscillator and the SHG unit are separated by an electronically
controlled optical shutter, which closes once the laser loses its mode-lock position.
This is a safety measure to protect the doubling crystal from giant Q-switched
pulses that may occur during the search for a new mode-lock state. The
pulse is then focused into a periodically poled LiNbO3 crystal for quasi-phase
matched frequency doubling [343]. Efficiencies up to 95 %/nJ are possible [336].
The remaining pump light at 1560 nm and the 780 nm pulses are spatially
separated by a dichroic mirror (CBS) and are available from ports A and B,
respectively. In the experiment, only the 780 nm light is used. The spectrum
and the autocorrelation are shown in Figs. E.4a and E.4b, respectively. The
pulses have a length of 86 fs and a spectral width of 14 nm. From an average
power of 81 mW, the pulse energy is calculated to 1 nJ, which is just above the
minimum value needed for seeding the regenerative amplifier.
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Figure E.6: Principle of stretched pulse amplification. The short seed pulse
is strongly dispersed in a grating or prism stretcher to pulse lengths of several
picoseconds. After amplification in the Ti:Sapphire crystal, the peak intensity is still
far below the damage threshold. The pulse is finally recompressed to sub-100 fs pulse
lengths in a grating compressor, for instance.

E.2 Regenerative Ti:Sapphire Amplifier

In order to increase the pump pulse energy from 1 nJ to several mJ, a com-
mercially available regenerative Ti:Sapphire amplifier has been used (Spectra
Physics Spitfire XP 4W). The beam paths of the seed, pump and amplified
pulses are shown in Fig. E.5.

Due to its high saturation fluence (1 J/cm2 [344]) and the long lifetime of
the upper laser state at room temperature (3.15𝜇s [345]), Ti:Sapphire is the
ideal amplifier gain material. Additionally, the emission and absorption bands
are spectrally well separated with their maxima centered around 800 nm and
500 nm, respectively [345]. To minimize spurious reflections, the crystal facets
are coated with a high-quality anti-reflection coating that can withstand the
high pump fluences. Compared to the more commonly used method of cutting
the facets under the Brewster angle, this method has the advantage of easier
alignment and better beam profile, leading to a higher quality of the amplified
pulse. The crystal is sealed in a chamber filled with dry air (< 1% humidity)
and cooled to −10 ∘C to reduce the heat load to the crystal and the associated
thermal lensing effects.

The necessary energy for pumping the amplifier crystal is delivered by a
frequency doubled Q-switched Nd:YLF laser (Spectra Physics Empower30)
with a center wavelength of 527 nm. The repetition rate of the pump laser is
1 kHz with an average power of 18 W. The pulse energy of 18 mJ is deposited in
the crystal over several nanoseconds, giving the circulating seed pulse enough
time to reach saturation. The crystal is primarily pumped from one side with
the transmitted part of the pump pulse being reflected back into the crystal
from the other side. This pump geometry features an easy alignment and yields
a good gain profile. Compared to a two-sided pumping geometry, the number
of optics is reduced, again improving the performance.
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Figure E.7: Autocorrelation trace (black) of the amplified pulse for the compressor
adjusted for the shortest pulse length. From a least-squares fit of a Gaussian to the
autocorrelation trace (red) the pulse FWHM-length is estimated to 75 fs.

There are two basic schemes for amplification of the seed pulse, regenerative
amplification and multipass amplification [344]. While, in the latter, the seed
pulse experiences less absorption and dispersion due to a lower component
count, it is much more difficult to achieve a good overlap with the pump region
and to maintain stable operation. In the regenerative amplification scheme,
a seed pulse is picked by the first Pockels cell (PC1) and is inserted into the
cavity. Thereby, the 80 MHz repetition rate of the seed laser is reduced to the
1 kHz repetition rate of the amplifier. After typically 12 to 15 passes through
the crystal, the pulse energy has saturated and the pulse is ejected by the
second Pockels cell (PC2). The beam paths of both seed and pump pulses are
collinear in the crystal which yields a good overlap of the seed pulse with the
gain region. Additionally, the beams are normally incident on the crystal which
helps to further minimize thermal lensing effects.

An important aspect limiting the amplification of ultrashort laser pulses are
the extremely high fluences involved. The damage threshold of most optical
materials is on the order of a few GW/cm2 while typical peak powers easily
reach two to three orders of magnitude higher values [344]. The solution is
the so-called chirped pulse amplification (CPA). The principle is sketched in
Fig. E.6. The ultrashort seed pulse is first stretched to a pulse length around
100 ps using a 4-pass grating stretcher (G1). The peak intensity of the pulse is
therefore reduced by three orders of magnitude. The grating stretcher delays
different frequency components by a different amount of time, resulting in a
strongly chirped pulse (therefore the name).

The stretched pulse can now safely be amplified without damaging the crystal.
The regenerative amplifier can reach amplification levels on the order of 106.
After the amplification, the pulse is recompressed to 75 fs using a 4-pass grating
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compressor (G2). The autocorrelation of the compressed pulse is shown in Fig.
E.7 together with a least-squares fit of a Gaussian. The output pulses have a
pulse energy of 4 mJ at a repetition rate of 1 kHz and a center wavelength of
780 nm. To avoid any self-focusing effects during propagation in ambient air,
the beam 1/𝑒2-diameter is 8 mm.
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sur les étoiles, J. Phys. Radium 19, 237–240 (1958).
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