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Kurzfassung

Die steigende Leistung moderner Arbeitsplatzrechner hat in den letzten Jahren dazu
geführt, dass immer komplexere mechanische Modelle am Computer simuliert werden.
Insbesondere nichtlineare Problemstellungen der Dynamik sind sehr rechenintensiv.
Es besteht daher Bedarf an der Verbesserung vorhandener und Entwicklung neuer Al-
gorithmen. Die vorliegende Arbeit beschäftigt sich mit der Simulation der Dynamik von
Festkörpern, die neben materiellen und geometrischen Nichtlinearitäten auch diskon-
tinuierlichen Phänomenen aus Kollisionen bzw. Kontakt ausgesetzt sind.

Die Bewegungsgleichung wird nach dem Prinzip der variationellen Integratoren dis-
kretisiert, wodurch Erhaltungssätze des kontinuierlichen Problems auch im Simulati-
onsmodell gelten. Existierende Ansätze werden vorgestellt. Dabei wird durch Kom-
bination ein mollifiziertes implizit-explizites Verfahren entwickelt, welches die Effizi-
enz durch große Zeitschritte für Probleme mit nichtdominanter Nichtlinearität erhöhen
kann. Die Vorstellung variationeller Integratoren schließt die zeitliche Diskretisierung
von holonomischen und Ungleichheitsnebenbedingungen ein. Zur räumlichen Diskre-
tisierung wird die Finite-Elemente-Methode modifiziert. Die Genauigkeit isoparametri-
scher Elemente wird erhöht, indem lokal Spannungskontinuität erzwungen wird. Dies
geschieht durch die Annahme kontinuierlich interpolierter Deformationsgradienten. De-
tailliert wird auf die Stabilität der Formulierung eingegangen. Zur weiteren zeitlichen
Diskretisierung wird eine asynchrone Strategie verwendet. Demnach werden die Be-
wegungsgleichungen explizit integriert, wobei eine kritische Zeitschrittlänge nicht über-
schritten werden darf. Asynchrone Methoden integrieren jede räumliche Region mit
der diesem Abschnitt zugeordneten kritischen Zeitschrittlänge. Dadurch können Bau-
teile mit weicheren Materialien oder mit gröberer Vernetzung mit einem größeren Zeit-
schritt integriert werden. Die Arbeit entwickelt Strategien, um den lokalen Zeitschritt
für die neu entwickelten Elemente abzuschätzen und um effizient nodale Zwangsbe-
dingungen zu erfüllen, und untersucht, inwieweit zeitlich-variable Schrittweiten Stabi-
lität und Genauigkeit beeinflussen. Weiters stellt die Arbeit Strategien zur räumlichen
Diskretisierung und Kontaktsuche von Stoßproblemen vor. Dabei wird das Konzept
der Distanzfelder weiterentwickelt. Die Kontaktbedingungen aus Impenetrabilität und
Reibung werden räumlich asynchron und zeitlich-adaptiv durch diskontinuierliche Ge-
schwindigkeitsänderungen erfüllt.
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Abstract

The growing power of modern workstations enables engineers to simulate more and
more complex mechanical models by computers. In particular, nonlinear problems from
structural dynamics are computationally intensive. Hence, there is ongoing demand in
the development of new and improvement of existing algorithms. The present thesis
deals with the simulation of the dynamics of flexible bodies subject to material and
geometrical nonlinearities, as well as discontinuous phenomena arising from collisions.

The equation of motion is discretized following the principle of variational integra-
tion, by what conservation laws of the continuous problem are valid in the discrete
model. Existing approaches are presented. By combination of different procedures
a mollified implicit-explicit algorithm is developed. It allows larger critical time steps
and is particular suited for problems with non-dominant nonlinearities. The presen-
tation of variational integrators includes the temporal discretization of holonomic and
unilateral constraints. The spatial discretization is performed by a modified finite el-
ement method. The accuracy of isoparametric elements is increased by enforcing
stress continuity locally. This happens by the assumption of a continuously interpo-
lated deformation gradient. The stability of the formulation is discussed in detail. For
the temporal discretization an asynchronous strategy is employed. The equation of
motion is integrated explicitly, whereby some critical time step length must not be ex-
ceeded. Asynchronous methods apply individual time steps to each spatial domain.
Substructures with softer material behaviour or larger finite elements can, therefore,
be integrated by a larger time step. The thesis develops strategies to estimate the
local time step size for the new element formulation and to efficiently treat nodal re-
straint conditions. It studies, how temporally-adaptive step sizes influence stability and
accuracy. Furthermore, this work presents procedures for spatial discretization and de-
tection of collision problems. In particular, the concept of distance fields is enhanced
in this respect. The contact conditions from impenetrability and friction are enforced
by discontinuous velocity changes in a spatially asynchronous and temporally adaptive
manner.

ix





Contents

Symbols and abbreviations 1

1 Introduction 7

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2 Related approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.2.1 Variational integrators . . . . . . . . . . . . . . . . . . . . . . . . 11

1.2.2 Continuous assumed gradient elements . . . . . . . . . . . . . . 17

1.2.3 Contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.3 Contributions and outline . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2 Variational mechanics 29

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3 Principle of Hamilton . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3.1 Lagrangian dynamics . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3.2 Hamiltonian dynamics . . . . . . . . . . . . . . . . . . . . . . . . 32

2.4 Preserved quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.4.1 Noether’s theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.4.2 Conservation of linear momentum . . . . . . . . . . . . . . . . . 35

2.4.3 Conservation of angular momentum . . . . . . . . . . . . . . . . 35

2.4.4 Conservation of energy . . . . . . . . . . . . . . . . . . . . . . . 36

2.4.5 Symplecticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.4.6 Liouville’s theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.5 Example: linear SDOF system . . . . . . . . . . . . . . . . . . . . . . . 39

3 Variational integrators 41

xi



3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2 Geometric integrators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.3 Discrete Euler-Lagrange equation . . . . . . . . . . . . . . . . . . . . . 44

3.4 Preserved discrete quantities . . . . . . . . . . . . . . . . . . . . . . . . 45

3.4.1 Discrete time Noether’s theorem . . . . . . . . . . . . . . . . . . 45

3.4.2 Conservation of linear momentum . . . . . . . . . . . . . . . . . 45

3.4.3 Conservation of angular momentum . . . . . . . . . . . . . . . . 46

3.4.4 Preservation of the symplectic structure . . . . . . . . . . . . . . 46

3.4.5 Discrete energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.5 Error analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.6 Linear stability analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.6.1 Fundamental matrix . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.6.2 Combining different integrators . . . . . . . . . . . . . . . . . . . 50

3.6.3 Lyapunov stability . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.7 Example integrators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.7.1 Symplectic Euler . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.7.2 Velocity Verlet . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.7.3 Midpoint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.7.4 Multiple time stepping . . . . . . . . . . . . . . . . . . . . . . . . 55

3.7.5 Exponential integrators . . . . . . . . . . . . . . . . . . . . . . . 57

3.7.6 Implicit-explicit integrators . . . . . . . . . . . . . . . . . . . . . . 60

3.7.7 Rowlands’s method . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.8 Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.8.1 Reduction of degrees of freedom by projection . . . . . . . . . . 62

3.8.2 Lagrange-d’Alembert principle . . . . . . . . . . . . . . . . . . . 63

3.8.3 SHAKE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.8.4 RATTLE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.8.5 Unilateral constraints . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.9 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.9.1 A perturbed linear oscillator . . . . . . . . . . . . . . . . . . . . . 71

3.9.2 A geometrically nonlinear oscillator . . . . . . . . . . . . . . . . . 74

3.9.3 Nonlinear vibration of a cantilever beam . . . . . . . . . . . . . . 77

xii



3.9.4 Linear vibration of a beam . . . . . . . . . . . . . . . . . . . . . . 81

3.9.5 Nonlinear pendulum: Instabilities in implicit midpoint and trape-
zoidal Newmark . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.9.6 Nonlinear pendulum: Stable discretizations . . . . . . . . . . . . 85

3.9.7 Double pendulum with attached spring and mass . . . . . . . . . 86

3.9.8 Collision of two linked linear springs . . . . . . . . . . . . . . . . 89

4 Continuous assumed gradient method 95

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.2 Fundamentals of continuum mechanics . . . . . . . . . . . . . . . . . . 96

4.2.1 Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.2.2 Kinetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.2.3 Constitutive equations . . . . . . . . . . . . . . . . . . . . . . . . 100

4.2.4 Equilibrium equations . . . . . . . . . . . . . . . . . . . . . . . . 102

4.3 Finite element interpolation of the continuum . . . . . . . . . . . . . . . 103

4.4 Assumed gradient field . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.4.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.4.2 Principle of Hu-Washizu . . . . . . . . . . . . . . . . . . . . . . . 105

4.4.3 Solution strategy: Dual multiplier space . . . . . . . . . . . . . . 105

4.4.4 Strain energy and numerical integration . . . . . . . . . . . . . . 108

4.4.5 Linearization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.5 Regular mesh generation . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.6 Nodal integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.6.1 Nodal averages . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.6.2 Analysis of instabilities . . . . . . . . . . . . . . . . . . . . . . . . 111

4.6.3 Penalty regularization . . . . . . . . . . . . . . . . . . . . . . . . 113

4.6.4 Conforming regularization . . . . . . . . . . . . . . . . . . . . . . 114

4.7 Smoothed Finite Element Method . . . . . . . . . . . . . . . . . . . . . . 116

4.7.1 Smoothing operator . . . . . . . . . . . . . . . . . . . . . . . . . 116

4.7.2 Smoothing cells . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

4.7.3 Relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

4.8 Stable interpolation schemes . . . . . . . . . . . . . . . . . . . . . . . . 118

4.8.1 Nodal support with bubble stabilization . . . . . . . . . . . . . . . 118

xiii



4.8.2 Edge support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

4.8.3 Face support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

4.8.4 Assumed higher order gradient . . . . . . . . . . . . . . . . . . . 121

4.8.5 Deriving continuum elements . . . . . . . . . . . . . . . . . . . . 121

4.9 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

4.9.1 Simplified dual mapping . . . . . . . . . . . . . . . . . . . . . . . 124

4.9.2 Integration of volume integrals . . . . . . . . . . . . . . . . . . . 124

4.9.3 Constitutive laws . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

4.10 Error analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

4.11 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

4.11.1 Vibration analysis of a two-dimensional cantilever . . . . . . . . . 128

4.11.2 Spurious modes in nodal integration . . . . . . . . . . . . . . . . 130

4.11.3 Forced vibration of a cantilever beam . . . . . . . . . . . . . . . 130

4.11.4 Forced vibration of a geometrically nonlinear cantilever beam . . 132

5 Asynchronous variational integration 135

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

5.2 Asynchronous Euler scheme . . . . . . . . . . . . . . . . . . . . . . . . 136

5.3 Discretization of the space-time integral . . . . . . . . . . . . . . . . . . 138

5.4 Nodal restraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

5.5 Estimating the time step length . . . . . . . . . . . . . . . . . . . . . . . 143

5.6 Example: Asynchronous integration of a cantilever beam . . . . . . . . 148

5.6.1 Model problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

5.6.2 Benchmark against synchronous time stepping . . . . . . . . . . 148

5.6.3 Equally distant nodes . . . . . . . . . . . . . . . . . . . . . . . . 151

6 Variable step size integration 153

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.2 Explicit symplectic energy momentum integration . . . . . . . . . . . . . 154

6.3 Time transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

6.4 Variational kick and drift operators . . . . . . . . . . . . . . . . . . . . . 158

6.5 Asynchronous variable time steps . . . . . . . . . . . . . . . . . . . . . 159

6.6 Example time step functions . . . . . . . . . . . . . . . . . . . . . . . . . 163

xiv



6.7 Time step selection and solution . . . . . . . . . . . . . . . . . . . . . . 165

6.8 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

6.8.1 Synchronous integration of a single degree of freedom system
with variable step sizes . . . . . . . . . . . . . . . . . . . . . . . 168

6.8.2 Asynchronous variable time steps applied to a linear oscillator . 171

6.8.3 Limiting cases of variable time steps . . . . . . . . . . . . . . . . 173

6.8.4 Variable step size integration of a cantilever beam . . . . . . . . 176

7 Collision dynamics 181

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

7.2 Contact mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

7.2.1 Problem description . . . . . . . . . . . . . . . . . . . . . . . . . 182

7.2.2 Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

7.2.3 Gap function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

7.2.4 Contact integral . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

7.2.5 Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

7.3 Distance field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

7.3.1 Level sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

7.3.2 Discrete distances . . . . . . . . . . . . . . . . . . . . . . . . . . 190

7.3.3 Computing discrete distances . . . . . . . . . . . . . . . . . . . . 191

7.3.4 Stable interpolation and assumed distance gradients . . . . . . . 194

7.3.5 Computing the closest point projection . . . . . . . . . . . . . . . 197

7.3.6 Replacing the gap function . . . . . . . . . . . . . . . . . . . . . 198

7.4 Asynchronous collisions . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

7.4.1 Asynchronous collision detection . . . . . . . . . . . . . . . . . . 201

7.4.2 Normal contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

7.4.3 Normal contact with nodal restraints . . . . . . . . . . . . . . . . 202

7.4.4 Coulomb friction . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

7.4.5 Time step selection . . . . . . . . . . . . . . . . . . . . . . . . . 206

7.5 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

7.5.1 Two elastic bars . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

7.5.2 Elastic block sliding on rigid obstacle . . . . . . . . . . . . . . . . 209

7.5.3 Block assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

xv



8 Summary 215

8.1 Longer time steps in explicit dynamics . . . . . . . . . . . . . . . . . . . 215

8.2 Time discretization of nonlinear constraints . . . . . . . . . . . . . . . . 216

8.3 Continuous assumed gradient method . . . . . . . . . . . . . . . . . . . 218

8.4 Asynchronous variational integration . . . . . . . . . . . . . . . . . . . . 221

8.5 Variable time steps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

8.6 Asynchronous collisions . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

A Verification of CAG elements 225

A.1 Patch test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

A.2 Cantilever beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
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Symbols and abbreviations

The subsequent list describes frequently used symbols and abbreviations. In elasticity,
it is common to indicate matrix and vector quantities by bold letters. This notation is
used in chapters 4 and 7.

i, j, k, . . . , z indices; in continuum mechanics in R3

α, β, γ, . . . , ω dimensional indices (1 . . . 3 in R3, 1, 2 in R2)
A,B,C, . . . , Z indices of spatial support points or nodes
(◦)−k discrete quantity directly prior (left to) time node k
(◦)+

k discrete quantity directly after (right to) time node k
Di◦ partial derivative for the ith argument of ◦
(◦)pred quantity at predictor ’time’
ˆ(◦) quantity in contact frame

(◦)i ith component of vector (◦)
(◦)ij component of matrix (◦) at row i, column j

α fictive time variable
γA assumed distance gradient
δij Kronecker delta
ε strain vector
θk discrete system times in AVI
κ coefficient of restitution
λ Lyapunov exponent
λ Lagrange multiplier
µ Coulomb coefficient of friction
ν Poisson’s ratio
ξ parameterized material coordinate (eg. element coordinate system)
Π potential function
ρ mass density
τ̂ tangential basis in contact frame
φh continuous time-h flow
Φh discrete time-h flow
Ω spatial domain in R3

∂Ω boundary of Ω (R2)

1



2 Symbols and abbreviations

c velocity of wave propagation
d distance function
dh interpolated distance function
g(q) vector of constraint equations
ĝ gap function
h time step size
hcrit critical time step
hji time step size at step j of the ith potential
j discrete momentum
n dimension
n normal vector
p canonical momentum
q vector of generalized coordinates
qk(t) interpolated q(t) in kth time element
qki sicrete generalized coordinate vector at ith support point in kth time

element for qk(t)
qk discrete coordinate at time node k
s time step function
t real stress vector
t time
tji jth time step of ith potential energy
u vector of displacements
v velocity vector
w conjugate momentum of time t (negative energy)
x spatial coordinate in deformed configuration
z phase space

A averaging operator
C contact frame
C damping matrix
E Young’s modulus
Ed discrete energy
Fij Jacobian in phase space
Fαβ deformation gradient
F (q) restoring force vector
F (t) external force vector
G gradient of linear constraints
Gh natural distance gradient
Gdyn(u, δu) virtual Lagrangian
H(q, p) Hamiltonian
H̄ shadow Hamiltonian
Hd
k discrete Hamiltonian
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I preserved quantity (Noether’s theorem)
J Jacobian (volumetric strain)
J symplectic matrix of Hamilton’s equations
K stiffness matrix
L(q, q̇, t) Lagrangian
Ld discrete Lagrangian
LA interpolation function of multipliers
M mass matrix
MA interpolation function, i.e. of assumed gradients
NA finite element shape function
P 1st Piola-Kirchoff stress
P RATTLE projection matrix
Pc collision projection matrix
S 2nd Piola-Kirchoff stress
S action
Sdk discrete elemental action
T Cauchy stress
T (q̇), T (p) kinetic energy
Td discrete kinetic action
U total strain energy
Ud strain energy density function
V volume
V (q, t) potential energy
Vd discrete potential action
Vi(q, t) asynchronous potential energy
WA spatial weight
X material point coordinate (spatial coordinate in reference configuration)
Z = (Q, J) extended phase space
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AABB axis aligned bounding box
AVI asynchronous variational integration (integrator)
C3D xN x-noded three-dimensional continuum element
C3D xN NI x-noded three-dimensional continuum element, nodal integration
C3D xN yI x-noded three-dimensional continuum element, nodal integration with y

interior points
C3D xN yE x-noded three-dimensional continuum element, edge integration with y

points per edge
C3D xN yC x-noded three-dimensional continuum element, assumed gradient in-

terpolation with y support points
CAG continuous assumed gradient
CFFM closest feature front marching
DCR decomposition contact response
FEM finite element method
IMEX implicit-explicit (integrator)
KAM Kolmogorow-Arnold-Moser
MDOF multiple degrees of freedom
MOLLY mollified impulse method
NI nodal integration
NICE nodally integrated continuum element
r-RESPA reversible reference system propagator algorithm
SDOF single degree of freedom
SEM symplectic energy momentum integration
SFEM smoothed finite element method
VV Velocity Verlet

Differentiation and variations

Differentiation with respect to time is denoted by putting a superimposed dot on the
corresponding function. Thus, the material velocity of a point is given by

v(i) = φ̇(i)(X(i)) =
d

dt
φ(i)(X(i))

Partial derivatives are denoted (·),i or (·),α.

A functional is a function which takes functions as arguments. The variational
derivative of a functional is a directional derivative for a variational parameter ε. A
perturbation of a function φ in direction of a function ηφ is denoted by

φε = φ+ ε
?

φ

The directional derivative (Gateaux derivative) of this function defines its variation δφ

δφ := Dηφ [φ] =
d

dε

∣∣∣∣
ε=0

[φε] =
?

φ
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where Da(g(x)) denotes the derivative of a function g in direction a at point x. The
variational derivative of a functional is then

δf := Dηφ [f(φε)] =
d

dε

∣∣∣∣
ε=0

[f(φ+ ε
?

φ)]

Applying the chain rule to a functional with N parameters yields

δf =
N∑
i

∂f

∂φi

∂φi
∂ε

∣∣∣∣
ε=0

=
N∑
i

∂f

∂φi
δφi

Summation indices

The Einstein convention is applied in this work (without considering the location of
indices - subscripts vs. superscripts). For example, the following terms are equivalent:

[AB]ik = AijBjk =
∑
j

AijBjk





Chapter 1

Introduction

1.1 Motivation

In many engineering tasks, the distribution of stresses, strains and deformation of
structures subject to dynamic loading are of interest. Dynamic simulations, however,
need a lot of computational resources. They are only possible because the numerical
power of today’s computers is much higher than a few decades ago. At the same time,
however, the level of detail of mechanical models is improving by refining the approxi-
mation of geometrical features and by a better representation of the true material be-
haviour. In particular, the number of unknown variables and the degree of nonlinearities
have been increased: nonlinear elastic material laws, plasticity and viscoelastoplastic-
ity, geometric nonlinearities, structural instabilities with snap-through and bifurcation
points, contact/impact with nonlinear friction laws, crack propagation, automatic mesh
refinement etc. are issues in what engineers are interested in and what increases the
numerical effort.

The right choice of the finite element formulation and of the solution method can
help to reduce the numerical complexity. For example, specific finite element types
were developed for thin-walled structures introducing structural elements for beams
and shells and helping to reduce the number of unknowns. When considering the
solution procedure, it is important how many degrees of freedom are involved and how
they are coupled, whether an iterative or non-iterative solution is required, whether the
response can be obtained explicitly or implicitly, how fast the system of equation can
be generated, how certain components, for example the contact formulation, interact
with each other, etc.

Implicit methods often lead to iterative methods. Linear systems may be solved
non-iteratively, but the sparsity of the matrix defining the equations gets lost due to
an increased number of couplings among the degrees of freedom. The treatment of
nonlinear constraints becomes rather complex in implicit methods. Their advantage,
however, is the stability and accuracy for relatively large time steps. Even for very
large time steps implicit time stepping methods may be stable. This may compensate

7



8 Chapter 1. Introduction

the numerical effort of the solution procedure because less time steps are required in
order to simulate a certain time interval.

On the other hand, explicit schemes lead to very simple systems of equations which
generally can be solved efficiently, are non-iterative and are easy to implement. Explicit
methods are, however, subject to a critical time step which decreases the overall ef-
ficiency. The critical time step becomes smaller with stiffer materials and with finer
meshes.

Methods were developed which try to combine advantages of both, explicit and
implicit methods: mixed methods where explicit and implicit schemes are applied to
different regions in the same structure, multiscale methods such as implicit-explicit or
exponential integrators which increase the critical time step and improve the accu-
racy of the linear response, modal superposition methods which reduce the number of
unknowns and increase the critical time step, other model reduction techniques, etc.
Generally, these methods aim at finding a compromise between implicit and explicit
methods - a larger time step of the explicit part and a simplified solution of the implicit
part. The additional numerical effort must be balanced by the larger time step. For
reduced order modeling, the loss of accuracy must be considered.

When concentrating on explicit methods, three factors are generally used to improve
the efficency: the number of unknowns (more accurate finite element formulations may
reduce the required number of degrees of freedom), the number of integration points
(the less material law evaluations per force vector, the less computing time is needed)
and the critical time step. Therefore, finite elements are often secured against lock-
ing behavior limiting the time step. Material laws are usually expressed in an updated
Lagrangian framework which reduces the effort in evaluating geometrically nonlinear
strains. Constitutive relations are solved by explicit methods, in particular the enforce-
ment of yield surfaces. Reduced integration schemes in conjunction with hourglass
control decrease the number of integration points. Finite elements with extraordinarily
small dimensions are often neglected in the simulation such that they can not destroy
the critical time step length. The time step can be further imcreased by mass scaling,
i.e. increasing the mass of the smallest elements.

Recently, a new philosophy was introduced to explicit schemes: asynchronous inte-
gration. Therein, every part of a structure is analyzed with an individual time step size.
Thereby, the total number of material law evaluations is reduced. In standard schemes,
the smallest or, respectively, the ’stiffest’ finite element in the model governs the time
step being applied to the whole structure. In asynchronous integration, the ’small’ and
’stiff’ elements are integrated with a small time step while a larger time step is applied
to ’soft’ and ’large’ finite elements. The differences of the time steps within the consid-
ered model must be large enough in order to compensate the additional effort which
originates from maintaining the asynchronicity. That means, asynchronous procedures
may improve the numerical efficiency if there exist some regions in the considered finite
element mesh with much smaller element sizes than in other regions. This assump-
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tion applies to many engineering problems. One often refines a finite element mesh in
regions where an accurate stress evaluation takes place, for example in case of notch
stresses. Furthermore, asynchronous integration could be an ideal companion for au-
tomatic mesh refinement and specific crack propagation strategies, where the mesh is
adopted during the simulation.

On the other hand, improving the formulation of finite elements may help to reduce
the number of equations and the number of integration points in order to obtain a de-
sired accuracy at the same time. When considering an isoparametric finite element
approximation, one observes that strains and stresses are continuous functions in the
interior of finite elements, but are discontinuous along finite element interfaces. This is
in contrast to local balance equations, i.e. the equilibrium of forces which is only sat-
isfied in its weak form. Assuming homogenious material behaviour, the strains should
be continuous at element interfaces as well. A finite element formulation satisfying this
constraint may drastically improve accuracy. An example is isogeometric analysis. It
implements smooth interpolation functions (and, hence, continuous strains), but does
not provide the flexibility of FEM with respect to mesh generation. Efficient and stable
finite element formulations with continuous strains are still missing.

Contact and impact problems are another component of the simulation procedure
which is numerically expensive. The correct and robust detection of interpenetrations
must be ensured. Complex contact laws (nonlinear friction, inelastic impacts) increase
the degree of nonlinearity. When large time steps are employed, a consistent deter-
mination of glide path and interpenetration are important to avoid locking effects and
divergence. Various types of geometries must be considered being arbitrarily complex,
i.e. concave vs. convex, smooth vs. sharp features, corners vs. curvatures and plane
surfaces, etc. The algorithm must treat the contact problem with as little user input as
possible. Additionally, the contact search alone puts high demands on memory con-
sumption and computing time. The complexity of search algorithms with respect to
the number of surface patches is decisive. First implementations tested all surfaces
segments among each other on intersection leading to n × n complexity which is not
suitable for large-scale problems. The issue of complexity continues in the choice of
the interpolation of contact tractions: The better the approximation of contact tractions,
the more accurate but also the larger the numerical expenses.

In particular the latter can be easily answered in explicit integration. When using
very small time steps the contact search and solution must be reasonable fast. Fur-
thermore, the contact formulation should not influence the length of the critical time
step. This is, for example, the case in penalty formulations. Therein, penetrations are
avoided by the application of additional forces. These contact forces are proportional
to some parameter. The larger the parameter, the smaller are the allowed penetra-
tions. But at the same time the critical time step due to the contact forces is reduced.
Recently, collision integrators were proposed which apply a non-smooth update to the
solution trajectory and which do not affect the step size.
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The question is, now, whether the principle of asynchronicity can be applied to
impact problems and whether it may help to improve the efficiency. The idea behind
asynchronous collisions is that the frequency of contact evaluations depends on local
mesh properties. The larger the velocity and the smaller the finite elements, the more
frequent one has to test on intersection in order to stay accurate. Other elements may
be evaluated less frequent.

Generally, the choice of a procedure by which time stepping schemes can be de-
rived, is of rather philosophical nature. For example, in many text books the central
difference method is derived from a geometric consideration, i.e. by the assumption of
a piecewise quadratic interpolation of the displacements in time. Properties of conser-
vative mechanical systems (energy, momentum, symplecticity, phase space volume)
are often missing in engineering education. Research has shown, however, that nu-
merical schemes which preserve invariants of mechanical systems are generally more
accurate and more robust in long-term simulation than numerical schemes which do not
preserve these quantities. Procedures were developed which ensure the preservation
of quantities. This is independent from the choice of the detailed solution procedure
(implicit, explicit, etc.).

The class of geometric or, respectively, mechanical integrators can be distinguished
into energy-momentum, energy-symplectic and momentum-symplectic preserving al-
gorithms. It is generally not possible to preserve all of the three quantities. In this
work, symplectic-momentum integrators are favored. They do not preserve the energy,
but vector- and matrix-valued invariants. The energy can be computed easily and may
serve as an error indicator. The error in symplecticity is, for example, difficult to ob-
tain. Longterm stability and approximate preservation of energy are ensured because
a symplectic method provides the exact solution to an alternative model which often
is only a small perturbation to the original system. Variational integrators provide a
simple and strict procedure to derive symplectic-momentum methods. Furthermore,
their formulation fits perfectly into elasticity problems which can be expressed in terms
of Hamilton’s variational principle as well.

All these considerations lead to the following observations: contact algorithms, the
treatment of linear and nonlinear constraints, for example arising in domain decompo-
sition, and the finite element formulation should be harmonized with the chosen time
integration method. At the same time, it would be interesting to learn how the numer-
ical efficiency can be improved by the mentioned issues. These statements are the
motivation of the present work.
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1.2 Related approaches

1.2.1 Variational integrators

Numerical integration schemes derived from variational principles were not uncommon
in the past. Nevertheless, one of the first integrators which were consequently derived
from a discretized version of Hamilton’s priniple is the Moser-Veselov algorithm [195]
for the integration of the rigid body motion. It was shown in [263] that the used method-
ology preserves a symplectic form. The same procedure was derived in [5] and the
existence of a discrete version of Noether’s theorem was shown. The term ’mechanical
integrator’ first appears in [266]. In the given sense, mechanical integrators denote ei-
ther energy-momentum or symplectic-momentum schemes since energy-momentum-
symplectic schemes are not possible when using constant time steps [281]. Recently, a
new class of mechanical integrators with variable time steps was presented [75,76] be-
ing symplectic-energy preserving. The discrete mapping [266] is given in Lagrangian
form, i.e. it computes the coordinates at the next time step from the coordinates at
the current and the previous time step. Holonomic constraints are embedded and the
SHAKE algorithm [229] is recovered. One can show that the explicit Newmark algo-
rithm [200] can be derived from a variational principle [119]. The trapezoidal Newmark
method [200] can be obtained by a variable transformation starting at the variational
implicit midpoint rule. Certain symplectic Runge-Kutta methods can be identified as
variational integrators [23]. A detailed discussion on variational integrators is presented
in [185]. Popular methods like Newmark, Verlet [262], SHAKE [229] or RATTLE [3] are
derived, external forces and constraints are explained. [156] gives a survey on varia-
tional integrators including collisions, asynchronous integration, space-time methods,
etc.

The Hamiltonian viewpoint, defining the state by coordinates and momentum, can
be derived using the discrete principle of Hamilton. An earlier work [236] discretizes
the principle of least action using independent interpolations of coordinates and mo-
mentum. [137, 153] use the discrete Legrende transformation to introduce discrete
momenta from a Lagrangian formulation. Related is the Hamilton-Pontryagin princi-
ple [24, 137, 251]. Therein, individual interpolations of velocity and momentum are
used. The discrete momenta are determined as Lagrange multipliers which weakly
enforce the equality between velocity and the time derivatives of the coordinates.

Multiple time stepping

Explicit time integration schemes may become inefficient in the presence of fast oscil-
lators in the system. For example, finite elements of very small size and/or with stiff
material properties reduce the critical time step of the whole system. An approach to
overcome this problem are mixed methods using explicit integrators for one domain
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and implicit methods for another mesh region. [10, 12] present a mixed method with
nodal partition while [105, 106] use an element partition. Multiple time stepping al-
gorithms were developed to integrate different parts of structures with different step
sizes. This strategy is also known as subcycling. The first subcycling approach in
structural dynamics is given in [11]. The time step ratios were obtained by bisection.
An approach using non-integer ratios of the time steps was presented [199]. A clock
is introduced which counts the smallest time step in the system. All nodes are thus
updated which are behind the clock. The Verlet-I/r-RESPA schemes for molecular dy-
namics are presented by [79, 258]. Both are extensions of Velocity Verlet, but only
the latter is symplectic. Therein, the potential function is interpreted as a sum of slow
and fast potentials, each integrated with different time steps. The time step ratio is an
integer value. [248] presents a similar method applied to the context of finite element
meshes. [247] extends the algorithm to non-integer time step ratio and gives stability
criteria. The results are affirmed by [43] comparing different subcycling algorithms and
proving the Smolinski and Sleith algorithm [248] as the only stable one. Belytschko’s
method [11] is shown to be only statistically stable [43], improving stability with growing
number of degrees of freedom. [44] improves accuracy by reestablishing momentum
conservation at element interfaces with different time steps. The method is only sta-
tistically stable. Stability can be enforced by damping high-frequent oscillations using
the generalized-alpha method [35, 109]. Another approach [78] enforces continuity of
velocities at interfaces and is stable but dissipative.

On the other front, development in molecular dynamics algorithms focused on sym-
plectic stabilizations, i.e. by filtering those forces which lead to instabilities. MOLLY
is presented in [68], a mollified impulse method which filters momentum changes in a
symplectic transformation by evaluating forces at averaged positions. [113] uses a dif-
ferent averaging operator suitable for molecular dynamics, i.e. it eliminates completely
the directions in slow impulses which excite fast forces. [182] combines MOLLY with
a B-Spline weighting function and adds Langevin damping. Using nonsymplectic av-
eraging methods, stability criteria can be tied to the slow forces [149]. The approach
was extended [148] to adaptive time steps and smooth force decompositions with time-
interpolated forces.

Asynchronous variational integrators

A generalization of r-RESPA are asynchronous variational integrators (AVIs) [154,155,
157, 158]. Therein, time step sizes are individually assigned to each finite element at
arbitrary ratios. The method is variational and implements a priority queue which de-
cides on the sequence of drift phases and velocity kicks. The method can be extended
to parallel implementations [117]. Convergence can be proved for linear elasticity [63].
Reliable stability criteria are difficult to find [64, 65] which was exemplified for a two-
potential problem leading to similar results as for r-RESPA. AVIs were successfully
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employed to improve accuracy and efficiency in domain decomposition [14, 69] where
each domain is assigned to individual time step sizes. They managed to develop im-
plicit AVIs, but require synchronization times and lead to full-implicit couplings in be-
tween. The benefits of AVIs in efficiency were applied to contact/impact problems [91]
using a quadratic penalty formulation to compute contact forces.

There exist other asynchronous approaches though not being variational. [74] ap-
plies energy-symplectic methods to the context of asynchronous integration. Another
notable approach to asynchronous integration is presented by [282] providing the tent-
pitcher algorithm which meshes space and time asynchronously. The method is based
on a space-time discontinuous Galerkin method and creates linear tetrahedra in two-
dimensional space and time. The asynchronous discontinuities lead to very small sys-
tems of equations being solved efficiently. The method was improved by several au-
thors: [56] finds a local condition for time step size selection. [1] provides theoretical
background and presents another time step function. [256] further simplifies the time
step selection strategy.

Exponential integrators

When multiple time stepping schemes are applied to a system where the fast forces
are linear then more complex algorithms can be used to integrate the linear part of the
response. A family of symplectic exponential integrators (or integrating factor meth-
ods) was established by fitting Verlet’s method to the accurate solution of the linear
forces [70] involving matrix exponentials for the linear parts and Verlet’s method for
the nonlinear parts. Another popular exponential integrator was derived by a variable
transformation and applying Euler’s method to the nonlinear forces [146]. The latter is
not symplectic, but can be applied to 1st and 2nd order differential equations. Other
Gautschi-type methods were presented [47, 87] which differ in the solution of the non-
linear parts. [47] applies Verlet to the space of generalized coordinates and not to the
exponentially transformed space as in [70]. [87] perform a frequency expansion of the
solution and are interested in near-conservation of the energy. [259] presents an er-
ror analysis, a generalized scheme to construct Gautschi-type integrators and a new
method which is not symplectic, but reduces the integration error. A practical compar-
ison of existing schemes is given in [41] illustrating different viewpoints on Gautschi’s
method and discussing adaptive matrix exponentials and the application of MOLLY [68]
in the context of exponential integration.

Due to the use of the matrix exponential these methods are recommended for prob-
lems of small to moderate size. An approach to large scale problems was presented
in [98] where processed integrators involving matrix-vector products are exponentially
fitted and the matrix exponential itself is approximated by a Krylov subspace method.
Instead of approximating the matrix exponential one could instead integrate the linear
forces using an implicit method, for example the implicit midpoint rule [252]. Exponen-
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tial integrators can be further combined with methods of model order reduction which
reduce the number of variables and share the requirement that the nonlinear forces are
small compared with the linear ones. Strategies to model reduction are based on modal
truncation using an eigenvector basis [29, 111, 206, 261], Ritz vectors or other basis
vectors which are easier to construct [2, 33, 66, 226, 270], combined eigenvectors and
Ritz vectors for nonlinearities [122,132], balancing [231], proper orthogonal decompo-
sition which finds the optimal basis to given snapshots [123, 124, 132, 136, 176, 188],
combining POD with wavelets [135], etc.

Processed methods

Various approaches have been developed to generate higher order schemes by pro-
cessing low-order methods. One branch of development in this regard are composition
methods [278] which allow to combine symmetric methods of even order, for example
Verlet, to create higher order schemes. This is done by chaining the base integra-
tor forward and backward in time using different step sizes such that the sum of all
steps equals the desired time step length. Composition methods can be applied to
constrained dynamical systems, i.e. composing SHAKE and RATTLE [224].

Another approach is presented in [228]. Instead of additional integration points
Rowlands uses derivatives of higher order while remaining explicit. The method was
revisited by several authors establishing the class of processed integrators [19, 178,
242]. Processing the Verlet method was used to maximize the stability intervals of
the central difference method [177], basically by changing the weights in Rowlands’
method.

Variable time steps

Variable step sizes offer the opportunity to adapt the time step to local error estima-
tors and, thus, to improve numerical efficiency. Simply varying the time step length
does, however, reduce favourable properties of symplectic methods such as long-term
stability as noted in [31]. This article compares various Runge-Kutta methods where
constant step size symplectic methods outperformed adaptive symplectic and non-
symplectic schemes. Symplectic integration with adaptive time step was presented
in [81]. Therein, the reason for the bad performance is identified as a violation of the
symplectic form. Adaptation of the time step introduces the time as an additional coor-
dinate for which symplecticity is not preserved in general. Symplecticity is restored by
additive terms which may lead to iterative schemes even for explicit methods.

In [189] an explicit symplectic variable time step method is obtained through re-
placing the Hamiltonian by another energy function which includes time and energy
as additional coordinates and momentum. The latter has been applied to the N-body
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problem and cometary orbits [54, 190]. Generalized versions of Mikkola’s method are
provided in [20,214].

Adaptive step sizes with arc-length parametrization as in [81] are realized through
the Adaptive Verlet method [100] which is explicit and time-reversible, but not sym-
plectic. An asymptotic error analysis giving hints on step size selection is presented
in [37].

One of the first variational approaches to variable time steps is presented in [237]
where the implicit midpoint rule is combined with variable time steps which enforce
energy preservation. The same method is derived by [118] as a variational integra-
tor. A generic scheme for deriving variational symplectic-energy-momentum schemes
is given in [153]. These schemes may lead to unsolvable equations. An approach to
eliminate this problem was presented in [238] for the implicit midpoint rule involving ad-
ditional inequality constraints. An alternative approach to variational energy-symplectic
integrators is presented in [28] where the integration rule is changed in every time step
in order to preserve the energy.

Error analysis

Backward error analysis [80,86,242] is a useful tool providing deeper insight into sym-
plectic geometry. A simplified methodology was presented in [225]. Backward error
analysis was compared with global error expansions in [85] and found to be more
meaningful with respect to long term stability, energy drift, etc. Asymptotic expan-
sions and backward error analysis were used in [32] to prove that symplectic one-step
methods are more accurate than others. It was applied to explicit multiple time step-
ping [161] in order to give hints on suitable time step sizes. Backward error analysis
was used in conjunction with asymptotic expansions to explain the numerical stability
of the adaptive Verlet method [37]. [244] analyses stability, provides an error analysis
and gives closed-form solutions of shadow Hamiltonians for selected symplectic inte-
grators. A methodology to approximate shadow Hamiltonians in general systems is
provided in [243] and improved in [55] being able to filter energy oscillations due to the
discrete nature of the numerical method and, therefore, to monitor energy drifts arising
from numerical instabilities.

Stability

Linear stability analysis of numerical integrators is often based on eigenvalue analysis
of the constant propagation matrix and can be found in standard text books, for example
[8].

The methodology can be used to prove linear stability of multi time stepping al-
gorithms [43, 65, 232, 247]. Multi time stepping algorithms are subject to resonances
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which lead to energy drifts and, therefore, long-term instability. Those were first re-
ported in [17] where nonsymplectic multi time stepping methods were shown to exhibit
bad long-term accuracy and stability, but their symplectic counterparts were shown to
exhibit stronger instabilities due to resonances. [18] analyzes instabilities in r-RESPA
which were identified to appear in narrow time step intervals such that time steps be-
ing slightly longer than a critical step size render the scheme stable. Stability was
analyzed using eigenvalue analysis combined with backward error analysis in [232].
Stable and unstable intervals were identified using the shadow Hamiltonian. Thresh-
olds were given for selected schemes. The same methodology was applied to linear
stability analysis of asynchronous variational integrators in [65].

Backward error analysis can be used to analyze the stability of time stepping schemes
when applied to nonlinear problems. Stability may be defined by compactness of the
shadow Hamiltonian which was exemplified for different integrators in [227]. An alter-
native approach was presented earlier in [245] using KAM theory to analyze nonlinear
stability of members of the Newmark family.

A basic concept of stability analysis is Lyapunov’s theory [181]. It provides quanti-
ties to measure the stability of a trajectory subject to small perturbations. Applications
are, for example, given in [27,121,134,198].

Holonomic constraints

In Lagrangian dynamics, one of the first methods to deal with nonlinear holonomic
constraints is SHAKE [229] in combination with Verlet. The constraint discretization of
SHAKE was shown to be variational in [185, 266]. The application of the variational
principle gives rise to alternative discretizations. An enforcement at the midpoint is
presented in [152] and applied to rigid body motion and contact of rigid bodies. Spuri-
ous high frequency modes were observed in case of ill-conditioned mass matrices and
were damped out. Furthermore, spurious oscillations in the end-point coordinates of
each time step were observed by [115] which grow over time and render the scheme
unstable.

In Hamiltonian dynamics, RATTLE [3] was applied to Velocity Verlet with nonlin-
ear holonomic constraints. The scheme was later shown to be equivalent to SHAKE
and to be symplectic [150]. An application to the dynamics of rigid bodies was pre-
sented in [6]. A modification of RATTLE which is more efficient, but not symplectic,
was presented by [82]. RATTLE was embedded into the concept of variational inte-
grators [185]. A backward error analysis and approximate shadow Hamiltonian are
given in [88]. In [159] the variational discretizations of constraints are extended to
the Legrende transformation and the discrete Nullspace method is introduced which
reduces the number of variables by projection onto the constraint manifold.
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Unilateral constraints and collisions

Unilateral constraints often arise in contact/impact problems where an impenetrability
condition [239] must be satisfied which is represented by an inequality equation. There
are generally two approaches to dynamic discretization of the constraint: enforcing im-
penetrability at discrete points in time or enforcing the time derivative of impenetrability
(persistency condition) being zero.

The enforcement of the persistency condition is known as Laursen-Chawla algo-
rithm [142]. Therein, an analysis of the generalized-alpha and Newmark methods leads
to the observation that energy conservation is tied to the persistency condition. An
application to the augmented Lagrangian and penalty method is presented which are
either conservative or dissipative and allow small penetrations. The algorithm was later
combined with the impenetrability condition whereby energy conservation is restored
by an additional velocity update [143,179]. A variational treatment based on a discrete
version of the classical principle of Hamilton is given by [58] who introduce the collision
time as additional degree of freedom in explicit integrators and perform a velocity jump
which is equivalent to enforcing the persistency condition. This leads to a non-smooth
trajectory. The approach was further simplified in [36] introducing Decomposition Con-
tact Response which is a non-iterative treatment at discrete points in time extending
to inelastic and frictional contact problems. The enforcement of the persistency con-
dition is related to variational inequalities [193, 194] involving a different treatment of
Hamilton’s principle. Extensions of Hamilton’s principle to variational inequalities are
presented in [72,151].

The enforcement of the impenetrability condition is generally solved using Lagrange
multipliers [34] or the penalty method [275]. Issues were reported regarding energy
conservation [34] and spurious oscillations in surface velocities when applied to trape-
zoidal Newmark. The generalized alpha method was used to damp the spurious fre-
quencies arising in frictional and non-frictional contact problems in [39, 40]. An alter-
native approach to eliminating spurious oscillations is based on additional projections
[48]. A similar modification to Newmark’s method was presented earlier in [120, 213]
where instabilities due to non-smooth geometries are eliminated. Energy preservation
and oscillating post-contact velocities are identified as improper treatment of inertia
in [125] proposing a redistribution of mass on the contact surface to overcome these
problems.

1.2.2 Continuous assumed gradient elements

Nonlinear structural analysis using the finite element method frequently involves isopara-
metric low-order continuum element types. The design of such elements typically aims
at considering numerical efficiency, accuracy and locking behavior, in particular vol-
umetric or incompressible locking which led to various modifications. In the recent
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years, assumed C0-continuous fields of strain quantities have been investigated. By
using these techniques, most of the mentioned design constraints can be addressed.

Numerical efficiency

In static and implicit analysis the numerical effort is closely related the factorization
of the stiffness matrix. The structure of the stiffness matrix, i.e. band structure and
bandwidth, are decisive for the duration of its factorization. In explicit dynamic anal-
ysis the only matrix to be factorized is constant and narrow banded (often diagonal).
Then the numerical costs mainly depend on the effort for computing the strain energy
and restoring force vector which in turn is proportional to the number of integration
points. Therefore, reducing the number of integration points can improve the numer-
ical efficiency of the method. Basically, there exist two approaches: Either reduced
order numerical integration of the strain energy [223], or integration points which are
shared by more than one element. For example, the integration points can be located
in the finite element nodes involving nodal averages of the strains in order to compute
a unique nodal value of the strain energy and its derivatives [22]. Both approaches to
numerical integration yield an overly-soft behavior: Reduced order integration leads to
non-physical zero-energy modes (hourglassing) and nodal integration leads to spuri-
ous low-energy modes. Therefore, both integration methods must be stabilized.

Accuracy

It is well known that standard finite elements tend to be too stiff. Besides mesh refine-
ment and application of constant strain operators [51,164], it can be shown that this ef-
fect can be reduced by eliminating the discontinuity of the strains among finite element
interfaces. By application of nodal averages of strains or of the deformation gradient
several authors were able to improve the accuracy of finite elements [22,133,280].

Incompressible locking

Standard finite elements applied to the analysis of (nearly) incompressible media tend
to artificially stiffen the structure. Incompressibility appears as a constraint on the avail-
able deformation modes. The result is a response that is exceedingly stiff encountering
volumetric locking. Among a lot of approaches to treat volumetric locking are reduced
integration, mixed variational and projection methods, mixed displacement/pressure
formulations, assumed strain, incompatible-mode, enhanced assumed strain methods,
etc.

Improvements to standard elements can be obtained by using mixed formulations
with interpolation of two or more field variables being treated individually, i.e. interpola-
tions of pressure and displacements. When dealing with mixed formulations, the order
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of approximation of pressure and displacement cannot be chosen arbitrarily. It must
satisfy the LBB condition (inf-sup condition) to ensure stability and optimal conver-
gence or must be used together with stabilization methods. Some of the stabilization
techniques are based on hourglass control in reduced integration, see [13,60,222,223].

A different approach to handle incompressibility constraints is the incompatible
mode technique proposed by Wilson [271] for quadrilateral elements and later gen-
eralized to the assumed strain method (EAS) [241]. The basic idea is to add additional
degrees of freedom to the element, i.e. displacement degrees of freedom in case of
incompatible modes, for example bubble modes or some discontinuous function, or
strain degrees of freedom in case of EAS. The method exhibited hourglass instabilities
in some cases, but a few improvements were proposed to overcome these effects.

Pure displacement formulations go back to reduced and selective integration meth-
ods and the B-bar projection technique [108], wherein different interpolations for the
volumetric and deviatoric components of deformation are applied. For some of these
methods equivalence with mixed methods could be proved [103]. Interpreted in terms
of a projection technique [108] one can include within the same B-bar framework the
mean dilatational formulation [197]. The B-bar method was extended to nonlinear elas-
ticity in [192]. For large deformations, the so-called F̄ scheme has been developed
in [45, 107, 240]. Its idea is based on the B-bar method which is directly applied to
the deformation gradient instead of the symmetric strain tensor. It involves a product
decomposition into volumetric and deviatoric components of the deformation gradient.

A specific assumed strain method is the nodal-averaged pressure formulation for
tetrahedra [21]. The idea was extended to uniform-strain tetrahedral elements which
correspond to displacement-based nodal-average operators for the deformation gradi-
ent [22, 51, 71, 116]. Nodal integration was generalized to other finite element types
[133,169] and found to eliminate incompressible locking. A simple explanation for this
behavior is that the number of incompressibility constraints is related to the number of
integration points and, in the case of nodal integration, even coincides with the number
of nodes. The number of independent incompressibility constraints and the degrees of
freedom must be balanced. This is usually not satisfied by isoparametric finite elements
and, therefore, leads to artificial stiffening effects on isochoric deformation shapes.

Nodal integration

Nodal integration of the strain energy originates from the class of meshfree methods.
Using smooth shape functions nodal strain measures are naturally given and can be
used for a nodal integration rule. However, it suffers from spurious zero energy modes.
The matter of singular modes is addressed by adding an artificial potential function to
the strain energy that penalizes the norm of the pointwise stress residual being inte-
grated over the volume covered by the described material [9]. The pointwise stress
residual is measured as the error of the strong equilibrium conditions. The first nodal
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integrated approach in FEM is found in [22]. Therein, a tetrahedral element is nodally
integrated. Earlier works were interested in reducing volumetric locking by applying
nodally averaged pressure fields or averaged determinants of the deformation gradi-
ent [21,51,116]. The deformation gradient itself was averaged at the nodes according
to the relative volume of the surrounding elements [22]. The authors found the new el-
ements to be very efficient, but observed nonphysical low-energy modes, though they
regarded these effects as little important since they appeared in a very limited number
of use cases. In [22], it is suggested to stabilize the elements by using information on
the deformation gradient from the last time step in explicit simulations. The stabilization
of spurious modes was discussed in detail [217]. The suggested stabilization method
adds an artificial energy to the strain energy, similar to [9]. The new aspect of the con-
tribution was that the modified tetrahedral elements exactly behave like linear elastic
finite elements with standard Gaussian quadrature for small strains. This is done by
penalizing the difference of the averaged nodal strain and the natural strain. A norm
of this difference can be obtained by assembling an energy using a constant material
tensor. This stabilization scheme was generalized and applied to nodal integration of
meshfree methods [215].

Using nodal integration, an assumed strain method is derived using the method of
weighted residuals [133]. The approach consistently extends to tetrahedral and hex-
ahedral finite elements of linear and quadratic shape functions. Volumetric locking is
eliminated and illustrated by examples. The authors do not mention instabilities, but for
linear tetrahedral elements it corresponds to the method of [22]. The weighted residual
approach was later discussed in detail [26]. Extensions to higher order hexahedra are
presented and the appearance of spurious modes eliminated using a penalty method.

Smoothed finite element method

A related approach is the smoothed finite element method (SFEM). Herein, the inte-
gration domain of each finite element is subdivided into smoothing cells. For each cell,
a constant strain tensor is computed as a “smoothed” representation of the strain field.

SFEM is a variant of point interpolation methods (PIM). A strain-smoothing tech-
nique applied to meshfree method was used to stabilize in nodal integration [114].
The technique was extended to a generalized gradient smoothing technique allowing
discontinuous functions [162]. The approach provides a theoretical foundation to the
so-called weakened weak formulation [163]. This formulation includes linearly con-
forming point interpolation methods (LC-PIM) [175,279], the linearly conforming radial
point interpolation method [165] and the least-square fitted point interpolation method
PIM-LSS [276] that use incompatible shape functions. When applying the same ideas
to FEM, one obtains the element-based smoothed FEM (SFEM) [164, 166, 170]. The
SFEM has been applied to two-dimensional n-sided polygonal elements [42] and ex-
tended for plate and shell analysis [202,205].
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Nodal integration was successfully implemented in this framework (NS-FEM) [169].
In case of linear triangles and tetrahedra, NS-FEM is identical with the methods of
[22, 51] or the LC-PIM [165] using linear interpolation. A penalty method to stabilize
NS-FEM was presented [280].

LC-PIM provides an upper-bound to the exact solution of the strain energy as shown
numerically [173]. Both, upper and lower bounds in the strain energy can be obtained
by combining the ’overly-soft’ NS-FEM with ’overly-stiff’ FEM or SFEM. The overly-
soft nature of NS-FEM was balanced by superposing the FEM solution yielding the
α-FEM [168]. Therein, α is a problem-dependent parameter which scales the con-
tributions of NS-FEM and FEM, respectively. α can be chosen such that the strain
energy error norm becomes zero. There exists, however, no verification if the opti-
mally chosen parameter reintroduces spurious non-zero energy modes of NS-FEM.
The idea of superposing two solutions was, however, further applied to SFEM [171]
and LC-PIM [172].

An edge-based smoothed FEM (ES-FEM) was proposed for two-dimensional prob-
lems [167]. The ES-FEM uses triangular elements. The stiffness matrix is computed
using strains averaged over smoothing cells associated with the triangle edges. The
construction of smoothing cells was extended to quadrilateral elements [204]. ES-FEM
was later extended to three-dimensional elasticity problems [93, 203]. Therein, the
smoothing cells are created around the faces of linear tetrahedra. The two-dimensional
ES-FEM exhibits very good properties: (1) solutions are between the bounds given by
NS-FEM and FEM. (2) The results are much more accurate than those of FEM. (3)
There exist no spurious non-zero energy modes. (4) Numerical efficiency is better
than FEM when using the same set of nodes. The same is true when applied to three
dimensions.

1.2.3 Contact

The literature on algorithms treating contact-impact problems is numerous. An attempt
to a categorizing overview on the variety of procedures is given by [201] citing more
than 600 publications. At this point, only those being related to the contact formulation
used in this thesis shall be named.

Distance fields

An alternative approach to contact detection relies on the evaluation of distance fields.
Distance fields provide an implicit representation of the closest point projection. Al-
gorithms regarding distance fields go back to the level set equation. The level set
method was presented by [209] who described the temporal propagation of moving
interfaces by numerical methods solving the Hamilton-Jacobi equation. This is per-
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formed by a finite difference scheme working on a rectangular grid in two or three
dimensions. Information on normal vectors and curvature can be obtained. The fast
marching method [234] provides an efficient numerical scheme of complexity n log n.
The algorithm computing the levels is a reinterpretation of the propagation process,
i.e. the time where the interface passes a certain grid point is influenced only by those
neighboring grid points which are previously passed by the interface. An overview on
the theory of level set and fast marching methods and their applications to problems
of various areas are given in [233, 235], for example shape offsetting, computing dis-
tances, photolithography development, seismic travel times, etc. Distance fields are a
special case of the level set equation where the absolute value of the advection velocity
is 1.

The concept of distance fields was introduced to contact problems in [96] using first
order tetrahedral meshes. The distance field is generated on a supplementary grid and
evaluated at the finite element nodes. Simplicity and robustness compared with closest
point projection is emphasized, in particular not needed smoothness conditions on the
shape of the boundary. Self-contact, large deformations and deep interpenetrations
may be treated. Exact intersection polygons are determined on which contact forces
are computed by the penalty method. More details on the employment of the distance
field are provided in [59]. It focuses on the precomputation of the distance field by fast
marching. A simple partial update strategy during a time integration is proposed for
regions where intersections actually occur. More details of the approach are presented
in [95].

A supplementary grid is not required if the distance field is interpolated on the finite
element mesh. This is constricted by the lack of efficient level set methods on unstruc-
tured meshes. A fast marching method is adopted to acute triangle meshes in [7]. The
basic problem are instabilities which arise by propagating approximate levels along ar-
bitrarily changing directions. Instead of propagating the approximate distance, [186]
computes accurate distances of grid points to the initial interface, but propagates a ref-
erence to the surface patches to which the closest point projection refers to. The idea
was adopted to tetrahedral finite element meshes [184] with application to collision
detection eliminating the supplementary grid in [59]. A partial distance field update
strategy is provided for simplex meshes. Although not related to distance fields, a
partial update strategy is presented by [94] which improves the robustness of closest
point projection approximation in two dimensions. By identifying the actually inter-
sected boundary as initial interface, the distances will only be computed with respect
to the selected surface patches and the partial update is restricted to the finite element
nodes which are actually in contact. The approximate distances and normal vectors
are propagated similar to the original fast marching approach.

In contact algorithms based on closest point projection, it is not uncommon to as-
sume the existence of normal vectors being averaged on the boundary nodes. This
strategy was proposed [264] to improve the robustness and to simplify implementa-
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tions. A continuous normal vector field is created being equivalent to a smooth gap
function. The deadzone problem at corners and edges on the boundary is eliminated
and the number of iterations is reduced. It still needs the creation of a halo, i.e. a
volume around a surface segment, during the global search phase. Spatial discretiza-
tion methods of the contact tractions were developed using the concept of averaged
normals, for example the mortar method implementing a segment-to-segment integra-
tion for nonconfoming domains [218]. In the context of collision detection based on
distance fields, the approach of assumed distance gradients is very similar to the con-
cept of averaged normal vectors. Assumed distance gradients were developed [196]
to eliminate spurious oscillations in levelset methods and were shown to be sufficiently
accurate when applied to triangular and quadrilateral meshes.

Mortar method

The mortar method was originally developed for weakly coupling fields in non-conforming
domain decomposition problems [16]. The optimality of the spatial discretization is
proven, where optimality contends a solution error limited to the sum of the approxima-
tion errors of each bonded domain. The mortar method was applied in the context of
contact problems [187] where the contact tractions must be mapped onto the finite el-
ement mesh boundary being nonconform with the frame where the contact constraints
are enforced. [144] briefly discusses issues of the implementation including aspects
of numerical integration and curved interfaces. These topics are explained in detail
in [218] where the mortar method is applied to contact in large-deformation analysis
without the need of an intermediate surface. An extension to frictional problems with a
focus on a non-locking glide path estimation and its linearization are presented in [219].
The implementation of friction contact is further explained in [145] and summarized
by [216]. The ideas are extended to an interelementary contact interface [127] which
is represented by enriching the finite elements’ shape function space.

Mortar methods generate discrete constraint equations which can be used in con-
junction with Lagrange multipliers or, due to the specific structure of the mortar condi-
tions, can be used to directly eliminate degrees of freedom. This involves the inversion
of a sparse square matrix. By the introduction of dual Lagrange multiplier spaces [272]
this matrix becomes diagonal. Dual multiplier spaces were employed in conjunction
with multigrid solvers to improve the efficiency of the numerical solution [129]. [211]
presents dual shape function spaces for linear and quadratic elements. Example shape
functions in two and three dimensions for surface and volume interpolations and stabil-
ity conditions are presented in [126]. A discussion on quadratic dual shape functions
is presented in [138] leading to the result that a simple strategy to construct stable
and optimal dual higher order function spaces is hard to find. As a result, an opti-
mal quasi-dual function space is introduced [139] being not diagonal, but still simplifies
the inversion of the quadratic mortar matrix. Dual Lagrange multiplier spaces combined
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with an algebraic multigrid solver as solution procedure are successfully applied to con-
tact problems in [102]. The approach is extended to contact of thin-walled structures
with shell elements [92]. The same article presents a generic algorithm to construct
linear dual shape function spaces. Dual multiplier spaces may lead to hourglass-like
solutions in presence of curved interfaces. Stable schemes for curved quadrilateral
elements are presented in [62].

The application of the mortar method involves the choice of a domain in which the
Lagrange multipliers must be interpolated. Various approaches exist on the choice of
this surface which in turn serves as domain for numerical integration. An intermediate
surface is employed in [187]. The mortar segments are constructed in two dimensions
by projecting the finite element nodes of both surfaces onto the other. An intermedi-
ate surface with a discretization that is completely independent of the finite element
meshes being in contact and fixed in time is presented for two dimensions [221]. The
approach was extended to three dimensions [220]. The same article proposes a con-
tact patch test in 3D. Details on the structure of equations using this approach in fric-
tional contact are presented in [73]. When interpreted in terms of the mortar method,
the involving localized Lagrange multipliers are, however, not interpolated by continu-
ous functions, but are applied to individual discrete points on the interface.

1.3 Contributions and outline

The major motivation behind this thesis is to deal with algorithms that improve the
efficiency of explicit simulation of collision dynamics. The philosophy behind asyn-
chronous schemes, which adopt the numerical expenses to spatially local properties
such as mesh fineness, is an elegant concept in the author’s optinion. By chosing the
numerical effort to be minimal per spatial domain it may help to reduce numerical cost
while obtaining a reasonable good accuracy. This is, for example, in contrast to model
order reduction techniques which may fail to represent important components of the
response. The concept of explicit asynchronous integration interacts with all algorith-
mic parts which treat a dynamic contact problem, i.e. the finite element formulation, the
time stepping scheme, the treatment of constraints, the contact detection and contact
solution.

When the thesis was started, the original idea behind an optimal combination of
asynchronous integration with finite elements was to minimize the number of stress
evaluations by nodal integration in space and time. Within this concept, the stresses
would be evaluated at the finite element nodes only. The time stepping scheme would
propagate an asynchronous space-time front through the time where the integration
domains are defined such that only a single finite element node is propagated at one
time step. When implementing nodal integration, however, it turns out to be unstable.
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As a result, a stable modification must be found which in turn affects the formulation of
the asynchronous integrator.

Nodal integration of low-order finite elements is analyzed in depth. The target is
the identification of the reasons behind the instabilities. Helpful is the comparison of
existing approaches to stabilization which are based on penalty methods. This work in-
troduces a continuous assumed interpolation of the deformation gradient inducing con-
tinuous strains and stresses. Nodal integration is interpreted in terms of the assumed
gradient field. The result of the analysis is that the interpolation of the deformation gra-
dient by nodal averages is not suitable to approximate the natural spatial distribution
of strains. The polynomial degree of the interpolation must be increased which leads
to additional support points in the finite elements’ interior. The choice of the number
and location of the new supports is trivial for one-dimensional elements, but difficult for
higher dimensions. The number and position of additional support points and the as-
sociated polynomials must be balanced with numerical efficiency: A minimal number of
support points should be chosen in order to be stable and efficient while an even larger
number may significantly affect the accuracy. Interpolation schemes are proposed for
first order, two and three dimensional isoparametric finite elements. Furthermore, a
strategy is proposed how interpolation functions can be derived for arbitrary finite el-
ement types. This is demonstrated by the isoparametric 10-noded tetrahedron. The
derived elements can be interpreted as a new methodology to finite elements based
on assumed strains. The discussion of the new method is extended to requirements on
mesh generation. Compared with FEM, additional conditions must be satisfied if differ-
ent finite element types are present. The effects of a violation of these conditions are
explained sketchily. Numerous examples from static elasticity and dynamics verify the
new method with respect to stability, accuracy, convergence and numerical efficiency.

The foundation of asynchronous integration are variational integrators. They pre-
serve certain invariants of the continuous system. As a consequence, methods which
are systematically derived from this principle are often better than time stepping schemes
which are derived by less strict rules and, therefore, do not preserve important invari-
ants. The knowledge of most engineers regarding properties of conservative systems
is often restricted to the balance of energy and momentum. To begin with, continuum
dynamics of conservative mechanical systems is presented by means of the principle
of Hamilton. The explanation includes the definition of invariants and Noether’s the-
orem, the preservation of linear and angular momentum, energy and the symplectic
form. The exposure follows standard text books, but adopts the nomenclature used by
variational integrators.

The derivation of variational integrators will be explained using different existing ap-
proaches, i.e. Lagrangian dynamics versus Hamiltonian dynamics by Legrende trans-
formation and the Hamilton-Pontryagin principle. It is followed by a summary of explicit,
symplectic-momentum preserving, one-step integrators which can be interpreted be-
ing variational. Subsequently, the presented time stepping schemes are compared by
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example problems. The target of the comparison is to find out, how these methods can
be used to improve numerical efficiency by increasing the critical time step in structural
dynamics assuming certain conditions. Stability is measured in terms of Lyapunov’s
condition. By combination and reinterpretation of existing methods, a new time step-
ping scheme (the mollified implicit-explicit integrator) is found which obeys very large
stability intervals for systems with dominant linear response and rather small nonlinear-
ities. This is verified using model problems from structural dynamics. The stabilization
implicates the replacement of the original discrete model by another which becomes
unnegligably inaccurate in case of rather large nonlinear effects and large time steps.
As a consequence, it was not possible to incorporate it within an asynchronous proce-
dure and is not employed in later chapters.

The presentation of variational integrators includes the treatment of nonlinear con-
straint equations. A correct and efficient treatment is important when collisions and
restraints are incorporated into the asynchronous procedure. Existing methods will
be presented in the variational context. Examples compare the robustness of various
approaches. They also explain the appearance of spurious oscillations in the implicit
midpoint scheme and trapezodial Newmark when applied to nonlinear constraints. The
collision integrator for explicit treatment of inequality constraints is then applied as a
standalone procedure to nonlinear holonomic constraints and as a stabilization to the
midpoint scheme with promising results.

Asynchronous integration is presented in a general form, which is based on a gener-
alized potential energy and which includes other multiscale methods as special cases.
The formulation is then applied to structural elasticity. Previous approaches deal with
isoparametric finite elements. Here, the asynchronous space-time discretization fo-
cuses on finite element formulations with continuous properties, for example the new
finite element formulation based on continuous assumed gradients. As a result, the
finite elements can not be considered individually. An elemental stiffness matrix does
not exist and, therefore, elemental natural frequencies and wave speeds can not be
obtained easily. Thus, an estimation of the critical time step can not be found using
classical methods. Nevertheless, two approaches are developed based on the CFL
condition which relates the critical time step to the wave propagation speed. Only one
is found to be robust in the examples. Although previous approaches to asynchronous
integration include models with fixed nodes, a consideration of general nodal restraints
and their efficient numerical treatment is missing. This is provided in this thesis. The
consistent treatment of nodal restraint conditions becomes important when addtional
constraints arise, for example in contact situations.

An attempt to improve accuracy and stability of time stepping schemes are variable
time steps. Therein, the time step size is adopted during the simulation. Two ex-
isting approaches are presented, symplectic-energy-momentum integration and time
transformations. The latter introduces a fictitious time variable to which a fixed step
size method can be applied. This is usually done by replacing the Hamiltonian. With
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an application to asynchronous discretizations in mind, the time transformations will
be applied directly to the discrete principle of Hamilton in this work. The principle of
Hamilton-Pontryagin can be used to simplify the equations by eliminating the time step
length from denominators. The strategy is further generalized to include synchronous
and asynchronous integration schemes. New limitations on the choice of suitable time
step functions become obvious. The discretization leads to local asynchronous sys-
tems of equations which are linear and explicit in most variables, but quadratic with
respect to the time step size. An efficient solution procedure is developed. Examples
illustrate fields of applications in principle. Single degree of freedom systems serve
to verify stability, convergence, efficiency and accuracy. When relating the accuracy
to the computing time, no benefit can be identified when applied to linear oscillators.
Applied to asynchronous elasticity of finite element structures, no convergence can be
found.

In the final part, the thesis presents asynchronous collision integrators. It starts with
the presentation of contact mechanics of a continuum following standard text books. It
further explains existing methods of collision detection based on spatial partitioning and
discretization methods of the contacting boundaries, in particular the mortar method.
The algorithmic treatment requires a simple and robust procedure in order to perform
an accurate local contact detection and computation of the closest point projection.
The implementation is based on distance fields. Previous approaches to contact algo-
rithms using distance fields are limited to penalty methods, first order tetrahedron finite
elements and level sets being interpolated on a rectangular grid. The idea of discrete
distances is extended to arbitrary interpolations based on the existing finite element ge-
ometry. A consistent framework is created which replaces the contact constraints aris-
ing from closest point projection. The discussion extends to possible instabilities and
their elimination. Finally, the presented algorithms regarding contact search, distance
fields, collision integrators and restraints are combined and applied to asynchronous
integration. The contact laws under consideration are elastic normal contact, inelastic
normal contact and Coulomb friction. The advantage of asynchronous collision treat-
ment is that very small systems of equations are to be solved such that the contact
conditions can be enforced efficiently. In opposite to penalty methods, the used colli-
sion integrator does not affect the critical time step. Hence, a time step adaptation only
based on local accuracy conditions is possible.

The algorithms and examples presented in this thesis are implemented in the soft-
ware package SLangTNG [30]. Its source code is distributed under the BSD license.

This work is organized is as follows: This chapter contains a discussion of related
research in the fields of variational integration, temporal discretization of constraints,
finite element formulation, distance fields applied to contact and mortar method. The
related bibliography with respect to spatial contact algorithms is presented in the re-
spective sections. Chapter 2 presents the principle of Hamilton and its properties.
Section 3 explains variational integrators, it presents various numerical schemes and
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the treatment of constraints. The continuous assumed gradient method is derived in
chapter 4. Asynchronous variational integration is illustrated in section 5 being applied
to continuous assumed gradient elements and nodal restraints. Variable time steps are
studied in chapter 6. Section 7 presents the application of collision integrators in the
asynchronous context including details regarding contact mechanics, distance fields
and collision detection.



Chapter 2

Variational mechanics

2.1 Introduction

This section presents the classical principle of Hamilton [90]. Using variational cal-
culus, it can be used to describe the solution trajectory of conservative systems and
to prove properties of such systems, i.e. preservation of energy, momentum and the
symplectic form.

The aim of this section is two-fold: First, the reader should understand the theo-
retical foundations of variational dynamics and the mathematical beauty behind Hamil-
ton’s variational principle. This includes the derivation of the equation of motion in the
sense of Euler and Lagrange (1755; second order ordinary differential equation) and
of Hamilton (1833; two first order partial differential equations). Hamiltonian systems
preserve various invariants, but only a few, i.e. energy and momentum, are known to
most engineers. The matter of invariants is explained through definitions and proofs.
The latter are presented in a form which only needs knowledge on matrix algebra and
variational calculus for understanding. It should be noted that differential geometry and
Lie algebra are common to simplify notation and proofs.

As a second intent, the connection to the derivation of numerical methods shall be
understood. Although the general formulation of Hamilton’s principle is discussed, it
is expressed in terms of discrete time intervals which could be interpreted in terms
of finite elements in time and may serve as a basic tool for discretization. To derive
numerical methods, the equations of motion were often used as a basis. Then standard
methods for the solution of differential equations can be applied. Interestingly, only a
few of them exhibit good accuracy and long-term stability. These properties can be
regarded to invariants being preserved (or not preserved) by the original system and
the discretized model.

The subsequent paragraphs follow books and lecture notes given in [84, 86, 97,
242] including theorems and proofs. For the separation into discrete time intervals the
notation of [153] is used, more details in [137,267].

29
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2.2 Preliminaries

Theorem 1. For holonomic constraints and forces, which may be derived from a po-
tential function V (q, q̇, t), one defines the Lagrange function

L(q, q̇, t) := T − V, T =
1

2
q̇TMq̇ (2.1)

where T is the sum of the kinetic energies of all system particles and V the sum of all
potential energies of the particles in the system. The Lagrange function is a function of
the generalized coordinates q, their time derivatives q̇ and of the time.

Theorem 2. The action S is defined as the integral of the Lagrange function over the
time interval [a, b]

S =

∫ b

a

L(q, q̇, t)dt (2.2)

Theorem 3. The solution trajectories q(t) of a dynamical system given through a La-
grange function L are determined as stationary points of the action S, i.e.

δS = 0 (2.3)

which is Hamilton’s principle.

Theorem 4. A coordinate qi is called cyclic, if only its time derivative is contained in the
Lagrangian function, i.e. if

∂

∂qi
L(q, q̇, t) = 0 (2.4)

Theorem 5. The canonical momentum (generalized momentum) pi to a generalized
coordinate qi is defined as

pi :=
∂L(q, q̇, t)

∂q̇
(2.5)

2.3 Principle of Hamilton

Without loss of generality, the action integral is written as a sequence of mutually ex-
clusive finite time intervals,

S =
N−1∑
k=0

∫ tk+1

tk

L(q, q̇, t)dt (2.6)

This formulation allows the application of the stationarity principle to the exact - and -
to numerical solutions. It is based on the concept of generalized variational integrators
presented by [153]. Therein, the chosen intervals denote finite time elements. Each
time element is defined by some time increment length hk, where a local time coordi-
nate tk ∈ [0 . . . hk] is used. Boundary conditions are given through qk0 and qk1 denoting



2.3. Principle of Hamilton 31

t

k − 1

k

k k + 1
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qk+1(t)
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1

tk

q(t)

tk+1

Figure 2.1: Illustration of finite time elements and initial conditions

the generalized coordinates at the beginning and the end of the element, see figure 2.1.
The discrete Lagrangian of the kth element is introduced,

Lkd =

∫ hk

0

L(qk, q̇k, t)dt (2.7)

with Lagrange function L. Then Hamilton’s principle of least action declares the sta-
tionarity of the kth finite element action

Sk = Lkd + jk0 (qk(0)− qk0) + jk1 (qk1 − qk(hk)) (2.8)

inserted in the sum of equation (2.6). The quantities jk0 and jk1 are Lagrange multipliers
which enforce the boundary conditions qk0 = qk(0) and qk1 = qk(hk).

The elemental action integrals will be assembled in the global action S. Since each
time element is adjacent to others, C0-continuity of the generalized coordinates must
be ensured by inter-element conditions. Therefore, global Lagrange multipliers jk− and
jk+ are introduced in order to enforce the local boundary conditions, i.e.

S =
N−1∑
k=0

Sk +
N∑
k=1

jk−(qk − qk−1
1 ) +

N−1∑
k=0

jk+(qk0 − qk) (2.9)

This action sum adds up all contributions of the time elements and some global con-
straints, whereby qk are the vectors of generalized coordinates q at the nodes k. j are
Lagrange multipliers which enforce C0-continuity between the elements. The multiplier
jk− enforces the coordinates of the right element border of the element (k − 1) left
from node k being identical with the nodal coordinates at node k. The multiplier jk+

enforces the coordinates of the left element edge of element (k) being identical to the
nodal coordinates of node k.
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The total variation of the global action sum yields qk = qk−1
1 = qk0 and jk− = jk+ =

jk−1
1 = jk0 . By introducing the global constraints, no additional knowledge is obtained.

But it allows the individual consideration of the local action integrals of each element.
From now on, the index of the element k will be omitted when considering a single time
element k.

2.3.1 Lagrangian dynamics

Consider the action integral of a finite time element

Ld =

∫ h

0

L(q, q̇)dt, Sk = Ld + j0(q(0)− q0) + j1(q1 − q(h)) (2.10)

The variation of Ld is performed using integration by parts, i.e.

δLd =

∫ h

0

(Lqδq + Lq̇δq̇)dt

=

∫ h

0

(Lq −
d

dt
Lq̇)δqdt+ [Lq̇δq]|h0 (2.11)

Inserting δLd into δSk, one obtains the boundary conditions

0 = q(0)− q0

0 = q1 − q(h)

0 = j0 − Lq̇(q(0), q̇(0))

0 = Lq̇(q(h), q̇(h))− j1 (2.12)

and the Euler-Lagrange equation

0 = Lq −
d

dt
Lq̇ (2.13)

The Euler-Lagrange equation defines a system of n differential equations of 2nd order
and is used to set up the equations of motion. The 4n boundary conditions require
2n initial conditions and provide 2n conditions to determine the variables enforcing
continuity to adjacent time elements. Typically, (q0, j0) or (q0, q1) are used as initial
conditions.

2.3.2 Hamiltonian dynamics

The multipliers j0 and j1 may be interpreted in terms of momentum. To prove this, the
action integral is transformed in terms of the Hamilton-Pontryagin principle. Herein, the
time derivative q̇ is replaced by the velocity function v; the identity of both quantities is
enforced by Lagrange multipliers p, such that

Ld =

∫ h

0

(L(q, v) + p(q̇ − v)) dt (2.14)
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The variation of the local action with fixed end points q0 and q1 yields:

0 = δSk

= δ (j0(q(0)− q0)) + δ (j1(q1 − q(h)))

+

∫ h

0

((Lv(q, v)− p)δv + (q̇ − v)δp+ Lq(q, v)δq + pδq̇) dt (2.15)

After applying integration by parts one obtains:

0 = δ (j0(q(0)− q0)) + δ (j1(q1 − q(h))) + [pδq]|h0

+

∫ h

0

((Lv(q, v)− p)δv + (q̇ − v)δp+ Lq(q, v)δq − ṗδq) dt (2.16)

0 = δj0(q(0)− q0) + δj1(q1 − q(h))

+δq(0)(j0 − p(0)) + δq(h)(p(h)− j1)

+

∫ h

0

(δv(Tv(v)− p) + δp(q̇ − v) + δq(−Vq(q)− ṗ)) dt (2.17)

As a result, the Lagrange multiplier p turns out to be the momentum of the system,
defined by p = Tv(v). The multipliers j, enforcing the continuity conditions between
the time elements, are the momenta at the element’s boundaries, i.e. j0 = p(0) and
j1 = p(h). Another result are Hamilton’s canonical equations. Defining the Hamiltonian
by application of the Legrende transformation,

H(q, p) = pv − L(q, v)↔ Ld =

∫ h

0

(pq̇ −H(q, p)) dt (2.18)

one obtains the variational principle

0 = δj0(q(0)− q0) + δj1(q1 − q(h))

+δq(0)(j0 − p(0)) + δq(h)(p(h)− j1)

+

∫ h

0

(δp(q̇ −Hp) + δq(−Hq − ṗ)) dt (2.19)

and from that the Hamiltonian equations:

q̇ = Hp (2.20)

ṗ = −Hq (2.21)

2.4 Preserved quantities

Theorem 6. A quantity f is preserved (is a first integral or is a constant of motion) if
the total derivative for the time of all solution trajectories is zero, i.e.

ḟ =
d

dt
f(q, q̇, t) = 0 (2.22)
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Theorem 7. The conjugated momentum of a cyclic coordinate is preserved.

Proof. This immediately follows from the Euler-Lagrange equation, i.e.

0 =
d

dt
Lq̇i − Lqi =

d

dt
Lq̇i =

d

dt
pi

2.4.1 Noether’s theorem

Theorem 8. Let a transformation of variables q → q′ be diffeomorph, i.e. the trans-
formation and its inverse transformation are differentiable and the determinant of the
transformation matrix is not zero. Let q′ be dependent on a single scalar parameter ε,
i.e. q → q′ε(q) such that q′ε=0(q) = q. Then q′(q) is called a symmetric transformation if

L(q′ε(q), q̇
′
ε(q), t) = L(q, q̇, t) +

d

dt
fε(q, t) (2.23)

Theorem 9. Let q′ε a single parametric symmetric transformation with q′ε=0(q) = q, then
Noether’s theorem [207] states that the quantity

I(q, q̇, t) =
∂L

∂q̇i

∂q′εi
∂ε

∣∣∣∣
ε=0

− dfε
dε

∣∣∣∣
ε=0

(2.24)

is preserved.

Proof. Define L = L(q, q̇, t) and L′ = L(q′ε(q), q̇
′
ε(q), t). First, it is proven that the transformed system

has the identical Euler-Lagrange equation

0 =
d

dt

∂L

∂q̇i
− ∂L

∂qi
=

d

dt

∂L′

∂q̇′i
− ∂L′

∂q′i

which is obtained by deriving the Euler-Lagrange equations individually for both coordinates from
Hamilton’s principle. Then the symmetry condition is used. Thus, first deriving using the chain rule,
then applying the transformed Euler-Lagrange equation, applying the identity q′ = q|ε=0 and finally
setting new brackets,

∂L′

∂ε

∣∣∣∣
ε=0

=

(
∂L′

∂qi

dq′

dε
+
∂L′

∂q̇i

dq̇′

dε

)∣∣∣∣
ε=0

=

(
d

dt

∂L′

∂q̇′i

dq′

dε
+
∂L′

∂q̇i

d

dt

dq′

dε

)∣∣∣∣
ε=0

=

(
d

dt

∂L

∂q̇i

dq′

dε
+
∂L

∂q̇i

d

dt

dq′

dε

)∣∣∣∣
ε=0

=
d

dt

(
∂L

∂q̇i

dq′

dε

)∣∣∣∣
ε=0

=
d

dt

(
∂L

∂q̇i

dq′

dε

∣∣∣∣
ε=0

)
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Additionally, the symmetry condition may be derived directly. Applying the identity q′ = q|ε=0 one
obtains

∂

∂ε
L′
∣∣∣∣
ε=0

=
∂

∂ε

(
L(q, q̇, t) +

d

dt
fε(q, t)

)∣∣∣∣
ε=0

= 0 +
d

dt

∂fε(q, t)

∂ε

∣∣∣∣
ε=0

From that,
d

dt

(
∂L

∂q̇i

dq′

dε

∣∣∣∣
ε=0

)
=

d

dt

∂fε(q, t)

∂ε

∣∣∣∣
ε=0

and, therefore,
d

dt
I(q, q̇, t) = 0

2.4.2 Conservation of linear momentum

Apply a translation q′(t) = q(t) + εq0. The Lagrangian is invariant under translation,
i.e. L(q, q̇, t) = L(q′, q̇′, t) and fε(q, t) = 0. Inserting the transformation into Noether’s
theorem, one obtains the preserved quantity

I =
∂L

∂q̇i

dq′i
dε

∣∣∣∣
ε=0

= piq0,i (2.25)

Therefore, the momentum p in direction of q0 is preserved. Since q0 is arbitrary, the
global momentum is preserved.

2.4.3 Conservation of angular momentum

Let L be invariant under the rotation q′ = Rεq (q′i = Rε,ikqk) with rotation matrix R and
fε = 0. Using Noether’s theorem one obtains the preserved quantity

I =
∂L

∂q̇i

(
dRε,ik

dε

∣∣∣∣
ε=0

)
qk (2.26)

The derivative of the rotation matrix for the scalar parameter may be written in terms of
the vector product of a linearized rotation transform given by ωε, i.e.

I = pi(ω̄ε,ikqk) = p · (ωε × q) = ωε · (q × p) = ωε · L (2.27)

Therefore, the angular momentum L is preserved for the given direction ω. Since R,
respective, ω may be arbitrary, the angular momentum is preserved in general.
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2.4.4 Conservation of energy

The conservation of energy originates from the invariance regarding temporal transla-
tions. To do so, the vector of generalized coordinates is extended by the time t, such
that Q→ (q, t)(α) and t′(α) = t(α) + ε with new time variable α. Define the Lagrangian

L
(
Q,

dQ

dα

)
= L (q, q̇, t)

dt

dα
, q̇ =

dq

dα

(
dt

dα

)−1

(2.28)

and rewrite Hamilton’s principle regarding the new time variable α

S =

∫ b

a

Ldα =

∫ b(α)

a(α)

Ldt (2.29)

The reformulation of Hamilton’s principle states that the solution trajectories are deter-
mined as stationary points of both integrals and that the solutions are identical for both.
Therefore, Noether’s theorem may be applied to the transformed system, i.e.

I =
∂L

∂(∂Qi/∂α)

dQ′i
dε

∣∣∣∣
ε=0

(2.30)

Herein, one is interested in the last component of Q, i.e. in the time Qµ = t. Therefore,

I =
∂L

∂(∂Qµ/∂α)

dQ′µ
dε

∣∣∣∣
ε=0

=
∂L

∂(dt/dα)
(2.31)

by using the definition of L one obtains

I =

(
∂

∂(dt/dα)
L

(
q,
dq

dα

(
dt

dα

)−1

, t

))
·
(
dt

dα

)
+ L · 1

=

(
−∂L
∂q̇

dq

dα

(
dt

dα

)−2
)
·
(
dt

dα

)
+ L

= L− ∂L

∂q̇
q̇ (2.32)

which is the negative energy of the system. Therefore, the energy is a preserved
quantity.

2.4.5 Symplecticity

Theorem 10. A symplectic matrix is a 2n× 2n matrix F satisfying the condition

FTJF = J (2.33)

where J is a fixed nonsingular, skew-symmetric matrix.
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In the context of Hamilton’s principle, J is chosen to be

J =

(
0 In
−In 0

)
(2.34)

where In is the n× n unity matrix. Hamilton’s equations may be rewritten such that(
q̇

ṗ

)
= J

(
Hq

Hp

)
(2.35)

and, thus, introducing the phase space z,

ż = JHz, z =

(
q

p

)
(2.36)

Theorem 11. The smooth coordinate transformation ψ : R2n → R2n , (q̃, p̃) ↔ (q, p) is
said to be canonical if for any Hamiltonian H Hamilton’s equations are equivalent to

˙̃q =
∂H̃

∂p̃
, ˙̃p = −∂H̃

∂q̃

where H̃ = H ◦ ψ.

Theorem 12. The transformation ψ : R2n → R2n, (q, p) ↔ (Q,P ) is canonical (or
symplectic) if and only if its Jacobian Fij = ∂Zi/∂zj satisfies the relation

FTJF = J

Proof. Assume a coordinate transformation Z = Z(z) with Jacobian matrix F,

Fij =
∂Zi
∂zj

which is smooth, i.e.
det (F) 6= 0

Further assume the satisfaction of the Hamiltonian equations

Ż = JHZ

They may be transformed into

Żh = Fhiżi = FhiJij
∂H

∂zj
= FhiJij

∂H

∂Zk

∂Zk
∂zj

= FhiJijHZ,kFkj = FhiJij [FT ]jkHZ,k

Ż = FJFTHZ

leading to
FJFT = J

From that one obtains JFT = F−1J. Transposing it and using JJ = −JJT = −I2n leads to the condition
(12).
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Theorem 13. For fixed t ∈ R the flow φHt : R2n → R2n of Hamilton’s equations ż =

J∇zH(z) are a canonical transformation.

Proof. SinceH is assumed smooth the flow φHt (z) is a smooth function of t and z. Since (φHt )−1 = φH−t
it defines a smooth coordinate transformation.

∇
(
d

dt
φHt (z)

)
= ∇

(
J∇H(φHt (z))

)
leads to

d

dt

∂φt(z)

∂z
= J∇2H(φHt (z))

∂φt(z)

∂z

Using the symmetry of the Hessian ∇2H and the properties J = −JT = J−1 one can determine the
change in time of the symplectic condition

d

dt

(
∂φHt
∂z

T

J
∂φHt
∂z

)
=
d

dt

(
∂φHt
∂z

T
)
J
∂φHt
∂z

+
∂φHt
∂z

T

J
d

dt

(
∂φHt
∂z

)

=
∂φHt
∂z

T (
∇2H(φHt (z))

)T JT J
∂φHt
∂z

+
∂φHt
∂z

T

JJ
(
∇2H(φHt (z))

) ∂φHt
∂z

=0

Since φH0 (z) = z one has
∂φH0
∂z

T

J
∂φH0
∂z

= J

i.e. φH0 is a canonical transformation and so are all φHt .

2.4.6 Liouville’s theorem

Theorem 14. Given a set of initial configurations at time s which describe a certain
volume in phase space, one may find the same configurations in another phase space
at a later time t which has the same volume as the original.

Proof. Let the time evolution of a phase space variable z be a symplectic transformation z(t) →
Z(t+ δt) with transformation matrix F. Since detF · det J · det(FT ) = det J, one has

detF = 1

Then, the phase space volume (in three dimensions) is∫
d6z =

∫
det

(
∂z

∂Z

)
d6Z =

∫
det(F)d6Z =

∫
d6Z
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2.5 Example: a linear system with a single degree of
freedom

The Euler-Lagrange equation is used to solve the functional of the generalized coordi-
nates q(t). Assuming a quadratic potential function being expanded at q(0)

V (q) =
1

2
(q − q(0))TK(q − q(0)) + F T (q − q(0)) (2.37)

and kinetic energy

K(q̇) =
1

2
q̇TMq̇ (2.38)

one obtains the equation of motion (2.13)

0 = −(K(q − q(0)) + F )−Mq̈ (2.39)

For a SDOF system (K → k, M → m, figure 2.2) the solution is straight forward.
First, the equation is transformed into a homogenious differential equation using the
coordinate transformation

q = x−K−1F + q(0) (2.40)

This leads to
0 = mẍ+ kx (2.41)

For the solution of this homogenious differential equation one may use the ansatz

x = A exp(λt) (2.42)

For k > 0 one obtains

λ1,2 = ±iω, ω =

√
k

m
(2.43)

with eigenfrequency ω and, thus, x = A cos(ωt) + B sin(ωt). The coefficients A, B are
determined from the initial conditions, i.e.

A = k−1F, B = (mω)−1j0 (2.44)

The initial conditions of the next element are computed from

q1 = q0 + A cos(ωh) +B sin(ωh)− k−1F (2.45)

j1 = mω (−A sin(ωh) +B cos(ωh)) (2.46)

k

m

x

F

Figure 2.2: A spring and mass with single degree of freedom
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The derived integrator is exact for quadratic potentials. One can verify this by inserting
the final result for q, q(t) = A cos(ωt) +B sin(ωt) +C, into the elemental action Sk. The
derivatives of Sk for the parameters ω, A, B and C should vanish for the determined
values. The derivative of Sk with respect to the step length h is shown to be constant
in time, i.e. the discrete energy is independent of the time step length. Due to the
theorem of Ge and Marsden [281], an energy conserving symplectic integrator with
constant step size describes the exact solution, which is true in this case.

Notice, if the stiffness k is not constant in q or t, then the resulting algorithm is
neither symplectic nor energy conserving and may even lead to less accurate results
than numerical first order methods.



Chapter 3

Variational integrators

3.1 Introduction

This section presents variational integrators, their derivation, properties, example meth-
ods and discretizations of unilateral and bilateral constraints. Variational integrators
can be systematically derived by direct discretization of the action integral in Hamil-
ton’s principle. They belong to the class of geometric and mechanical integrators. That
is, they provide a numerical solution to the discrete equations of motion and at the
same time preserve one or more invariants of the time-continuous system. The aims
of this chapter are:

1. Section 3.3 presents a methodology to derive variational integrators from Hamil-
ton’s principle. This includes the expression in Lagrangian and Hamiltonian form.
The reader should understand that both are equivalent and how one transforms
into the other. The transformation can be taken out in various ways, either by
the Legrende transformation or by the Hamilton-Pontryagin procedure, leading to
different formulas of the momentum. In the subsequent sections, the Hamiltonian
point of view is preferred. The author believes that it expresses the dynamics in a
more natural way. Compare, for example, central differences in Lagrangian nota-
tion with Velocity Verlet in Hamiltonian notation. For the first, the initial conditions
must be expressed by (q−1, q0) where q−1 is computed by a fictitious backward
step at the beginning of the simulation, while Velocity Verlet needs (q0, j0) which
are naturally given. Furthermore, additional hidden constraints based on con-
straint rates can be incorporated more easily.
The notation follows the scheme of Generalized Galerkin Variational Integra-
tors [153] and discrete variational mechanics in [137,267].

2. Variational integrators preserve all invariants of the continuous system except
energy which oscillates around the initial value. The discrete counterparts of
continuous invariants from section 2 are presented and proved in section 3.4.
Understanding the properties of variational integrators helps to accept the con-

41
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straints on the construction of numerical schemes. A useful tool to understand the
impacts of symplecticity is backward error analysis which explains the good long-
term stability of variational integrators: Symplectic integrators can be shown to
provide the exact solution to a Hamiltonian system which is very close to the orig-
inal, see section 3.5. Furthermore, symplecticity simplifies linear stability analy-
sis, see section 3.6.
Proofs and definitions mainly follow the books and lecture notes [84, 86, 97, 242,
267].

3. Example integrators are provided in section 3.7. The list of examples is restricted
to schemes which require at most one force evaluation per time step. That is
usual in structural dynamics. Schemes of higher than second order in accuracy
are uncommon. Beside standard methods (Euler, Velocity Verlet, implicit mid-
point), the list provides an almost complete overview on the variety of possible
schemes. Therefore, existing symplectic-momentum schemes are reinterpreted
as variational integrators and the discrete action is presented.
Multistep, exponential and IMEX integrators are approaches to allow longer time
steps in explicit dynamics. They assume an additive split of the potential energy
at least into two parts, whereby one of them is small compared with the other.
This is an assumption often met in structural dynamics, in particular in problems
of model order reduction, where structures are dominated by a linear response.
Then only small nonlinear perturbations are of interest or are allowed. Linear
forces may be computed very efficiently by a ”constant-matrix times vector prod-
uct” as used in multistep methods. If the stiffness matrix is available, IMEX and
exponential integrators are possible. The choice among methods depends on the
size of the problem, the desired accuracy and robustness, and the numerical cost
required for the computation of the linear parts of the solution. In some cases,
these sophisticated methods may be a real alternative to standard algorithms.
The aim of this chapter is two-fold: First, one should understand IMEX integra-
tors as a numerically cheap implementation of the matrix exponential. From the
same point of view, multi time step methods are a similar approximation to the
exact solution of the linear forces in exponentially fitted schemes. Therefore, all
modifications to a specific integrator can be applied to other methods in the same
manner, for example MOLLY. A new integrator is presented which is a combina-
tion of IMEX and the mollified impulse method.
Very often engineers are more interested in efficiency, i.e. stability, in favour of
accuracy. The question, therefore, arises how IMEX, multi time stepping and ex-
ponential integration behave if the basic assumption is not satisfied, i.e. if the per-
turbation is not very small. An experimental analysis is given by model problems
from structural dynamics, see section 3.9. An algebraic treatment of stability of
nonlinear systems is not easy to derive. Therefore, stability is measured in terms
of Lyapunov, see section 3.6.
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4. A specific problem is the discretization of constraint equations. Treatment of non-
linear holonomic constraints will be presented. A special class are unilateral con-
straints which may arise in contact/impact situations. The presented methodology
follows the idea of non-smooth dynamics and algorithms given in [36, 58, 142].
The methods are presented modularly, i.e. the derivation allows the combination
of presented constraint discretizations with different base integrators. Therefore,
individual algorithmic realizations are given together with examples, see section
3.9.

3.2 Geometric integrators

A numerical method for solving ordinary differential equations is a mapping Φh defined
on the phase space that approximates the time-h flow φh. The approximation at time
t = kh is obtained by

zk = Φh(zk−1) (3.1)

The numerical method Φh may satisfy some of the properties listed in table 3.1 [83]. A
numerical method which satisfies at least one of these properties is called a geometric
integrator.

Mechanical integrators in the sense of [266] are numerical methods which are well
suited for the solution of dynamic problems in classical mechanics. Mechanical integra-
tors are either energy-momentum or symplectic-momentum preserving algorithms. It
is generally not possible to construct a numerical constant time step method which
is symplectic, momentum and energy preserving [281]. Therefore, the third non-
preserved quantity may be selected as a measure of accuracy. The error in energy
as a scalar quantity can be easily computed while the error in symplecticity is difficult
to measure. Based on these considerations, symplectic-momentum methods can be
preferred over energy-momentum methods.

property condition

Φh is of order r Φh(z) = φh(z) +O(hr+1)

symmetric Φh ◦ Φ−h = identity

energy-preserving H(qn, pn) = const.

symplectic ∇zΦh(z)TJ∇zΦh(z) = J
ρ-reversible (ρ ◦ Φh)(z) = (Φ−1

h ◦ ρ)(z)

for all h and all z and if H(q, p) = H(q,−p)

Table 3.1: Properties of numerical integrators Φh



44 Chapter 3. Variational integrators

3.3 Discrete Euler-Lagrange equation

Equations (2.8) and (2.9) define the map

Φ : (qk, jk)→ (qk+1, jk+1) (3.2)

which is defined by the structure of the discrete Lagrangian, see equation (2.7). If
an exact solution is not possible or desired, one may assume an interpolation for the
coordinates q within each time element being dependent on a set of parameters uki and
of an artificial time variable α,

q = q(α, uki ), i = 0, 1, 2, . . . ,m, α = (t− tk0)/(tk1 − tk0) (3.3)

where tk0 and tk1 define the left and the right boundary of the time element. Stationarity
of the elemental action yields the system of equations

0 = q(0, uk0, . . . , u
k
m)− qk0 (3.4)

0 = qk1 − q(1, uk0, . . . , ukm) (3.5)

0 = jk0
∂

∂uki
q(0, uk0, . . . , u

k
m)− jk1

∂

∂uki
q(1, uk0, . . . , u

k
m) +

+
∂

∂uki
Ld(h, u

k
0, . . . , u

k
m) (3.6)

which are the discrete equivalent of the Euler-Lagrange equation. These equations
implicitly determine qk1 , jk1 , and uki . The integrator is obtained from the global action
sum as (qk0 , j

k
0 ) := (qk, jk) and (qk+1, jk+1) := (qk1 , j

k
1 ).

The map given by equation (3.2) denotes a variational integrator. It inherits some
of the properties of the original system, such as symplecticity and conservation of
momentum, which will be shown in the subsequent section.

Rewriting equation (2.9) gives

S =
N−1∑
k=1

[
Sd(q

k
0 , q

k
1) + jk(q

k
0 − qk−1

1 )
]

+
[
Sd(q

0
0, q

0
1) + j0(q0

0 − q0)
]

+ jN(qN − qN−1
1 ) (3.7)

where the elemental action becomes a function of the bounding coordinates Sk =:

Sd(q
k
0 , q

k
1) and jk := jk− = jk+. Variation of the coordinates yields

0 = D1Sd(q
k
0 , q

k
1) + jk (3.8)

0 = D2Sd(q
k
0 , q

k
1)− jk+1 (3.9)

This form of the discrete Euler-Lagrange equations is also known as discrete Legrende
transformation. It does not reveal all parameters describing the motion q(t) within a time
element, but it is closer to the formulation known from continuous mechanics compared
with equations (3.4)-(3.6).
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3.4 Preserved discrete quantities

3.4.1 Discrete time Noether’s theorem

Theorem 15. Let a one parametric symmetric transformation q′ = q′(q, ε) with q′|ε=0 = q

and let the elemental actions be stationary, i.e. Sd(q′0
k, q′1

k) = Sd(q
k
0 , q

k
1)∀ε. Then the

discrete time Noether’s theorem states that the quantity

I =
∂Sd(q

k
0 , q

k
1)

∂qk1

∂q′1
k

∂ε

∣∣∣∣∣
ε=0

(3.10)

is preserved [5].

Proof. Define

ξkα =
∂q′α

k

∂ε

∣∣∣∣∣
ε=0

Invariance of the elemental action implies invariance of the action sum. Assuming that qk1 , jk describe
a solution trajectory, one obtains for the elemental action,

0 =
∂Sd(q

′
0
k
, q′1

k
)

∂ε

∣∣∣∣∣
ε=0

= D1Sd(q
k
0 , q

k
1 )ξk0 +D2Sd(q

k
0 , q

k
1 )ξk1

Inserting this into the ε-derivative of equation (3.7) and using equations (3.8)-(3.9) one obtains for the
action sum

0 =
∂S

∂ε

∣∣∣∣
ε=0

= −j0ξ0 + jNξN

For all ξk = const., one can show that the discrete momentum in direction of ξ is preserved and given
by

I := j0ξ = jNξ = D2Sd(q
N−1
0 , qN−11 )

∂q′1
N−1

∂ε

∣∣∣∣∣
ε=0

3.4.2 Conservation of linear momentum

Theorem 16. Given an arbitrary translation q′k = qk + εr under which the discrete
Lagrangian is invariant, the linear momentum is preserved by the variational integrator.

Proof. Inserting the transformation into Noether’s theorem, equation (3.10), one obtains the invariant

I = jk
∂q′1

k−1

∂ε

∣∣∣∣∣
ε=0

= jk · I
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3.4.3 Conservation of angular momentum

Theorem 17. Given an arbitrary rotation q′k = exp(εω̄ε)qk under which the discrete
Lagrangian is invariant, the angular momentum Lk is preserved by the variational inte-
grator.

Proof. Inserting the transformation into Noether’s theorem, equation (3.4.1), one obtains the invariant

I = jk
∂q′1

k−1

∂ε

∣∣∣∣∣
ε=0

= jk · (ω̄εq
k−1
1 ) = jk · (ωε × qk−11 ) = ωε · (qk0 × jk) = ωε · Lk

3.4.4 Preservation of the symplectic structure

Theorem 18. A mapping φ : (q, p) → (Q,P ) is symplectic if and only if there exists
locally a function S(q, p) such that

P TdQ− pTdq = dS (3.11)

This means that P TdQ− pTdq is a total differential. S is called a generating function.

Proof. Define the phase space vectors z = (q, p) and Z = (Q,P ). The Jacobian can be computed by

∂Z

∂z
=

[
∂Q
∂q

∂Q
∂p

∂P
∂q

∂P
∂p

]

This is inserted into the symplecticity condition (12). One obtains that the conditions

PTp Qp = QTp Pp, PTp Qp − I = QTp Pp, QTq Pq = PTq Qq

are equivalent to (12). Insert dQ = QTq dq +QTp dp into (3.11) to obtain

dS =
(
PTQq − pT , PTQp

)( dq

dp

)
=

(
QTq P − p
QTp P

)T (
dq

dp

)

In order to prove that this equation is a total differential, one has to show that the second variation is
symmetric (Schwartz’ theorem). Derivation for dz leads to

d2S

dz2
=

(
QTq Pq QTq Pp − I
QTp Pq QTp Pp

)
+
∑
i

Pi
∂2Qi
∂(q, p)2

Since the Hessians of Q are symmetric, symmetry of the last equation becomes equivalent to the
symplectic condition in equation (3.4.4).

Generating functions are scalar functions which describe a symplectic mapping.
Relation (3.11) suggests to use (q,Q) as independent variables of the mapping S.
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For near-identity mappings as numerical integrators, however, mixed variables such as
(Q, p) or (q, P ) may be more convenient.

Theorem 19. Let (q, p)→ (Q,P ) be a smooth transformation, close to the identity. It is
symplectic if and only if one of the following conditions holds locally:

• QTdP + pTdq = d(P T q + S1) for some function S1(q, P )

• P TdQ+ qTdp = d(pTQ− S2) for some function S2(Q, p)

Proof. The first characterization follows from d(QTP ) = QTP + PT dQ and (3.11) if one puts S1 such
that PT q + S1 = QTP − S1. For S2 one uses d(pT q) = qT p+ pT dq.

Theorem 20. The numerical method (qn, jn)→ (qn+1, jn+1) defined by equations (3.4),
(3.5) and (3.6) is a symplectic integrator.

Proof. The differential of Lkd = Lkd(qn, qn+1) satisfies

dLkd = jTn+1dqn+1 − jTn dqn

which proves symplecticity due to theorem 18.

3.4.5 Discrete energy

Theorem 21. The discrete energy is defined by

Ek
d = − ∂

∂hk
Lkd (3.12)

where hk is the length of the k-th time element.

Using constant time steps, the discrete energy is generally not conserved.

3.5 Error analysis

At least three types of error expansions are possible:

1. Global error expansions For example, time-reversible methods like Verlet’s
algorithm have the expansion

zn = z(nh) + h2e1(nh) + h4e2(nh) + . . . (3.13)
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The coefficients ek(t) are determined by substituting the expansion into the dif-
ference equation, expanding about t = nh and equating like powers of h2. This
expansion is used to determine terms of the error that grow in time [161]. One
can show that the global error grows linearly for symplectic methods while the
error grows quadratically for non-symplectic schemes [32].

2. Local error expansions The local error is the deviation of the result given by a
single step of the method Φ from the exact solution

δhk = ‖Φ(qk−1, jk−1, h)− z(tk)‖ (3.14)

where it is assumed that qk−1, jk−1 are exact.

3. Backward error expansions The numerical solution is expressed formally as
the exact solution to the Hamiltonian equations (2.36) with a perturbed right hand
side. The perturbation is expressed as an expansion in powers of h. Using a
truncated asymptotic backward expansion yields a more accurate approximation
to the numerical solution than a global error expansion [85].

Let us outline the procedure of backward error analysis. For details, see [86, 225].
Consider an ODE given by Hamilton’s equations ż = f(z) and an integrator zk+1 =

Φ(zk, h). For a given initial condition z0, let z(t) be the true and {zk} the numerical
solution of the trajectory. Define a modified ODE ˙̄z = ḟ(z̄) in such a way that the
numerical method Φ is the exact solution to it, i.e. zk = z̄(tk). The backward error norm
is then defined as ‖f̄ − f‖.

One reason why symplectic integrators are preferable over standard methods is
their good long-term stability. Although they do not preserve the energy, the error in
energy is bounded. Usually the discrete energy oscillates around the true value. Since
the numerical method is symplectic, its modified ODE f̄ describes a symplectic continu-
ous system. Since symplecticity is equivalent to the existence of a generating function,
the modified system f̄ is associated with a Lagrangian L̄. The corresponding energy
function denotes the ”shadow Hamiltonian” H̄. As a result, the numerical solution of
variational integrators has all properties of a conservative mechanical system, such as
energy preservation. This is the origin of the good long-term behaviour.

Generally, it is not possible to derive an explicit expression for shadow Hamiltonians.
In case of Verlet’s method, the first expansion is given by (see [55,161,243])

H̄(q, p) = H + h2 1

12
TpVqqTp − h2 1

24
VqTppVq +O(h4) (3.15)

where Tp denotes the derivative of the kinetic energy T (p) with respect to the momen-
tum p and Vq the derivative of the potential energy V (q). It is also possible to derive a
closed form for a linear system with a single degree of freedom, see [244].
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3.6 Linear stability analysis

3.6.1 Fundamental matrix

The numerical trajectory can be expressed in the form

zk+1 =Φk(zk) = Φk(Φk−1(Φk−2(. . .Φ0(z0) . . . ))), z =

(
q

j

)
(3.16)

Depending on the considered integrator and given a linear system, this can be simpli-
fied to

zk+1 =Fkzk = FkFk−1Fk−2 · · ·F0z0, Fk =
∂zk+1

∂zk
(3.17)

If the fundamental matrix Fk does not depend on the current state zk, i.e. Fk = F one
can write

zk+n = F nzk (3.18)

This assumption simplifies proofs of stability conditions. It holds for most fixed step
size methods if the potential function is quadratic. Therefore, it is termed linear stability
analysis.

Furthermore, any linear system may be diagonalized. The potential function V (u) =
1
2
uTKu + F Tu can be transformed into normal form by the transformation u → x(u) =

u + K−1F . The resulting system can further be decomposed using modal analyses,
i.e. x(q) = Φq, such that ΦTKΦ = diag(λi) and ΦTMΦ = I. Herein, λi denote the
eigenvalues. The motions of each degree of freedom are decoupled from any other
coordinate. Therefore, each degree of freedom q may be evaluated separately.

For stability analysis one may use the spectral decomposition of F given by F =

PJP−1, where P is the matrix of eigenvectors of F . J is the Jordan canonical form of
F with eigenvalues µi of F on its diagonal. Notice that F may be unsymmetric. Since
P−1P = I,

F n = PJnP−1 (3.19)

The time stepping scheme is assumed being stable if ‖zk‖ does not grow beyond
all bounds for k →∞.

Let ρ(F ) be the spectral radius defined as the largest absolute value of the eigen-
values

ρ = max
i
|µi| (3.20)

If
ρ ≤ 1 (3.21)

then Jn and F n are bounded for n→∞. For ρ < 1, F n → 0.
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The considered method is symplectic. Therefore, Liouville’s theorem can be ap-
plied (section 2.4.6). That is det(F ) =

∏
i µi = 1. Using Tr(F ) =

∑
i µi a symplectic

integrator is stable if
|Tr(F )| ≤ 2 (3.22)

F being a 2× 2 matrix.

For example, in case of the synchronous Euler method, the propagation matrix of a
linear single degree of freedom system is

F =

(
1− h2k/m hk/m

−hk 1

)
(3.23)

from which one can conclude that stability is given if k > 0 and

h
√
k/m < 2 (3.24)

3.6.2 Combining different integrators

Consider, for example, the synchronous Verlet scheme. It is obtained from the discrete
potential action

V V
d = 0.5h(V (qk0) + V (qk1)) (3.25)

with time step length h leading to the map ΦV (qk, jk, hk). One can easily verify the
critical time step being hVcrit = 2(k/m)−0.5. Further, consider the adjoint integrators
Φ1(qk, jk, hk) and Φ2(qk, jk, hk) which are obtained from the discrete potential actions

V 1
d = hV (q+

k ), and V 2
d = hV (q−k+1) (3.26)

For each, the individual critical time step is h1,2
crit = 2(k/m)−0.5. One could now consider

the combination
Φ3(qk, jk, 2h) = Φ2

(
Φ1(qk, jk, h), h

)
(3.27)

If the combination would not affect the stability then the critical time step would be
h3,pred
crit = h1,2

crit. In fact, it turns out that Φ3(qk, jk, 2h) is identical to the Verlet scheme with
time step length 2h and stability limit h3

crit = hVcrit/2. That means, by considering the
two base integrators one overestimated the critical time step by a factor 2.

The reason why ensuring stability of the individual methods fails, lies in the proper-
ties of the eigenvectors of their propagation matrices. Consider the sequence

zn =Fn−1 · Fn−2 · · · ·F1F0z0 (3.28)

=Pn−1Jn−1P
−1
n−1Pn−2Jn−2P

−1
n−2 · · ·P1J1P

−1
1 P0J0P

−1
0 z0 (3.29)

Only if P−1
k Pk−1 = I then stability can be estimated by the product of the individual

eigenvalue matrices
∏n−1

k=0 Jk. One possibility to measure stability is, therefore, to find
(or to construct) periodic subsequences.
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This strategy is used by [65, 232] to predict the stability of asynchronous and mul-
tiple time stepping algorithms. Time intervals are selected with synchronous start and
end time. All individual base integrators Φk acting within this interval are collected into
a single macro integrator Φ̂. Then, the total scheme can be seen as a sequence of
identical maps Φ̂. Stability may be accurately determined by considering the map Φ̂.

3.6.3 Lyapunov stability

Theorem 22. An equilibrium point is stable in the sense of Lyapunov if for all ε > 0,
there exists a δ > 0 such that

‖x(0)− xe‖ < δ → ‖x(t)− xe‖ < ε∀ t > 0 (3.30)

This implies that the solution x(t) stays nearby xe given a perturbation x(0) whereby
”nearby” is defined by ε. Simplify the equations by defining the error y(t) = x(t) − xe.
Now assume, that the described process is an iteration xk+1 = cxk, c > 0. Then the
error increases by each step

‖yk+1‖
‖yk‖

=
‖c(xk + yk)− cxk‖

‖yk‖
= c (3.31)

where yk denotes the initial error. After n iterations the error grows to cn. Given this
motivation one can define the Lyapunov exponent

λ(y(0)) = lim
t→∞

1

t
ln
‖y(t)‖
‖y(0)‖

(3.32)

An equilibrium point xe is

• asymptotically stable if λ < 0 or if it is Lyapunov stable and approaches x(t)→ xe
as t → ∞. Then the trajectory approaches an attractor (fixed point; for example
damped systems).

• neutrally stable if λ = 0 or if it is Lyapunov stable, but not asymptotically stable
(conservative systems, i.e. Hamiltonian).

• unstable.

Applied to stability analysis, the integrator is considered being stable if the numerical
trajectory zk starting at z0 (xe = 0) is bounded. Then

λ = lim
n→∞

1

n
ln
‖zn‖
‖z0‖

= lim
n→∞

1

n
ln |µn| (3.33)

where µ denotes the largest eigenvalue of the fundamental matrix from equation (3.20).
The Lyapunov stability condition is identical with equation (3.21).
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Linear stability analysis may not be easily applied to certain integrators, for example
to general asynchronous integrators for large problems and variable time step integra-
tors (µ is unknown or does not exist). Then stability may be at least measured in terms
of Lyapunov stability. To this end one tracks the phase space norms

λk =
1

k
ln
‖zk‖
‖z0‖

(3.34)

for large k. Notice, when evaluating the exponent in practice, small positive values may
be obtained even if the method is stable. This happens because limk→∞ cannot be
evaluated in practice.

3.7 Example integrators

This section presents some example variational integrators. The selected methods
are restricted to schemes where only one force evaluation is required per time step.
Therefore, higher-order methods (Runge-Kutta types, composition methods, etc.) are
not mentioned. The aim is to illustrate the great variety of schemes which may be
derived from the variational principle. Beside general purpose methods (Euler, Verlet)
there exist approaches which make use of second order information or are limited to
problems of a special structure, for example where the linear dynamics is dominant.

3.7.1 Symplectic Euler

The simpliest numerical scheme is obtained by applying a piecewise linear interpola-
tion of the coordinates q in time

q(α) = q0 + α∆q, α = 0 . . . 1 (3.35)

The potential energy is integrated by a single integration point per time element, either
at the left or right element boundary. The discrete Lagrangian, see equation (2.7),
writes

Ld =
1

2h
∆qTM∆q − hV (q0) (3.36)

From equations (3.4)-(3.6) one obtains the scheme

q1 = q0 + hM−1j1 (3.37)

j1 = j0 − h∇V (q0) (3.38)

Compare this with standard Euler

q1 = q0 + hM−1j0 (3.39)

j1 = j0 − h∇V (q0) (3.40)
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An example phase space diagram of both methods is given in figure 3.1 and clearly
emphasizes the importance of symplecticity.

The method is explicit and first order accurate. The critical time step is given by
hcrit = 2/ωmax where ωmax is the largest natural frequency of the linear system.

3.7.2 Velocity Verlet

Verlet’s method is equivalent to the schemes known as leapfrog, Störmer, explicit New-
mark, central difference method. When expressed in phase space variables (q, j) it is
known as Velocity Verlet. The coordinates are piecewise linear in time and the potential
function is numerically integrated at both time element boundaries, see figure 3.2. The
discrete Lagrangian is given by

Ld =
1

2h
∆qTM∆q − h1

2
(V (q0) + V (q0 + ∆q)) (3.41)

leading to

q1 = q0 + hM−1j0 − h2 1

2
M−1∇V (q0) (3.42)

j1 = j0 − h
1

2
∇V (q0)− h1

2
∇V (q1) (3.43)

The method is explicit and second order accurate. The critical time step is given by
hcrit = 2/ωmax where ωmax is the largest natural frequency of the linear system. By a
modification of the momentum j̄k = jk+h1

2
∇V (q1) it can be transformed into symplectic

Euler working in (qk, j̄k) space. Damping and external forces can be incorporated [8].
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Figure 3.1: Phase space diagram of a harmonic oscillator (nonlinear pendulum). The
standard Euler (left) clearly violates energy conservation. It even passes the critical
velocity from the domain of oscillations to the domain of turn-overs. The symplectic
Euler method (right) exhibits a closed orbit suitable for long term simulation. But the
energy is not exactly preserved; the orbit forms an ellipse being sheared horizontally.
Both used the same time step h = 0.05 (mass m = 1, gravity g = 1).
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t

V

q
h

tk+1tk tk+2

V k
d

q(t)

qh(t)

V (q(t))

Figure 3.2: Interpolation of q(t) for Verlet. The highlighted area is the approximation
to the integral V k

d =
∫ tk+1

tk
V (q)dt.

Given a constant damping matrix C the corresponding forces can be integrated implic-
itly without influencing the critical time step. With external force vector F (t) one obtains
the scheme

∆qk =h (M + hC)−1

(
jk −

h

2
∇V (qk)−

h

2
F (tk)

)
(3.44)

qk+1 =qk + ∆qk (3.45)

jk+1 =
1

h
M∆qk −

h

2
∇V (qk+1)− h

2
F (tk+1) (3.46)

Verlet’s method is the standard method in molecular and structural explicit dynam-
ics. It can be easily implemented and is very fast. The mass matrixM is often assumed
to be diagonal and constant. The force vector ∇V (q1) is temporarily stored and used
as ∇V (q0) in the subsequent time step. The limitations due to critical time step length
are often balanced by the numerical efficiency when compared with implicit methods.

3.7.3 Midpoint

The implicit midpoint rule uses a piecewise linear interpolation of the coordinates q(t).
Its discrete Lagrangian writes

Ld =
1

2h
∆qTM∆q − hV

(
q0 +

1

2
∆q

)
(3.47)

The method is implicit in q and second order accurate. It requires the (generally itera-
tive) enforcement of an equilibrium condition in the center of the time step. The scheme
is unconditionally stable for linear systems.
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3.7.4 Multiple time stepping

Multiple time stepping is often used in molecular dynamics. In structural dynamics it is
known as ”subcycling”. The motivation is to increase the time step which is limited by
a stability barrier in explicit simulation. Therefore, the potential energy is additively split
into two parts

V (q) = V slow(q) + V fast(q) (3.48)

where V slow(q) is associated with a large and V fast(q) with a small critical time step.
Both potentials are evaluated at different frequencies, see figure 3.3. A typical integra-
tor of this family is Verlet-I/r-RESPA (reversible reference system propagator algorithm),
an application of Verlet to multiple time scales. More than two levels are possible [258],
but not considered at this point.

Now assume that the slow forces are evaluated using a time step length ∆t and the
fast force using a smaller time step δt = ∆t/ε where ε is an integer number. Then the
discrete Lagrangian of a ”slow” step writes

Ld =
∑

i=0...ε−1

(
1

2δt

(
qi+1 − qi

)T
M
(
qi+1 − qi

)
− δt

2

(
V fast

(
qi
)

+ V fast
(
qi+1

)))
− ∆t

2

(
V slow

(
q0
)

+ V slow (qε)
)
, q0 = q0, q1 = qε (3.49)

The resulting method is summarized in algorithm 3.4.

Stability is limited by the critical time step lengths of the two potentials and by the
occurance of resonances. An intuitive explanation for resonances was given in [65],
see figure 3.5. Assume that the slow time step ∆t is exactly the half period of the
fast motion. Between two kicks of V slow the vibration phase yields a trajectory with the
natural frequency of V fast. Now consider a linear oscillator (representing the ’vibration’
of the fast forces) with initial conditions q = 1 and j = 0. The soft kick is then always
applied when q = 1, j ≤ 0 or q = −1, j ≥ 0. In both cases, the sign of the force is such
that the velocity will always increase leading to a monotonous increase of energy.

t

q̇(t)
∆t

tk+1tk

δt

kicks of V fast

kicks of V slow

Figure 3.3: Interpolation of velocity using multiple time stepping such as r-RESPA.
Each time step of the slow forces ∇V slow contains a large number of small time steps
of the fast forces ∇V fast
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for k = 0 to N − 1 do
half a kick:

q0
k =qk (3.50)

j0
k =jk −

∆t

2
∇V slow(qk) (3.51)

δt = ∆t/ε

for i = 0 to ε− 1 do
vibration:

qi+1
k =qik + δtM−1jik −M−1 δt

2

2
∇V fast(qik) (3.52)

ji+1
k =jik −

δt

2
∇V fast(qik)−

δt

2
∇V fast(qi+1

k ) (3.53)

end for
half a kick:

qk+1 =qεk (3.54)

jk+1 =jεk −
∆t

2
∇V slow(qk+1) (3.55)

end for

Figure 3.4: Verlet-I/r-RESPA
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Figure 3.5: Phase space diagram of a harmonic oscillator illustrating r-RESPA reso-
nances. The oscillator is hit by a velocity change every half period. Instead of forming
a closed orbit, the kicks lead to monotonous energy growth. In r-RESPA, the fast
forces represent the linear oscillator. The slow forces are presented by the velocity
changes.
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It can be shown that whenever

∆tresonance ≈ m
Teff

2
with Teff =

2π

ωeff
(3.56)

then resonances occur, see [65, 113]. ωeff denotes the natural frequency of the fast
motion and m an integer.

Resonances can be eliminated by application of the mollified impulse method (see
[68, 113], MOLLY). The idea is to filter the force components which lead to the reso-
nances. This can be done in a symplectic manner by changing the position where the
fast potential is evaluated, i.e.

V (q) = V slow(q) + V fast(A(q)) (3.57)

leading to a force vector

∇V (q) = ∇V slow(q) +∇AT∇V fast(A(q)) (3.58)

The operator A is an averaging operator of the trajectory’s positions, i.e.

A(q) =
1

∆t

∫ ∞
0

φ

(
t

∆t

)
q̃(t)dt (3.59)

where φ is some weighting function and q̃(t) is the solution to an auxiliary problem

L̃ =
1

2
˙̃qTM ˙̃q − V fast(q̃), q̃(0) = q, ˙̃q(0) = 0 (3.60)

This approach is feasible if the weighting function has compact support in time. De-
pending on the selected weighting function and the effort spent in solving the aux-
iliary problem, the instability is restricted to smaller intervals or may be eliminated
(see [113]).

3.7.5 Exponential integrators

Accuracy and stability of multiple time step methods can be improved by superimposing
the explicit solution of the slow forces with the exact solution of the (assumed linear)
fast forces. This approach is feasible if

V slow(q)� V fast(q)∀q, ∇2V fast(q) = K0 = const. (3.61)

Due to the exact solution of the linear forces the algorithm is based on matrix exponen-
tials replacing the vibration phase in algorithm 3.4. Therefore, this class of algorithms is
known as exponential integrators, exponentially fitted integrators and integrating factor
method.

For now, confine the discussion to systems with a single degree of freedom. The
Lagrange function can be written as

L(q, q̇) =
1

2
mq̇2 − ω2q2 −N(q), N(q) := V slow(q) (3.62)
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t

q(t)

tk+1tk

kick of V slow

vibration of V fast

Figure 3.6: Interpolation of coordinates using exponential time stepping. At each time
step boundary a kick due to ∇V slow is applied to the velocities.

The trajectory is interpolated by

q(α) = a cos(ωhα) + b sin(ωhα) + c (3.63)

within each time element (figure 3.6). The kinetic energy and the potential of the fast
forces are analytically integrated in time. For the integration of the nonlinear forces
Nd = h

∫ 1

0
N(q(α))dα with definitions ν = ωh/2, sinc(x) = sin(x)/x if x 6= 0 and sinc(0) =

1, tanc(x) = sinc(x)/ cos(x) is chosen:

• Gautschi

Nd =
h

2
(N(A(q0)) +N(A(q1))) tanc(ν) (3.64)

• Deuflhard

Nd =
h

2
(N(A(q0)) +N(A(q1))) (3.65)

• Hairer-Lubich

Nd =
h

2
(N(A(q0)) +N(A(q1))) sinc(ωh) (3.66)
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Therein, A(q) is the MOLLY averaging operator from equation (3.59). One arrives at
the generic scheme (see [41])

q1 = cos(hω)q0 +
sin(hω)

mω
j0 −

h2

2m
Ψ∇N (Φq0) (3.67)

j1 =− ωm sin(hω)q0 + cos(ωh)j0 −
h

2
(Ψ0∇N (Φq0) + Ψ1∇N (Φq1)) (3.68)

Φ =φ(hω) (3.69)

Ψ =ψ(hω) (3.70)

Ψ0 =
ψ(hω)

tanc(hω)
(3.71)

Ψ1 =
ψ(hω)

sinc(hω)
(3.72)

a =

0, if cos(hω) = 1
q1−q0−sin(hω)b

cos(hω)−1
, else

(3.73)

b =
j0

ωm
(3.74)

c =q0 − a (3.75)

The scheme stays symplectic if ω is arbitrarily changed during the simulation (see [41]).
Exponential integrators exhibit instabilities due to the same resonances as multiple time
stepping schemes. Therefore, MOLLY operators have been introduced as well. The
definition of various schemes is given in table 3.2.

Exponential integrators target at problems where the number of variables is limited
and the degree of nonlinearity is very small. Possible candidate problems are those
of model order reduction. Using modal analysis, a system with multiple degrees of
freedom may be diagonalized. A new space of variables x is introduced with q = Tx,
T TK0T = diag(ω2

i ) and T TMT = I. Then the nonlinear potential is evaluated via

Nx(x) =N(TA(x)) = N(TΦx), Φ = diag(Φi) (3.76)

∇xN
x(x) =ΦTT T∇qN(TΦx) (3.77)

ψ(x) φ(x) name

sinc2(x/2) 1 Gautschi [70]
sinc(x) 1 Deuflhard [47]
sinc2(x) 1 Hairer-Lubich [87]
sinc(x)φ(x) sinc(x) mollified Deuflhard, Garcia-Archilla [68]
sinc2(x/2)φ(x) sinc(x) mollified Gautschi
sinc2(x)φ(x) sinc(x) mollified Hairer-Lubich

Table 3.2: Definition functions of various exponential integrators
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The equations are decoupled and the algorithm defined by equations (3.67)-(3.72) can
be applied directly to the modal variables xi.

3.7.6 Implicit-explicit integrators

If the fast potential in equation (3.48) is linear one may solve the fast motions implicitly
with small effort. The resulting integrator is combined implicit-explicit (IMEX) where
the slow potential is explicitly solved. The discrete Lagrangian of such an integrator is
given by [252]

Ld =
1

2h
∆qTM∆q − h

2

(
V slow (q0) + V slow (q0 + ∆q)

)
− hV fast

(
q0 +

1

2
∆q

)
(3.78)

The vibration phase in algorithm 3.4 is now replaced by the implicit midpoint rule. The
instability limits due to resonances are eliminated. The critical time step is defined by
V slow.

The stability can be easily improved by adding a mollification. Assume the fast
forces being linear, i.e.

V fast(q) =
1

2
qTKq + F T q (3.79)

Furthermore, damping forces with constant damping matrix C can be incorporated.
External forces can be defined by a time dependent vector-valued function F ext(t).
One obtains the integrator

A(q) =q − h

4

(
1

h
M + C +

h

4
K

)−1

(Kq + F ) (3.80)

∇A =I − h

4

(
1

h
M + C +

h

4
K

)−1

K (3.81)

∆q =

(
1

h
M + C +

h

4
K

)−1(
jk −

h

2
∇AT∇V slow (A(qk))

−h
2

(Kqk + F )− h

2
F ext(tk)

)
(3.82)

qk+1 =qk + ∆q (3.83)

jk+1 =
1

h
M∆q − h

2
∇AT∇V slow (A(qk+1))

− h

2

(
K

(
qk +

1

2
∆q

)
− F

)
− h

2
F ext(tk+1) (3.84)

This integrator is unconditionally stable for linear single degree of freedom systems.

3.7.7 Rowlands’s method

Symplectic integrators provide an exact solution to a modified mechanical system with
a Hamiltonian H̄, equation (3.15), which is very close to the Hamiltonian H of the
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original model. Instead of integrating the original system given by H one could improve
the accuracy by integrating a similar system given by the Hamiltonian G such that its
shadow Hamiltonian Ḡ is closer to H than H̄. This is the idea of Rowlands’s method
(see [19,178,228,242]).

A change of variables is introduced

Q =q + h2λTppVq +O(h4) (3.85)

P =p− h2λVqqTp +O(h4) (3.86)

which is obtained from an additive modification of the Hamiltonian Hχ = hλTpVq, ki-
netic energy T and momentum p. The shadow Hamiltonian of the transformed system
becomes

Ḡ(χ(q, p)) =H + h2

(
−λ+

1

12

)
TpVqqTp + h2

(
λ− 1

24

)
VqTppVq +O(h4) (3.87)

=H +
h2

24
VqM

−1Vq +O(h4), λ =
1

12
(3.88)

The error in this shadow Hamiltonian can be compensated by replacing the potential
energy in the original system

Vh(q) = V (q)− h2

24
∇V (q)TM−1∇V (q) (3.89)

The processed potential is applied to Verlet’s method and one obtains the discrete
action

Sd =J0Q0 − J1(Q0 + ∆Q) +
1

2h
∆QTM∆Q− h

2
(Vh(Q0) + Vh(Q0 + ∆Q)) (3.90)

The original variables are recovered through backtransformation from equations (3.85)-
(3.86). The method is integrating the variables (Q, J) because the transformation
Q → q is implicit. The method is of fourth order. In practice, the transformation of
the coordinates Q can be neglected on the cost of accuracy. The algorithm is explicit,
but one has to perform a matrix-vector product with the tangent Hessian at each time
step. The critical time step can be determined as

√
12/ωmax.

A similar method was presented by [178] where not accuracy, but stability is opti-
mized.

3.8 Constraints

This section presents approaches which discretize Hamilton’s principle such that the
constraint equations are satisfied by the solution trajectory while geometric properties
are preserved. The considered types of constraints range from linear and nonlinear
holonomic constraints to inequality equations.
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3.8.1 Reduction of degrees of freedom by projection

Certain types of linear constraints may be applied to the system prior discretization
of time. Consider for example a constraint associating a set of coordinate variables
collected in x(2) with another set of variables collected in x(1) by a projection matrix C
and an offset b(2),

x(2) = Cx(1) + b(2) (3.91)

Since both sets of variables belong to the same set x, one may rearrange the ordering
of the degrees of freedom such that the vector of coordinates is splitted into blocks of
dependent and independent degrees of freedom,

x =

 x(0)

x(1)

x(2)

 =

 I 0

0 I

0 C

( x(0)

x(1)

)
+

 0

0

b(2)

 (3.92)

Many interface problems, for example constraints arising in mortar methods, may be
expressed in this form. More generally, one may define a new set of generalized co-
ordinates q from which the original set of variables x can be recovered by a linear
transformation, i.e. with

(
x(0)

x(1)

)
→ q,

 0

0

b(2)

→ b and

 I 0

0 I

0 C

→ A (3.93)

one may express a constraint from equation (3.91) in the form

x = Aq + b, ẋ = Aq̇ (3.94)

such that the Lagrangian becomes

L(q, q̇) =
1

2
q̇TATMxAq̇ − V x(Aq + b) (3.95)

where Mx denotes the mass matrix and V x the potential function with respect to the
original variables. The equivalent quantities of the reduced system are given by

M = ATMxA (3.96)

V (q) = V x(Aq + b) (3.97)

∇V (q) = AT∇V x(Aq + b) (3.98)

∇2V (q) = AT∇2V x(Aq + b)A (3.99)
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For constraints given by equation (3.91) one assumes the setting

Mx =

 M00 M01 M02

M01 M11 M12

M01 M12 M22

 (3.100)

∇V x(x) =

 F0

F1

F2

 (3.101)

∇2V x(x) =

 K00 K01 K02

K01 K11 K12

K01 K12 K22

 (3.102)

and obtains

M =

(
M00 M01 +M02C

M01 + CTM20 M11 + CTM21 +M12C + CTM22C

)
(3.103)

∇V (q) =

(
F0

F1 + CTF2

)
(3.104)

∇2V (q) =

(
K00 K01 +K02C

K01 + CTK20 K11 + CTK21 +K12C + CTK22C

)
(3.105)

Such a strategy is related to the nullspace method presented in [159] and is used
in various FEM implemenations, for example [57]. The advantages of this approach to
constraint handling are that

1. standard integrators can be applied directly to the reduced system.

2. Furthermore, both conditions in equation (3.94) are satisfied at all times.

3. The critical time step can be easily estimated.

The implementation in software codes becomes more complicated, though, and nu-
merical efficiency can be reduced:

1. The structure of the system matrices is changed. Elements far off the diagonal
can appear. The mass matrix is no longer diagonal.

2. Two variable spaces must be maintained. For example, finite elements and con-
tact algorithms are expressed in unconstrained space. Quantities such as restor-
ing forces, contact forces, gradients must be transformed at each time step.

3.8.2 Lagrange-d’Alembert principle

In order to discretize nonlinear constraints, one has to introduce them to Hamilton’s
principle. This is performed using the d’Alembert-Lagrange procedure:
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Theorem 23. Given a mechanical system with Lagrange equation (2.1) and a time
dependent external force F (t) the principle of d’Alembert (Lagrange-d’Alembert) states
that the solution trajectory is determined by

0 = δ

∫ t1

t0

L(q, q̇)dt+

∫ t1

t0

F (t)δqdt (3.106)

If the forces F can be derived from a potential function they are conservative. Else
they can be used to introduce dissipative effects.

Consider a mechanical system with coordinates q that are constrained by a set of
smooth holonomic equations summarized in the vector g,

0 = g(q) =

 g1(q)
...

gc(q)

 (3.107)

which Jacobian is of full rank, i.e.

rank(∇g(q)) = c, ∀q|g(q) = 0 (3.108)

Associate these constraints with a potential function

V g(q, g(q)) ≥ 0 ∀q, V g(q, g(q)) = 0⇔ g(q) = 0 (3.109)

for example
V g(q, g(q)) = εg(q)Tg(q) (3.110)

which penalizes violations of the constraints. The larger the penalty parameter ε, the
smaller the violation, i.e.

lim
ε→∞

g(q(t)) = 0 ∀ t (3.111)

Define Lagrange multipliers [224]

λ = lim
ε→∞

εg(q) (3.112)

such that V g(q, λ) = g(q)Tλ. Therefore, Hamilton’s principle extended to holonomic
constraints g requires stationarity of the augmented action

Sg =

∫ t1

t0

(
L(q, q̇)− g(q)Tλ

)
dt (3.113)

wherein q = q(t) and λ = λ(t) are vectors of generalized coordinates. The resulting
Euler-Lagrange equations are

0 = Lq −
d

dt
Lq̇ −∇g(q)Tλ (3.114)

0 = g(q) (3.115)
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3.8.3 SHAKE

Theorem 24. Given a discrete Lagrangian system Ld with holonomic constraint g :

Q→ Rc the constrained discrete Euler-Lagrange equations (see [185]) are given by

D2Ld(qk−1, qk) +D1Ld(qk, qk+1) =∇g(qk)λk (3.116)

g(qk) =0 (3.117)

A method enforcing these constraints is SHAKE [229]. It arises from an augmented
discrete Lagrangian LAd wherein the Lagrange multipliers λ are considered as a part of
the vector of generalized coordinates q. λ · g(q) is considered as a part of the potential
function V (q, λ). The potential function is integrated by Verlet, see equation (3.41)
and [159], i.e.

Vd =
hk

2

(
V (qk0) + V (qk1)

)
+
hk

2

(
g(qk0)Tλk0 + g(qk1)Tλk1

)
(3.118)

The multipliers are continuous in time. One arrives at the scheme

M

(
qk+1 − 2qk + qk−1

h

)
+ h∇V (qk) +∇g(qk)λk =0 (3.119)

g(qk+1) =0 (3.120)

The system of equation is nonlinear and its tangential coefficient matrix is not symmet-
ric (if ∇g 6= const.).

When using implicit methods, an enforcement of the constraint at the same time
where the potential forces are evaluated is desirable. For the implicit midpoint method
this leads to the discrete potential

Vd = −h
k

2

(
V

[(
qk0 + qk1

2

)]
+ g

[(
qk0 + qk1

2

)]T
λk

)
(3.121)

The system of equation is nonlinear, its tangential coefficient matrix is symmetric. The
scheme is, however, unstable and not suitable for long-term simulation. While the con-
straints g are satisfied in the time step center they are not at the time step boundaries.
The violation at the boundaries grows during the time leading to instabilities in terms of
artificial oscillations, see [115].

The SHAKE algorithm requires initial conditions (q−1, q0) satisfying the constraints.
This must be ensured before starting the simulation.

3.8.4 RATTLE

Using the map (qk, jk)→ (qk+1, jk+1) SHAKE may not be applied. SHAKE requires the
enforcement of two constraint sets, at q0 and q−1. When expressing the integrator in



66 Chapter 3. Variational integrators

phase space variables, one again has to enforce two constraints on the initial conditions
q0 and j0. Those are g(q0) = 0 and the hidden constraint

ġ(q0) = ∇g(q0)TM−1j0 = 0 (3.122)

Theorem 25. Given a discrete Lagrangian system Ld with holonomic constraint g :

Q→ Rc the constrained discrete Hamiltonian map (see [185]) is given by

j0 =Pq0 (−D1Ld(q0, q1)) (3.123)

j1 =Pq1 (D2Ld(q0, q1)) (3.124)

g(q1) =0 (3.125)

Here, Pq is a projection matrix

Pq = I −∇g
[
(∇g)TM−1∇g

]−1
(∇g)TM−1 (3.126)

Given (q0, j0)

Enforce hidden constraint: j0 = Pq0j0
for k = 0 to N − 1 do

half a kick:

jk+0.5 =jk −
h

2
∇V (qk)

constrained drift:

jλk+0.5 =jk+0.5 −
h

2
∇g(qk)λ

k
0

qk+1 =qk + hM−1jλk+0.5

0 =g(qk+1)

half a kick:

j−k+1 =jλk+0.5 −
h

2
∇V (qk+1)

enforce hidden constraint:

jk+1 =Pqk+1
j−k+1

end for

Figure 3.7: RATTLE
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An application to Velocity Verlet is RATTLE (see [3]). It is given by

qk1 =qk0 + hM−1

(
jk0 −

h

2
∇V (qk0)− h

2
∇g(qk0)λk0

)
(3.127)

jk1 =
1

h
M(qk1 − qk0)− h

2
∇V (qk1)− h

2
∇g(qk1)λk1 (3.128)

0 =g(qk1) (3.129)

0 =(∇g(qk1))TM−1jk1 (3.130)

see algorithm 3.7. Given an initial condition (q0, j0) satisfying g(q0) = 0 one first projects
j+

0 = Pq0j0. Then, in each step the coordinates qk1 and multipliers λk0 are iteratively com-
puted enforcing g(qk1) = 0. After that, jk1 and multipliers λk1 are computed from a linear
system of equation enforcing ġk1 = 0. The last operation is equivalent to application of
the projection Pq1 to jk1 . This illustrates the relation to SHAKE: RATTLE is SHAKE with
an additional projection of the momentum jk+1 onto the constraint manifold.

3.8.5 Unilateral constraints

Consider a Hamiltonian system subject to a set of inequations collected in a constraint
vector g, i.e.

g(q) =

 g1(q)
...

gc(q)

 ≤ 0 (3.131)

Inequalities require a nonsmooth setting. At any time, only a subset or no constraint
may be active. As soon as a constraint gj is activated, that is limh→0,h>0 gj(q(tc − h)) <

0 → gj(q(tc)) = 0, the trajectory of the generalized coordinates must be modified to
stay feasible. The involved velocity changes generally are discontinuous (the trajectory
is nonsmooth).

Parameterize the time with respect to a fictitious time α. Assume that the given set
of inequations is active once during the considered time interval and that all constraints
are active at the same time t ∈ {t(α−c ) . . . t(α+

c )}. The action integral becomes

S =

∫ t(α−
c )

t(α0)

L(q, q̇)
∂t

∂α
dα +

∫ t(α+
c )

t(α−
c )

(
L(q, q̇)− g(q)Tλ

) ∂t
∂α

dα +

∫ t(α1)

t(α−
c )

L(q, q̇)
∂t

∂α
dα

(3.132)
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where the activation times αc belong to the unknown variables (see [58]). Variation
yields

δS = [Lq̇(q, q̇)]
t(α1)
t(α0) +

+

∫ t(α−
c )

t(α0)

(
Lq −

d

dt
Lq̇

)
δqdt+

∫ t(α1)

t(α+
c )

(
Lq −

d

dt
Lq̇

)
δqdt+

+

∫ t(α+
c )

t(α−
c )

((
Lq −

d

dt
Lq̇ − gTq λ

)
δq − gT δλ

)
∂t

∂α
dα +

+

[
−g [q(t(α))]T λ

∂t

∂α
δα

]α+
c

α−
c

(3.133)

where the variation δq̇ is transformed into δq using integration by parts and where the
variation of the (de)activation times αc is determined from ∂

∫ b
a f(x)dx

∂b
= f(b), ∂

∫ b
a f(x)dx

∂a
=

−f(a).

For further discussion a few simplifications are assumed: (1) Inequalities are as-
sumed to be active at discrete infinitesimal time steps, i.e. h = (α+

c − α−c ) with limh→0.
(2) Each inequation gj may become active at individual times αc,j, but assume that
an active set ga is established at a global activation time αc; these are all constraints
gj(q(t(αc))) ≥ 0. (3) Let it be sufficient to check the active sets at the end of each time
step. The strategy is illustrated in figure 3.8.

Apply a linear interpolation for q(t) to obtain the discrete action for the infinitesimal
element,

Sk = lim
h→0

(
Ld + j0(q(0)− q0) + j1(q1 − q(h))− h (g(q(0)) + g(q(h)))T µ

)
(3.134)

q(t)

q(tk)

predictor
qpred(tk+1)tc

infeasible, g(q) > 0

q̇(t−c )

q̇(t+c )

∆q̇

ġ(t−c )

Figure 3.8: Collision of a particle under gravity. The trajectory q(t) is illustrated. The
change of momentum at the boundary of the infeasible domain (or velocity, respec-
tively) obviously is a non-smooth process. The constraint can be evaluated at the
predictor coordinate qpred(tk+1). If tc is unknown the collision is energy preserving if it
is applied at tk.
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with discrete Lagrangian Ld from equation (2.7) and multiplier µ. The variation yields

0 = q1 − q0 − u1 (3.135)

0 =
∂Ld
∂u0

+ j0 − j1 − h∇ (g(q0) + g(q0 + u1))µ (3.136)

0 =
∂Ld
∂u1

− j1 − h∇g(q0 + u1)µ (3.137)

0 = h(g(q0) + g(q0 + u1)) (3.138)

With v := u1

h
and observing that V (q) and its derivatives are bounded such that their

action approaches zero as h→ 0, one obtains

q1 = q0 + hv (3.139)

j1 = j0 −∇ (g(q0) + g(q0 + u1))hµ (3.140)

0 = j0 −Mv −∇g(q0)hµ (3.141)

0 = g(q0 + u1) (3.142)

g(q0 + u1) = g(q0) +
∞∑
i=1

∇ig(q0)T
(vh)i

i!
(3.143)

Defining λ := hµ and since g(q0) = 0, one obtains

q1 = q0 +O(h) (3.144)

j1 = j0 − 2∇g(q0)λ+O(h) (3.145)

0 = j0 −Mv −∇g(q0)λ (3.146)

0 = ∇ig(q0)Tv +O(h) (3.147)

Since h → 0 one can neglect all bounded terms multiplied with h. First one solves
v = M−1(j0 −∇g(q0)Tλ) and inserts this into the last equation to obtain

λ =
(
∇g(q0)TM−1∇g(q0)

)−1∇g(q0)TM−1j0 (3.148)

The resulting map defines a collision integrator solving inequality constrained dy-
namics. The determination of the active set of constraints is called collision detection.
The collision integrator is given by

q1 = q0 (3.149)

j1 = j0 − 2∇g(q0)
(
∇g(q0)TM−1∇g(q0)

)−1 (∇g(q0)TM−1j0

)
(3.150)

This is equivalent to a projection by Pcq of the momentum ”against” the constraint man-
ifold such that the constraint rate changes its sign, i.e.

Pcq = I − 2∇g
[
(∇g)TM−1∇g

]−1
(∇g)TM−1 (3.151)

It does change the velocities in a discontinuous setting without modifying the coor-
dinates. It can only be used to avoid constraint violations, but generally not to recover
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a trajectory once it is in the infeasible domain. This is because the only available infor-
mation are an indicator for the active set, the constraint gradients and the assumption
that the last iterate has been feasible.

The collision integrator may be applied as an additional operation between any two
time elements. Due to the discrete nature of collision detection certain iterates may be
infeasible. In such cases, the map would enforce infeasibility since it is not aware if a
constraint is approaching from the feasible or infeasible domain. Define the constraint
rate (constraint velocity),

ġ0 := ∇g(q0)TM−1j0 (3.152)

This quantity may be used to filter slightly violated and active constraints which will be
feasible at the next time increment and which would be modified to stay infeasible by
the collision integrator. Then the active set GA is

GA = {i : gi(q) ≥ 0, ġi(q, j) > 0} (3.153)

The collision integrator preserves the energy E (with ∇g := ∇g(q0))

E+
c − E−c =

(
1

2
jT1 M

−1j1 + V (q1)

)
−
(

1

2
jT0 M

−1j0 + V (q0)

)
(3.154)

= −2λT∇gM−1j0 − 2jT0 M
−1∇gλ+

+4λT∇gTM−1∇gλ (3.155)

= −4jT0 M
−1∇g

(
∇gTM−1∇g

)−1∇gTM−1j0

+4λT
(
∇gTM−1∇g

) (
∇gTM−1∇g

)−1∇gTM−1j0 (3.156)

= 0 (3.157)

The presented approach is known as Decomposition Contact Response (see [36]).
It can be combined with plastic unilateral contact laws and friction. It is designed to
efficiently solve collisions in explicit dynamics.

k

m

x

Figure 3.9: A spring with single degree of freedom
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3.9 Examples

3.9.1 A perturbed linear oscillator

Compare the stability of the presented methods when applied to the linear oscillator
given in figure 3.9. The material properties are given by k = 1, m = 1. The stiffness is
assumed to be k0 = 2/3 which is used in the implicit/vibrational parts of the methods.
Then the potential is given by

V (q) =
1

2
kq2 = V fast(q) + V slow(q) =

1

2
k0q

2 +
1

2
(k − k0)q2 (3.158)

The initial conditions are q0 = 0 and j0 = 0.2 (x→ q).

500 time steps are simulated for each configuration. For r-RESPA the ”fast” time
steps are defined by δt = ∆t/10. The methods are analysed regarding their stability for
different time step lengths ranging from 0.05 to 15. The Lyapunov exponent is approxi-
mated from equation (3.34). The results for different methods are summarized in figure
3.10 with time step length on the abcissa and the Lyapunov exponent as ordinate.
Figure 3.11 plots a simple indicator for the error measured in terms of the maximum
deviation of the energy H(t) related to the initial energy H0, i.e. maxk |H(k, h)−H0|/H0

as a function of the time step length. It can be interpreted as a measure for the overes-
timation of the maximum displacements. This may be a more important indicator than
the absolute error in q(t) since applications in structural dynamics are more interested
in the size of stresses and plastic strains as a result of maximum strains. Phase shifts
and stretches usually are of less concern.

For the standard methods Verlet/Rowlands and for IMEX, there exist clear stabil-
ity bounds. This is emphasized by the energy error. The effect of resonances be-
comes very clear for r-RESPA. The same effects lead to instabilities for Deuflhard and
Gautschi, but with different interval bounds. Hairer-Lubich’s method is stable, but the
energy error is unacceptable in the regions where Gautschi is instable. If the assump-
tion k0 was closer to the real stiffness k, the intervals of instability would be much
narrower. Remarkably all mollified methods are stable. Most noteworthy, the energy
error of mollified Hairer-Lubich and mollified IMEX are smallest.
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Figure 3.10: Perturbed linear oscillator: Stability of different algorithms measured
in terms of the estimated Lyapunov exponent as a function of the time step length
λk = λk(h).
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Figure 3.11: Perturbed linear oscillator: Energy error of different algorithms measured
in terms of the maximum relative error in energy maxk |H(k, h)−H0|/H0 as a function
of the time step length.
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3.9.2 A geometrically nonlinear oscillator

The same setting as in section 3.9.1 will be considered. But this time, a geometrically
nonlinear spring is used. With the Green-Lagrangian strain tensor

E(q) = 0.5((1 + q/X)2 − 1) (3.159)

one obtains the potential function

V fast(q) =
1

2
k0q

2 (3.160)

V (q) =V slow(q) + V fast(q) (3.161)

=

(
1

2
k0E(q)2 − V fast(q)

)
+ V fast(q) (3.162)

The material properties are given by k0 = 1, m = 1. The initial conditions are q0 = 0

and j0 = 0.2 (x→ q). 500 time steps are simulated for each configuration. For r-RESPA
the ”fast” time steps are defined by δt = ∆t/10.

The methods are analysed regarding their stability for different time step lengths
ranging from 0.05 to 15. The Lyapunov exponent is approximated from equation (3.34).
The results for different methods are summarized in figure 3.12 with time step length
on the abcissa and the Lyapunov exponent as ordinate. Figure 3.13 plots a the error in
energy maxk |H(k, h)−H0|/H0 as a function of the time step length.

For the methods Verlet, Rowlands and r-RESPA, there exist relatively clear stability
bounds which are narrower than in the linear case. This is underlined by the energy
error. At random points, no instability was measured by the Lyapunov exponent. The
instabilities of the base integrators in r-RESPA dominate the resonances. This is dif-
ferent for Deuflhard, Gautschi, Hairer-Lubich and IMEX where almost randomly set
intervals are either stable or instable. The vibrational part is implicitely determined and
may filter some instable kicks from the nonlinear forces. Best performs the method
of Hairer-Lubich in this regard. The intervals of very large energy error correspond
to those of the perturbed linear problem. Again, all mollified methods render a stable
Lyapunov exponent estimator. For mollified Gautschi and mollified Deuflhard, however,
there appear very large peaks in the energy error which indicate instability as k →∞.
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Figure 3.12: Geometrically nonlinear oscillator: Stability of different algorithms mea-
sured in terms of the estimated Lyapunov exponent as a function of the time step
length λk = λk(h).
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Figure 3.13: Geometrically nonlinear oscillator: Energy error of different algorithms
measured in terms of the maximum relative error in energy maxk |H(k, h)−H0|/H0 as
a function of the time step length.
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3.9.3 Nonlinear vibration of a cantilever beam

Consider a cantilever beam with square cross section as illustrated in figure 3.14. The
geometry is defined by L = 100, B = H = 10; the linear elastic material is defined
by elastic modulus E = 30 × 109, Poisson’s ratio ν = 0 and mass density 800 with
geometrically nonlinear strains (Green-Lagrange). The beam is discretized by 30×3×3

8-noded brick elements. The initial conditions are given by zero displacements q0 = 0

and an ’angular velocity’ around the beam’s left end, i.e. vyA,0 = −ωXA with node A and
coordinate horizontal XA. The linear forces are approximated by the initial stiffness
matrix of the beam.

This example is used to test the stability of mollified Hairer-Lubich and mollified
IMEX when applied to multiple degree of freedom systems. In order to apply the ma-
trix exponential of Hairer-Lubich efficiently to this problem, the number of variables is
reduced. This is done by modal reduction. The eigenvectors associated with the 200
smallest natural frequencies are determined and used to diagonalize the system, see
section 3.7.5 and equation (3.76). The tested integrators are then individually applied
to the decoupled degrees of freedom. The critical time step of Verlet was computed
as hcrit = 0.769 × 10−3. The reference solution is given by Verlet with h = hcrit/2. The
simulation time is T = 1.

Small nonlinearities

The initial conditions are given by ω = 0.1. The nonlinearities are small. I.e. the
reference simulation obtained an approximate value of V slow(q) ≈ 0.1V (q). A critical
time step of mollified IMEX could not be found. Up to h = 4000hcrit all tested time step
lengths were stable. Most interestingly, the mollified Hairer-Lubich method (as all other
exponential integrators) did not increase the stability limit compared with Verlet.

Figure 3.15 and 3.16 present the energy H(qk, jk) (Notice: not the discrete energy
in (3.12) which is nearly constant!) and the maximum displacement vector component
qmax(t) = maxi qi(t) for h = 20hcrit.

H

L

v = ωL

Figure 3.14: Geometry of a cantilever beam
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Figure 3.15: Cantilever beam: energy of IMEX/Molly for small nonlinearities.
Left: reference, Right: IMEX/Molly.
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Figure 3.16: Cantilever beam: displacements of IMEX/Molly for small nonlinearities
Left: deformed configurations at different times. Right: maxi qi(t).

Moderate nonlinearities

The initial conditions are given by ω = 0.3. The nonlinearities are moderate. I.e. the
reference simulation obtained an approximate value of V slow(q) ≈ V (q). A critical time
step of mollified IMEX could not be found. Up to h = 4000hcrit all tested time step
lengths were stable.

Figure 3.17 and 3.18 present the energy and the maximum displacement vector
component qmax(t) for h = 20hcrit.

Large nonlinearities

The initial conditions are given by ω = 6. The nonlinearities are large, i.e. the reference
simulation obtained an approximate value of V slow(q) ≈ 7V (q). A critical time step of
mollified IMEX was found at approximately hIMEX

crit ≈ 5hV erletcrit .

Figure 3.19 and 3.20 present the energy and the maximum displacement vector
component qmax(t) for h = 4hV erletcrit .
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Figure 3.17: Cantilever beam: energy of IMEX/Molly for moderate nonlinearities.
Left: reference, Right: IMEX/Molly, h = 20hcrit.
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Figure 3.18: Cantilever beam: displacements of IMEX/Molly for moderate nonlineari-
ties

Left: deformed configurations at different times. Right: maxi qi(t).

Large nonlinearities without spectral transformation

The initial conditions are given by ω = 6. The nonlinearities are large. For this test,
all integrators are directly applied to the FEM model, i.e. without modal reduction
which may stabilize the kinematics. The critical time step is hV erletcrit = 0.158 · 10−3. For
IMEX/Molly a critical time step of hIMEX

crit ≈ 32hV erletcrit was found for the given initial
condition.

Figure 3.21 presents the measured maximum displacement as a function of time.
IMEX without MOLLY and Verlet are nearly identical for the same time step. The aver-
aging operator clearly filters important components of the dynamics. Even with identi-
cal time step, the frequency is increased and the elongation reduced when compared
with the reference solution. The mechanical system is indeed replaced by another one.
The perturbation is dependent on the size of the nonlinear forces. Since the averaging
operator is a function of the used time step, the response changes with increasing time
step.
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Figure 3.19: Cantilever beam: energy of IMEX/Molly for large nonlinearities.
Left: reference, Right: IMEX/Molly.
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Figure 3.20: Cantilever beam: displacements of IMEX/Molly for large nonlinearities
Left: deformed configurations at different times. Right: maxi qi(t).
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3.9.4 Linear vibration of a beam

In the previous sections the methods IMEX/Molly and Hairer-Lubich/Molly were shown
to be unconditionally stable for single degree of freedom systems, but not for more
complex systems. Why is that so? The example given in section 3.9.3 is now consid-
ered using a geometrically linear strain formulation.

The beam is discretized using standard continuum finite elements (8-noded bricks).
The stiffness matrix of the linear forces is assumed to differ from the actual one by a
scalar factor κ, i.e.

K0 = ∇2V fast = κ∇2V (0) (3.163)

Using different factors (1.2, 1.5, 2.0) no instabilities were identified for time steps up to
1000hcrit. The reason is that the system of partial differential equation can be diago-
nalized. Then the same results apply as for the single degree of freedom system in
section 3.9.1.

Let us change the structure of the stiffness matrix. The beam itself is discretized
using standard finite elements. For the approximation of the linear forces a different
element formulation may be used, such that different couplings between individual de-
grees of freedoms occur. This can be achived using nodally integrated finite elements,
see section 4.6. Although the nodally integrated elements are used without any sta-
bilization, a standard Verlet integration leads to similar results as the standard finite
elements. Using IMEX, however, no stability was found with or without mollyfication.
Time steps between 10−3hcrit and 10hcrit were tested. The reason is not that the explicit
forces (of the perturbation) are too stiff - when considering the critical time steps of the
involved potential functions one obtains: for the linear forces (0.5q′K0q): 0.0885 · 10−3,
for the complete potential (V (q)): 0.159 ·10−3 and for the perturbation (V (q)−0.5q′K0q):
0.106 · 10−3, which is much larger than the smallest tested time step size.

Therefore, one can assume that the amount of stabilization regarding nonlinearities
using mollified impulses in IMEX depends on the structure of the tangential stiffness
matrices of the linear and the nonlinear forces. The magnitude of the perturbation
itself is less important than the magnitude of (perturbed) couplings between individual
degrees of freedom. This is the reason why small geometrical nonlinearities can be
handled well: The structure of the stiffness matrix does not change too much.

3.9.5 Nonlinear pendulum: Instabilities in implicit midpoint and
trapezoidal Newmark

The nonlinear pendulum is used to demonstrate the performance of constrained inte-
grators, see also section 3.9.6. The geometry is illustrated in figure 3.22 with L = 1

and m = 1. The gravity is ignored. The motion is described in two-dimensional carte-
sian coordinates. The initial conditions are given q0 = (0,−1) and j0 = (1, 0). This is
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q1

q2

θ

L m

Figure 3.22: A pendulum

equivalent to the polar coordinates θ0 = 0 and ω0 = 1. The motion is subject to the
constraint

g(q) = q2
1 + q2

2 − L2 (3.164)

Due to the missing external forces the behavior is dependent on the constraint enforce-
ment only.

The instabilities of the implicit midpoint scheme, equation (3.121), can be easily
identified. The example is excerpted from [115] who reported these instabilities as
well. The time step is chosen h = 0.04, the simulation time is T = 5. The trajectory is
illustrated in figure 3.23 by x and y coordinates. Figure 3.24 presents the correspond-
ing total energy measured in terms of two quantities: The endpoint energy H(qk, jk)

and the discrete energy Ed, see equation (3.12). Both energies grow beyond bounds
indicating the instability of the method. The end point energy grows immediately while
the discrete energy is approximately constant in the beginning. The trajectory exhibits
spurious oscillations in the coordinates around the true solution which grow over time.
Indeed, if the considered simulation time is sufficiently small, the instabilities are nearly
invisible.

Given linear constraints, the endpoint coordinates would be feasible if the startpoint
and midpoint satisfy the constraints (this can be easily proved by inserting the endpoint
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Figure 3.23: Nonlinear pendulum: Trajectory qy = qy(qx) of constrained midpoint.
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Figure 3.24: Nonlinear pendulum: Total energy of constrained midpoint.

coordinate of the midpoint scheme into the definition of the linear constraint equation).
This is different in case of nonlinear constraints, where the coordinates at the beginning
and the end of a time step are generally not feasible if the constraints are enforced in
the center. In fact, the given constraint is exactly enforced in the time step center
in this example. The start and end point coordinates then start to oscillate around
the midpoint. The implicit midpoint scheme can, therefore, be interpreted in terms
of reduced order integration and the instabilities in terms of ’temporal hourglassing’.
The choice of the position, where the constraint is satisfied, is not able to enforce a
reasonable ’smooth’ interpolation of the coordinates q(t) in time.

The observation of instabilities in the implicit midpoint scheme may explain the oc-
curence of spurious oscillations in the velocities in the Newmark method when applied
to nonlinear constraints [48]. The trapezoidal Newmark scheme can be interpreted as
the implicit midpoint scheme, shifted by a half time step [119]. To illustrate this, express
the trapezoidal Newmark scheme without discrete velocities

0 =
1

h2
(xk+2 − 2xk+1 + xk)−

1

4
Ak+2 −

1

2
Ak+1 −

1

4
Ak

Ak =−M−1∇V (xk) (3.165)

The implicit midpoint scheme writes

0 =
1

h2
(qk+2 − 2qk+1 + qk)−

1

2
ak+1.5 −

1

2
ak+0.5

ak+0.5 =−M−1∇V (qk+0.5)

qk+0.5 =
1

2
(qk + qk+1) (3.166)

These two schemes are identical with the transformation

xk =
1

2
(qk + qk+1) (3.167)

Ak =ak+0.5 (3.168)
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Introducing the discrete velocities ẋk to Newmark and q̇k = M−1jk to implicit midpoint,
both schemes write

ẋk =
xk+1 − xk

h
+

1

2
h

(
Ak + Ak+1

2

)
(3.169)

q̇k =
qk+1 − qk

h
+

1

2
hak+0.5 (3.170)

Then one obtains for the transformation of the velocities

ẋk =
qk+1 − qk

h
(3.171)

When introducing nonlinear constraints, then the accelerations ak are enhanced by the
constraint forces

ak+0.5 = M−1 (−∇V (qk+0.5) +∇g(qk+0.5)λk+0.5) (3.172)

This is equivalent to the strategy being applied to the example in this section. When
applying the Newmark scheme, the spurious oscillations are expected to appear in the
velocities. The endpoint coordinates are enforced being feasible.

The equivalence can be easily verified using this example. Let the initial conditions
of Newmark be defined by the first time step of midpoint, i.e. λ0 = 0.24997500499871,
q0 = (0,−1), j0 = (1, 0), q1 = (0.0399920023992,−0.99960011996001). From the first
two midpoint endstep coordinates one can derive the initial coordinate and velocity of
Newmark at time t = h/2. The initial Lagrange multiplier of Newmark is λ0. Figure
3.25 illustrates the trajectory and the total energy. The trajectory seems to be stable,
but the energy exhibits growing spurious oscillations. This can be verified by taking a
look at the corresponding velocities, see figure 3.26. The Lagrange multipliers which
are computed by Newmark and midpoint are identical. The same holds for the discrete
energy.

Interestingly, the instabilities can be eliminated by carefully chosing the initial con-
ditions. The exact value of the Lagrange multiplier can be determined being 0.5. If one
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Figure 3.25: Nonlinear pendulum: Trajectory xy = xy(xx) and total energy (as point-
wise or discrete energy) of constrained Newmark.
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Figure 3.26: Nonlinear pendulum: Velocity ẋx(t) of constrained Newmark.

choses x0 = (0,−1), ẋ0 = (1, 0), λ0 = 0.5 for Newmark, then the trajectory is absolutely
stable. The Lagrange multiplier is kept constant by the time stepping scheme. Hence,
two problems remain: (1) How to chose the initial multiplier? (2) Furthermore, the con-
vergence may appear only in this example, but may not be ensured for other problems.
In particular, it may not converge in case of small perturbations in the initial conditions.

A stable discretization of constraints using the Newmark scheme (and the gener-
alized α-method) is presented and its stability is proven in [180] where Newmark is
applied to the potential energy while RATTLE is adopted for the constraint equations.

The next section presents a stabilizing modification to the constrained midpoint
scheme. It combines the midpoint scheme with the collision integrator, equation (3.151),
being applied at the end of each step. Unlike RATTLE, this strategy leads to symmetric
systems of equations, but requires one additional evaluation of the constraint gradients,
i.e. in each time step’s midpoint and in each time step’s end point. The constrained
Newmark scheme is stabilized using the same additional projection. As alternative to
the collision integrator, an application of the RATTLE projection is possible, theorem 25,
equation (3.126). But it turns out to be unstable in long-term simulation in the example
in section 3.9.6.

3.9.6 Nonlinear pendulum: Stable discretizations

The example of section 3.9.5 is now considered by numerical methods with stable
treatment of nonlinear constraints. The following methods are compared:

• RATTLE Algorithm 3.7 on page 66.

• Collision integrator. The idea is that infeasible coordinates are allowed. The
amount of constraint violation is limited by the time step length. The collision
integrator will try to reduce the violation. By application of the collision to the
center of each time step the violation at the end of the time step will be reduced
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further. When combined with Verlet the algorithm, see equations (3.149)-(3.150),
writes

jk0.5 =jk0 −
h

2
∇V (qk0) (3.173)

qk0.5 =qk0 + hM−1jk0.5 (3.174)

jk0.5+ =jk0.5 − 2∇g(qk0.5)
(
∇g(qk0.5)TM−1∇g(qk0.5)

)−1 (∇g(qk0.5)TM−1jk0.5
)

(3.175)

qk1 =qk0.5 + hM−1jk0.5+ (3.176)

jk1 =jk0.5+ −
h

2
∇V (qk1) (3.177)

• Modified midpoint. The constraints are enforced in the time step center, see
equation (3.121). The end-step momentum is projected using the collision inte-
grator, i.e. using the projection in equation (3.151) instead of (3.126),

qk1 =qk0 + hM−1

(
jk0 −

h

2
∇V

[(
qk0 + qk1

2

)]
− h

2
∇g
[(

qk0 + qk1
2

)]
λk0

)
(3.178)

0 =g(qk1) (3.179)

jk1− =
1

h
M(qk1 − qk0)− h

2
∇V

[(
qk0 + qk1

2

)]
− h

2
∇g
[(

qk0 + qk1
2

)]
λk0 (3.180)

jk1 =
(
I − 2∇g(qk1)

(
∇g(qk1)TM−1∇g(qk1)

)−1 (∇g(qk1)TM−1
))
jk1− (3.181)

The time step is chosen to be h = 0.5, the simulation time is T = 500. The schemes are
compared with unconstrained Verlet being applied to polar coordinates and h = 0.005.
Figure 3.27 illustrates the phase space of the horizontal coordinates (q1, j1). Figure
3.28 plots the total energy balance of the three schemes.

Most remarkably, RATTLE as well as the collision integrator conserve the total en-
ergy exactly. The modified midpoint scheme does nearly (but not exactly) conserve
the energy because it is symplectic. Furthermore, the instabilities arising in midpoint-
SHAKE are eliminated. The large errors in the phase space diagram can be regarded
to the different points in time where the constraints are enforced (g = 0 in the center,
ġ = 0 at the time step end).

When comparing the actual trajectory of the horizontal coordinate q1(t) (figure 3.28)
one can see that the phase shift is largest for RATTLE and modified midpoint: RATTLE
is shortening the phase and MIDPOINT is increasing it. Remarkably, the collision
integrator produces the smallest error in phase. The constraint violation of the collision
integrator never exceeded 10−7. Therefore, it is a very efficient alternative to RATTLE.

3.9.7 Double pendulum with attached spring and mass

Apply constrained integrators to the double pendulum with an attached spring. The
geometry is illustrated in figure 3.29 with L1 = L2 = L3 = 1 and m1 = m2 = m3 = 1
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Figure 3.27: Nonlinear pendulum: Phase space diagrams q1(t) := q1(j1(t)) for the
constrained integrators RATTLE, modified midpoint and collision.
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Figure 3.28: Nonlinear pendulum. Left: trajectory of the horizontal coordinate q1(t) for
different schemes. Right: energy at phase space points.

and k = 1. Gravity is considered with g = 9.81. The motion of each mass point is
described by the cartesian coordinates (q1, q2), (q3, q4) and (q5, q6). The initial conditions
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Figure 3.29: A double pendulum with a spring
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are given q0 = (0,−1, 0,−2, 0,−3) and j0 = (1, 0, 0, 0, 0, 0). The motion is subject to the
constraints

g(q) =

(
q2

1 + q2
2 − L2

1

(q3 − q1)2 + (q4 − q2)2 − L2
2

)
(3.182)

which enforce the length of the two trusses being constant. The potential function
includes gravity and the spring energy, i.e.

V (q) = m1gq2 +m2gq4 +m3gq6 +
1

2
k
(√

(q6 − q4)2 + (q5 − q3)2 − L3

)2

(3.183)

The time step is chosen to be h = 0.1, the simulation time is T = 500. The schemes
are compared with the collision integrator using a time step h = 0.005. The nonlinear
system of equations is solved using Newton’s method. A larger time step than h =

0.1 produced problems in the iterative solution process (no convergence). Using the
collision integrator a larger time step is possible, but the violation of the constraint
grows inacceptably (for example ‖g‖ > 20 if h = 0.5).

Figure 3.30 illustrates the phase space of the horizontal coordinates (q1, j1). RAT-
TLE is the only integrator which reproduces the phase space diagram. This behavior
is important if a reliable treatment of bifurcations is required. The bad behavior of the
other methods may be subject to the different points in time where the momentum and
the constraint are measured. This assumption cannot be verified for the collision in-
tegrator, which becomes unstable when the collision is applied to the time step’s right
boundary instead of its center.

Figure 3.31 plots the total energy balance of the compared schemes. RATTLE and
the collision integrator exhibit the smallest error in energy.

When comparing the actual trajectory of the horizontal coordinate q1(t) (figure 3.31)
one can see that the phase shift is largest for RATTLE and modified midpoint: RAT-
TLE is shortening the phase and MIDPOINT is increasing it. The collision integrator
produces the smallest error in phase of q1(t). The constraint violation of the collision
integrator never exceeded 2 · 10−3.
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Figure 3.30: Double pendulum: Phase space diagrams q1(t) := q1(j1(t)) for the con-
strained integrators RATTLE, midpoint and collision.
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Figure 3.31: Double pendulum. Left: trajectory of the horizontal coordinate q1(t) for
different schemes. Right: energy at phase space points.

3.9.8 Collision of two linked linear springs

Compare different collision integrators applied to a small mechanical system as illus-
trated in figure 3.32. The material data are given by m1 = m2 = 1 and k1 = k2 = 1. The
system is subject to an inequality constraint

g(q) = q2 − 0.5 ≤ 0 (3.184)
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k1 k2q1 q2 g(q2) ≥ 0

Figure 3.32: Two springs and a rigid obstacle

Application of RATTLE and similar methods is not possible. When combined with an
active set strategy which activates only those constraints being violated, these methods
lead to numerical damping. Therefore, the following methods are tested:

• Collision integrator between time steps A standard Velocity Verlet step is
performed. After each step, the constraints are evaluated and the active set is
determined at the end-step coordinate. Then, a projection of the momentum
jk → Pcqkjk takes place using the projection matrix from equation (3.151)

Pcqk = I − 2∇g
[
(∇g)TM−1∇g

]−1
(∇g)TM−1 (3.185)

This is a simple scheme without predictor step.

• Collision integrator in time step center The collision is applied to the center
of a time step using the Velocity Verlet algorithm, see equations (3.173)-(3.177).
One first computes the mid-step coordinate and momentum. Then a predictor
coordinate at the end of the time step is computed (figure 3.33). The constraints
are evaluated at the predictor coordinate. Activity is checked using the mid-step
momentum. Using the new mid-step momentum a new end-step predictor coor-
dinate can be computed which in turn is used for another constraint evaluation.
This is repeated until no constraints are active anymore. A repetition is necessary
because the change of momentum due to constraint gj may lead to a violation of
another constraint gk.
Using this methodology, a violation of the inequality constraints at the end-points
is strictly avoided. Only in the time step centers a limited violation may take place.
This is irrelevant because no quantities are evaluated at these times.
The choice of the time step center is advantageous in sliding contact. Consider a
particle sliding on a surface or even between two surfaces. Regardless which ve-
locity it has or which forces are applied a sliding motion tangential to the adjacent
surfaces is possible.

• Penalty regularization The standard Velocity Verlet scheme is applied. The
constraints are subject to a modified potential function using a quadratic penalty
energy function

V c(q) = V (q) +
1

2
ρ ‖max(0, g(q))‖2 (3.186)

with ρ being a penalty parameter. The larger ρ, the smaller the constraint viola-
tions. But the critical time step length can be affected.
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Figure 3.33: Collision integrator at mid-step: Given the initial momentum jk, the mid-
step momentum jk+0.5 is computed and used to determine the predictor coordinate
qpredk+1 . Active constraints are evaluated at the predictor coordinate. The mid-step mo-
mentum is modified and a new end-step coordinate is computed which does not vio-
late the inequalities. The resulting coordinate increment is parallel to the boundary of
the infeasible domain.

Given the stiffness matrix

K =

(
k1 + k2 −k2

−k2 k2

)
(3.187)

one obtains the critical time step hcrit = 1.236. Using a penalty parameter ρ = 105 the
modified stiffness is

Kc =

(
k1 + k2 −k2

−k2 k2 + ρ

)
(3.188)

and the critical time step is reduced to hccrit = 6.32 · 10−3. The initial conditions are
defined by q0 = (1, 1) and j0 = (0, 0). For the collision integrators the time step h = 0.5

is used. A larger time step is possible and does not affect stability, but the detection
of violated constraints becomes inaccurate. This is because the impact velocity is
relatively large compared with the time step length. The penalty method uses the time
step h = 0.001. This is much less than the critical time step hccrit, but larger values
produced a too large energy error during the impact. The mid-step projection is used
for a reference solution with h = 0.001.

The total energy is plotted in figure 3.34. No drift of the energy can be observed
for all methods (there is a very small deviation for the penalty method). Comparing the
collision integrators, the mid-step method exhibits a smaller error in energy.

The trajectory of q2(t) is illustrated in figure 3.34. Given the large time step of the
collision integrators, the trajectory agrees well. The reference solution and the penalty
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Figure 3.34: Two springs. Left: trajectory of the horizontal coordinate q2(t) for different
schemes. Right: energy at phase space points.

solution are almost identical. There exists a phase shift which is largest for the end-step
method. The change in phase is related to the accuracy of the predicted contact time.
But an accurate computation of the collision time is very inefficient if multiple inequality
constraints are present (see [36,58]). Furthermore, the penalty method exhibits a small
constraint violation of maxt |g(q(t))| = 0.003, the end-step method maxt |g(q(t))| = 0.33

and the mid-step method did not lead to any violations.
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Figure 3.35: Two springs: Contact forces F c(t) for different algorithms.
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Figure 3.35 shows the active contact force given by

F c(q, j, h) =
2

h
∇g(q)

[
(∇g(q))TM−1∇g(q)

]−1
(∇g(q))TM−1j (3.189)

wherein q and j are the predictor coordinate and the momentum to be modified by the
constraint projection. It is obvious that measuring contact forces is not recommended
although often done in practice. With decreasing time step the contact force grows to
infinity for the collision integrators. For penalty methods, the force is dependent on time
step and penalty parameter. For an accurate penalty solution with ρ → ∞ the contact
forces tend to infinity as well.





Chapter 4

Continuous assumed gradient method

4.1 Introduction

In recent years a lot of research has been spent in improving the accuracy of low-order
continuum finite elements. Numerical efficiency, accuracy and locking behavior are
the targets of these approaches, in particular volumetric locking which led to various
modifications. Based on assumed strain fields general purpose approaches were also
developed, which replace the natural strain field obtained from the finite element shape
function derivatives. Such strains can be obtained from assumed fields interpolating
the deformation gradient. Methods like nodal integration and the smoothed finite ele-
ment method (SFEM) belong to this class. There are, however, a few shortcomings:
Nodal integration is unstable. It leads to spurious low-energy modes. SFEM provides
general numerical integration schemes, but the integration domains have complex ge-
ometries in three dimensions and it is not clear how to chose a discretization scheme
with desired accuracy and stability. The goal of this chapter is to describe an approach
to assumed gradient fields which improves accuracy, is stable and is still simple to
implement and numerically efficient.

The chapter is organized as follows: In section 4.2 the fundamentals of continuum
mechanics are recalled. Strain and stress measures, constitutive relations and equi-
librium conditions are explained. Section 4.3 explains interpolation functions of finite
elements. Both sections follow standard text books [8, 183]. Subsequently, the for-
mulation of the assumed gradient field interpolation is presented in section 4.4. The
variationally consistent treatment of the assumed gradient is ensured by the principle of
Hu-Washizu being added to Hamilton’s integral. Choices to solve the three-field func-
tional are discussed. Dual multipliers are used to efficiently reduce the unknowns to the
displacements as the only degrees of freedom. A numerical integration scheme of the
strain energy is presented which is based on nodal integration. The linearization of the
strain energy is derived. The assumed gradient field needs new requirements for mesh
generation algorithms which are explained in section 4.5. It also discusses modelling
of discontinuities, singular forces and consequences of irregular meshing. Section 4.6

95
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presents nodal integration of finite elements. By interpretation in terms of assumed
gradients the occurence of instabilities can be explained. The derivation of stabilizing
penalty methods is straightforward. Existing approaches to stabilization are presented
and discussed. Section 4.7 presents the smoothed finite element method and puts it
into relation with continuous assumed gradient methods. In section 4.8 stable contin-
uous assumed gradient interpolations are presented. Their flexibility with respect to
mesh generation and degenerated elements is discussed. A generic scheme is pre-
sented how interpolation functions can be derived for arbitrary finite element types.
Example interpolation functions are given in appendix B. Section 4.9 explains a few
aspects of the implementation. Section 4.11 presents a few examples from structural
dynamics. They prove the superiority and limitations of the new schemes regarding
accuracy, efficiency and stability compared with standard FEM, nodal integration and
SFEM. Detailed numerical tests and benchmarks using problems from static structural
analysis are given in appendix A.

4.2 Fundamentals of continuum mechanics

4.2.1 Kinematics

The geometric description of large deformations relies on the consideration of a ma-
terial body at different configurations. A material body is a physical object, described
by properties like stress-strain laws and density, which are distributed as a continuous
field in three-dimensional Euclidian space. A motion is a sequence of configurations
which are parameterized by the time t. Consider two separate configurations. Let the
reference configuration Ω be measured at time t0 = 0 (total Lagrange method). The
position vector X of an arbitrary point is defined by its Lagrangian coordinates Xi,

X = Xiei (4.1)

e1 e2

e3

ϕ(X, t)

Ω ϕ(Ω, t)
X

x

Figure 4.1: Motion of a material point from reference to actual configuration.
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The configuration at time t1 is called neighboring configuration. The reference and the
neighboring configuration are supposed to be known. The objective is to determine
the current configuration φ(Ω, t), t = t1 + ∆t, see figure 4.1, which is a map from the
reference configuration through

φ : X → x (4.2)

The change of the configuration can be discribed by the continuous displacement vec-
tor

u(X, t) = φ(X, t)−X (4.3)

The transformation of a differential line element

dx = FdX (4.4)

is described by the deformation gradient F

Fij =
∂xi
∂Xj

=

[
∂φ(X, t)

∂X

]
ij

(4.5)

which is an asymmetric tensor and represents a linear mapping of tangents of material
curves. Since the orientation of bodies during the motion is preserved (no intersection,
no reflection), the Jacobian determinant does not change its sign,

J = det(F) > 0 (4.6)

The length of a differential line element reads

ds2 = dxTdx = dXTFTFdX = dXTCdX (4.7)

where C is the right Cauchy-Green tensor defined as

C = FTF (4.8)

The deformation gradient may be decomposed into the rotation matrix R, with RTR =

I, and the symmetric dilatation matrix U,

F = RU (4.9)

such that any given deformation may be interpreted in terms of a dilatation and a sub-
sequent rotation. The Cauchy-Green tensor measures the material strains excluding
rigid body kinematics, i.e.

C = UTRTRU = UTU (4.10)

The absolute elongation is

ds2 − dS2 = dXTCdX− dXTdX = 2dXTEdX (4.11)

introducing the Green-Lagrangian strain tensor

E =
1

2
(C− I) (4.12)
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which is quadratic with respect to the deformation gradient,

Eij =
1

2
(FkiFkj − δij) (4.13)

The Green-Lagrangian strain tensor denotes the strain regarding the reference con-
figuration. The variations of the strain tensor and of the deformation gradient denote

δE =
1

2
(δFTF + FT δF) (4.14)

δFij = δ
∂ui
∂Xj

= δ
∂ui
∂xk

∂xk
∂Xj

(4.15)

One may map the variation of the strain tensor Eij into the current configuration by
using the relation

δE =
1

2

(
FT δ

∂u

∂x

T

F + FT δ
∂u

∂x
F

)
=

1

2
FT

(
δ
∂u

∂x

T

+ δ
∂u

∂x

)
F = FT δe|t F (4.16)

or

δEij = FmiFnj δemn|t (4.17)

Herein, the strain tensor for small strains eij|t referred to the current configuration was
introduced

eij|t =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
(4.18)

The small strain tensor e is obtained by linearizing the Green-Lagrangian strain tensor
from the first order Taylor expansion of Eij at φ(X, 0) for ∆( ∂uk

∂Xl
) and is sufficiently

accurate for small ∂uj
∂Xi

.

eij =
1

2

(
∂ui
∂Xj

+
∂uj
∂Xi

)
=

1

2
(Fij + Fji)− δij (4.19)

Due to the symmetry of eij, Eij there exist only 6 independent components. It is com-
mon to write the strain tensor in vector form

ε =



ε1
ε2
ε3
ε4
ε5
ε6


=



ε11

ε22

ε33

2ε12

2ε23

2ε13


=



ε11

ε22

ε33

γ12

γ23

γ13


(4.20)

with ε→ e or ε→ E.
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4.2.2 Kinetics

Let t be the real stress vector in a material point

t =
∂f

∂s
(4.21)

that is the spatial force vector ∂f related to the infinitesimal surface ∂s, an imaginary
cutting plane in the continuum. The orientation of this surface is expressed through its
normal vector n. The Cauchy theorem

t = Tn (4.22)

linearly associates each surface normal to a stress vector through the (real) Cauchy
stress tensor T. This equation follows from the equilibrium of an infinitesimal tetrahe-
dron element. The Cauchy stress tensor is a function of φ(X, t).

The acting body and surface forces for an arbitrary domain satisfy the equilibrium∫
v

pidv +

∫
s

tids = 0 (4.23)

The second integral can be transformed into a volume integral∫
s

tids =

∫
s

Tijnjds =

∫
v

∂Tij
∂xj

dv (4.24)

Considering elements of infinitesimal volume the local equilibrium conditions are ob-
tained

pi +
∂Tij
∂xj

= 0 (4.25)

or, respectively,
p + divT = 0 (4.26)

The stress tensor which is energetically conjugated to the deformation gradient is
the first Piola-Kirchhoff stress tensor P. The latter is obtained by mapping the spatial
force acting on an infinitesimal section surface area ds in the current configuration

df = Tnds (4.27)

to the reference configuration. Utilizing the transformation

nds = det(F)F−TNdS (4.28)

yields
df = det(F)TF−TNdS = PNdS (4.29)

where the first Piola-Kirchhoff stress tensor is defined as

P = det(F)TF−T (4.30)
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Since P is asymmetric, the second Piola-Kirchhoff stress tensor was introduced

S = F−1P = det(F)F−1TF−T (4.31)

which is the conjugate of the Green-Lagrangian strain tensor E. Energetic conjugation
is present if the virtual energy defined by the product of the stress with its conjugated
virtual deformation quantity is identical within both coordinate systems, i.e.∫

v

Tkl δekl|t dv =

∫
V

Tkl
(
F−1
mkF

−1
nl δEmn

)
(det(F)dV ) =

∫
V

SmnδEmndV (4.32)

with

Smn = det(F)F−1
mkTklF

−T
ln (4.33)

4.2.3 Constitutive equations

The kinetic relations in Lagrange coordinates denote terms for the components of
Green’s strain tensor Eij . Since it is symmetric, there are only 6 independent vari-
ables. They are associated with 6 kinetic equations involving the partial derivatives of
the displacements u for the Lagrange coordinatesX. The 3 equations of motion include
the second Piola- Kirchhoff stress tensor S, which contains 6 independent components
due to its symmetry. Therefore, there exist 9 equations for 15 unknown variables. The
missing conditions are defined through constitutive equations. For elastic solids, they
generally are of the form

Eij = G(Skl) (4.34)

In the special case of linear elasticity Hooke’s law is denoted by

Eij = DijklSkl or Sij = CijklEkl (4.35)

wherein C denotes the isotropic elastic material stiffness tensor

Cijkl = λδijδkl + µ(δikδjl + δilδkj) (4.36)

D its inverse and λ, µ the Lamé constants. The relations between the Lamé constants
and the commonly used Young’s modulus E and Poisson’s ratio ν are given as

λ =
Eν

(1 + ν)(1− 2ν)
and µ =

E

2(1 + ν)
(4.37)

The elastic constitutive conditions express that the strains depend only on the cur-
rent stresses, assuming that the bodies are free of stresses if the external loading is
removed.
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Geometrically linear analysis

The kinematic relation reads in matrix-vector form

ε = ∂εu (4.38)



ε1
ε2
ε3
ε4
ε5
ε6


=



∂
∂x

∂
∂y

∂
∂z

∂
∂y

∂
∂x
∂
∂z

∂
∂y

∂
∂z

∂
∂x


uxuy
uz

 (4.39)

The constitutive law can be written as

σ1

σ2

σ3

σ4

σ5

σ6


=



σ11

σ22

σ33

σ12

σ23

σ13


= C



ε1
ε2
ε3
ε4
ε5
ε6


(4.40)

with constitutive matrix C for linear elastic materials

C =
E

(1 + ν)(1− 2ν)



1− ν ν ν

ν 1− ν ν

ν ν 1− ν
1−2ν

2
1−2ν

2
1−2ν

2


(4.41)

Material nonlinearity

The constitutive conditions of elasticity can be divided into three groups:

1. Cauchy material models, which are denoted by a reversible unique relation be-
tween stresses and strains, for example linear elasticity. Under certain loading
conditions, Cauchy material models may create mechanical energy, leading to
the next class, which passes this drawback.

2. Hyperelastic models, eg. rubber materials, which assume the existence of a
strain potential, the potential of the energy density U0: Sij = ∂U0

∂Eij
.

3. Hypoelastic models, depending on an incremental relation between stresses and
strains: dEij = Ėijdt and dSij = Ṡijdt, which are to be distinguished from total
differentials.
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In elastopolasticity, an incremental model of stresses is used. It writes

St+∆t = St +

∫ St+∆t

St

dS (4.42)

which leads to the nonlinear formulation

S = σ̃(E, αint, t) (4.43)

where σ̃ denotes the nonlinear constitutive operator and αint a set of internal variables
which describe the state of an inelastic material. In general the internal state variables
are path dependent and influenced by the strain history.

4.2.4 Equilibrium equations

The system of governing equations and boundary conditions of a continuum Ω ∈ R3

(figure 4.2) with boundary Γ is

fB + ∂εσ = 0 in Ω

ε = ∂εu in Ω

σ = Cε in Ω

nσ = fS on Γf

u = uS on Γu

Γu ∪ Γf = Γ

Γu ∩ Γf = ∅ (4.44)

where ε is the strain vector (see equation (4.39)), σ is the stress vector (see equation
(4.40)), fS is the prescribed traction on the Neumann boundary Γf , the so called nat-
ural/static boundary conditions. uS is the vector of prescribed displacements on the
Dirichlet boundary Γu, known as essential or kinematic boundary conditions. fB is the

Γu

Γf

fS

uS

fB

Ω

Figure 4.2: Boundary conditions on a structure.
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body force vector and n is the matrix of direction cosine components of a unit normal
to the domain boundary (positive outwards)

n =

nx 0 0 ny 0 nz
0 ny 0 nx nz 0

0 0 nz 0 ny nx

 (4.45)

4.3 Finite element interpolation of the continuum

Each element m is defined by a predefined number of supporting nodes given by their
index i. Each node is part of a global finite element structure. Its global index within
the structure can be obtained by the map

node : (m, i) → A (4.46)

Continuum elements have three available DOFs α per node i, one translation along
each coordinate axis. In order to associate a global index to a nodal degree of freedom,
one defines some invertible index transformation

dof : (node(m, i), α) → A (4.47)

that maps the index pair (A,α) to the global space of available DOFs A.

The geometric shape of a continuum element is then defined by

φ(ξ) = Ni(ξ)xi (4.48)

where ξ is a coordinate within the elemental material coordinate system, ξ = ξ(X),
N(ξ) is the vector of shape functions and xi is the vector of nodal deformed coordi-
nates that is the superposition of the nodal referential coordinates Xi and the nodal
displacement vector ui,

xi = Xi + ui (4.49)

Ni must define the distribution of φ within the element if xi has unit value and all other
nodal coordinates are zero. Therefore,

Ni(ξj) = δij (4.50)

where ξj is the local coordinate of node j. Consider the case where a rigid body trans-
lation is subjected to the element, for example ui = const. The deformation gradient is
zero if the displacement within the element is constant, i.e. u(ξ) = ui. Therefore,∑

i

Ni(ξ) = 1 (4.51)

Also, from consideration of rigid body motion yielding zero strain one obtains∑
i

ONi(ξ) = 0 (4.52)
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Standard finite element shape functions are chosen to be Legendre polynomials. Al-
ternatives such as splines and NURBS [104] have been successfully experimented
with.

A shape function space is said to have tensor product structure if it can be con-
structed from products of onedimensional functions, i.e.

Ni(ξ1, . . . , ξn) =
n∏

α=1

Niα(ξα) (4.53)

4.4 Assumed gradient field

4.4.1 Formulation

Given a map φ = (X, t)→ x which transforms the coordinate of a point in the reference
configuration X to the deformed configuration x, the deformation gradient F at a local
coordinate ξ is computed by

Fαβ(ξ) =
∂φα(ξ)

∂Xβ(ξ)
=
∂φα(ξ)

∂ξγ

∂ξγ
∂Xβ(ξ)

, α, β, γ = 1 . . . 3 (4.54)

Using isoparametric continuum elements with shape function Ni leads to

F h
αβ(ξ) = OγNi(ξ)J

−1
γβ (ξ)uiα + δαβ (4.55)

where J−1 denotes the inverse of the Jacobian

Jαβ(ξ) =
∂Xα(ξ)

∂ξβ
= OβNi(ξ)Xiα (4.56)

The resulting field is discontinuous at finite element boundaries. The goal is to replace
it by a (for now) arbitrary field with interpolation function Mi

FAN
αβ (ξ) = MA(ξ)FAαβ (4.57)

where FA are the values at the supporting points A and FAN(ξ) the assumed natural
deformation gradient. The values FA are additional degrees of freedom. They are
chosen in such a way that the resulting field FAN

αβ (ξ) is a good approximation to the
field computed from the finite element shape derivatives F h

αβ(ξ), i.e.

0 = FAN
αβ (ξ)− F h

αβ(ξ) (4.58)

Due to their incompatible function spaces this constraint can not be enforced exactly at
all points ξ in general.
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4.4.2 Principle of Hu-Washizu

A natural approach is to enforce the assumed deformation gradient constraint (4.58)
by a least square problem that minimizes the residuum of the constraint equation inte-
grated over the domain, i.e.∫

V

∥∥FAN
αβ (ξ)− Fαβ(ξ)

∥∥2
dV → min (4.59)

Inserting the ansatz functions for the deformation gradient and deriving by FAαβ one
obtains a linear system of equations which can be used to solve FAαβ. Alternatively,
one could enforce (4.58) using a continuous field of Lagrange multipliers λ(ξ), i.e.

λαβ(ξ) = LA(ξ)λAαβ (4.60)

with interpolation function LA(ξ). The multipliers are incorporated by adding the term
ΠHW to the strain energy,

ΠHW =

∫
V

λαβ(ξ)
(
FAN
αβ (ξ)− F h

αβ(ξ)
)
dV (4.61)

introducing λAαβ as additional degrees of freedom. The resulting energy function can
be interpreted in terms of the principle of Hu-Washizu and the Lagrange multipliers
are identified as 1st Piola-Kirchhoff stress. Deriving the modified strain energy for the
discrete multipliers reveals the discretized constraint equations

0 =

∫
V

(
LA(ξ)MB(ξ)FBαβ − LA(ξ)F h

αβ(ξ)
)
dV (4.62)

When the same interpolation functions are applied to the multipliers and to the as-
sumed deformation gradient,

LA(ξ) = MA(ξ) (4.63)

the two formulations (4.59) and (4.61) are equivalent.

4.4.3 Solution strategy: Dual multiplier space

In order to solve the discrete values FBαβ one may chose from the following approaches:

1. One could invert the matrix
∫
V
MAMBdV by assuming a lumping scheme∫

V

MA(ξ)MB(ξ)dV → δAB

∫
V

MA(ξ)dV (4.64)

Therefore, the support value FBαβ can be computed internally by

FLM
Aαβ =

∫
V
NA(ξ)Fαβ(ξ)dV∫
V
NA(ξ)dV

(4.65)
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2. The discrete values FBαβ can serve as additional degrees of freedom in order to
extend the system of equation. Having n nodes would add 9n variables which is
undesirable.

3. The values FBαβ can be eliminated internally using full factorization. One can
invert the matrix

∫
V
MAMBdV previous to the simulation, since it is constant. An

internal factorization is practically impossible when applied to large systems -
the inverse is dense. Therefore, the values FBαβ would have a global support
regarding the displacements u.

4. One could use special multiplier spaces LA(ξ) 6= MA(ξ).

A certain choice of LA in equation (4.62) leads to a lumped matrix structure and, thus,
the discrete multipliers can be eliminated internally. The so called dual multiplier space
is constructed by the linear combination [272]

LA(ξ) = aABMB(ξ) (4.66)

where aAB denotes some coefficient matrix. One can consider each finite element sep-
arately. Then, the dual interpolation functions and the coefficients aij are individually
defined for each finite element. Since the dual interpolation is defined by a linear com-
bination of the original interpolation function space, it inherits most of the properties,
for example C0continuity. All volume integrals are restricted to the domain of a single
finite element. In order to obtain a lumped matrix scheme, the biorthogonality criterion∫

V

LA(ξ)MB(ξ)dV = δAB

∫
V

MA(ξ)dV (4.67)

must be satisfied, written by splitting the integration domain into finite elements∑
e

∫
V e
Lpoint(e,i)(ξ)Mpoint(e,j)(ξ)dV =

∑
e

δij

∫
V e
Mpoint(e,i)(ξ)dV (4.68)

Using the definitions nij = diag(
∫
V e
Mi(ξ)dV ) denoting the target diagonal matrix, mij =∫

V e
Mi(ξ)Mj(ξ)dV denoting a symmetric matrix, one obtains∫

V e
Li(ξ)Mj(ξ)dV =aik

∫
V e
Mk(ξ)Mj(ξ)dV (4.69)

nij =aikmkj (4.70)

aik =nijm
−T
jk = m−1

kj nij (4.71)

Notice, in order to pass the patch test, the coefficient matrix aij must be individually
computed for each finite element and the volume integrals must be accurately evalu-
ated. Else, the assumed gradient operator may become inaccurate in case of distorted
elements where the Jacobian determinant is not constant within individual elements.

The discrete constraint yields

0 = δAB

∫
V

MB(ξ)FBαβdV −
∫
V

LA(ξ)F h
αβ(ξ)dV (4.72)
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and one obtains for the discrete deformation gradient

FAαβ =

∫
V
LA(ξ)F h

αβ(ξ)dV∫
V
MA(ξ)dV

=

∫
V
LA(ξ)OγNB(ξ)J−1

γβ (ξ)dV∫
V
MA(ξ)dV

uBα + δαβ (4.73)

which is linear in the nodal displacements uBα. The discrete deformation gradient
FAαβ has compact support, i.e. it depends only on the degrees of freedom of all finite
elements that are adjacent to the supporting point A.

Theorem 26. The dual Lagrange multipliers λAαβ and nodal deformation gradients
FAαβ can be eliminated internally.

This theorem is easily proved by exploiting the structure of Hu-Washizu’s three-field
variational principle:

Proof. Consider a potential function Π dependent on a vector of displacements u and additional DOFs
q. The strain measures in Π are replaced by quantities that depend on the assumed deformation
gradient FAN . This adds the discrete values FAij to the list of generalized coordinates in Π. By adding
the Hu-Washizu potential ΠHW one obtains the variational problem

0 = OqΠδq + (OuΠ + OuΠHW )δu + (OFΠ + OFΠHW )δF + OλΠHW δλ

Recall
ΠHW =

∫
V

λαβ(ξ)
(
FANαβ (ξ)− Fαβ(ξ)

)
dV

If one can eliminate λ and F internally, then the variational problem can be written in terms of δq and
δu only. The proof, therefore, contains the following steps

• Prove that OλΠHW δλ = 0 can be solved internally. That means, F can be presented as an
explicit function of u and δF by δu.

• Prove that OuΠHW δu + OFΠHW δF = 0.

The condition OλΠHW = 0 is satisfied by definition of the Lagrange multiplier field. It was also shown
that FAαβ = FAαβ(uBα) . For the second statement, one considers

OFΠHW δF+OuΠHW δu =

(∫
V

LCMDdV λCµν

)
δFDµν−

(∫
V

LA(ξ)OγNB(ξ)J−1γβ (ξ)dV λAαβ

)
δuBα

whereby LA = MA in the case of the least-square approximation. For the first term we know(∫
V

LCMDdV λCµν

)
δFDµν = λCµν

(∫
V

LCMDdV

)
·
∫
V
LD(ξ)OγNE(ξ)J−1γν (ξ)dV∫

A
MD(ξ)dV

δuEµ

= λDµν

(∫
V

LD(ξ)OγNE(ξ)J−1γν (ξ)dV

)
δuEµ

Inserting it yields

OFΠHW δF + OuΠHW δu =

(
λDµν

(∫
V

LD(ξ)OγNB(ξ)J−1γν (ξ)dV

)
−λAαβ

(∫
V

LA(ξ)OγNB(ξ)J−1γβ (ξ)dV

))
δuBα

= 0
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Therefore, when using dual Lagrange multipliers or the least square approximation to solve the discrete
deformation gradients, the variational equation simplifies to

0 =
∂Π

∂qA
δqA +

(
∂Π

∂uB
+

∂Π

∂FCαβ

∂FCαβ
∂uB

)
δuB

4.4.4 Strain energy and numerical integration

Let assume that the applied materials are hyperelastic, i.e. a strain energy potential
exists. This assumption is made without loss of generality since we can at least pro-
vide a numerical approximation or incremental expression of the strain energy for any
constitutive law. The strain energy density Ud is a path dependent function of the strain
tensor ε, the history variables αint and time t

Ud = Ud(ε, αint, t) (4.74)

wherein the parameters are assumed to depend on the material coordinate ξ, i.e. ε =

ε(F(ξ)) and αint = αint(ξ). The strain energy density may be discontinuous in space
depending on the constitutive laws and material parameters applied to the domain.

By application of the assumed deformation gradient, the polynomial degree of the
strains may be equal or even higher than the degree of the element shape functions.
Therefore, exact numerical integration would require more integration points when be-
ing compared to standard isoparametric elements. Alternatively, one could use a gen-
eralization of Simpson’s rule, i.e. taking the supporting points as the only integration
points.

Let the strain energy density be interpolated using the interpolation function MA

Ud(ξ) =
∑
A

∑
m∈A

Mm
A (ξ)Um

A (4.75)

The supporting points are the integration points A storing one discrete value of the
strain energy density for each material definition m adjacent to A. If two or more ele-
ments share the point A and follow the same constitutive law and material parameters
then they share the same support value Um

A . Then one does not need to traverse
through all elements, but only through the integration points and materials m adjacent
to each point, which greatly reduces the numerical effort when evaluating the material
laws. The strain energy becomes

U =

∫
V

Ud(ε, αint, t)dV =
∑
A,m

Wm
A U

m
A (4.76)

where the discrete values are evaluated at the supporting points of the assumed gra-
dient field, i.e.

Um
A = Um(εm(FA), αmA , t) (4.77)
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Herein, Um denotes the constitutive relation defined for material m; αmA are the history
variables at the considered integration point. εm defines a function that computes the
strain from the deformation gradient FA. Wm

A is an integration weight denoting the
fictive volume of the m-th material at integration point A, i.e.

Wm
A =

∫
Vm

Mm
A (ξ)dV (4.78)

4.4.5 Linearization

When solving the equation of motion, the strain energy is usually replaced by a quadratic
expansion around the current configuration, i.e.

U(u + ∆u, t) = U(u, t) + OU(u, t)∆u +
1

2
∆uTO2U(u, t)∆u (4.79)

In structural dynamics, the strain energy gradient OU denotes the restoring force F and
the Hessian O2U the stiffness matrix K. They are computed by

FA =
∑
B

∑
m∈B

Wm
B σ

m
Bα

∂εmα (FB)

∂FBβγ

∂FBβγ
∂uA

(4.80)

KAB =
∑
C

∑
m∈C

Wm
C σ

m
Cα

∂2εmα (FC)

∂FCβγ∂FCηω

∂FCβγ
∂uA

∂FCηω
∂uB

+

∑
C

∑
m∈C

Wm
C C

m
Cαδ

∂εmα (FC)

∂FCβγ

∂εmδ (FC)

∂FCηω

∂FCβγ
∂uA

∂FCηω
∂uB

(4.81)

wherein

σmAα =
∂

∂εmα
Um
A (εm(FA), αmA , t) (4.82)

Cm
Aαβ =

∂2

∂εmα ∂ε
m
β

Um
A (εm(FA), αmA , t) (4.83)

denote the stress and tangential material tensor.

4.5 Regular mesh generation

A finite element mesh is regular, if the interpolation of the deformed geometry is at
least C0-continuous at the element interfaces. For example, “hanging nodes” or incom-
patible shape functions violate this criterion. Hanging nodes are nodes which should
be constrained to the motion of the mutual interface of two or more finite elements, but
are not due to meshing errors, see figure (4.3).

As a consequence of the assumed gradient field, the regularity requirements must
be extended. Not only the deformed geometry must be continuous at the element in-
terfaces, but also the assumed deformation gradient. That is, “hanging nodes” and
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“hanging integration points” should be prevented, see figure (4.4), unless it is intended
to model discontinuous stresses, see figure (4.5). A violation of continuity of the as-
sumed gradient field artificially stiffens the structure.

To illustrate this effect, consider an integration point A which is part of two finite
elements. The constitutive law is supposed to be linear with symmetric positive definite
material tensor C. The discrete deformation gradient is averaged by

FA = (V1F
1
A + V2F

2
A)/(V1 + V2) (4.84)

Assume that the irregular mesh consists of two integration points which were not
merged into one. Then the contribution of this integration point to the strain energy
in case of the regular mesh is

Ur =
1

2
(V1 + V2)F T

ACFA (4.85)

and for the irregular mesh

Uir =
1

2

(
V1F

1T
A CF 1

A + V2F
2T
A CF 2

A

)
(4.86)

Assuming Ur ≤ Uir one obtains (skipping some algebra)

0 ≤
(
F 1
A − F 2

A

)T
C
(
F 1
A − F 2

A

)
(4.87)

which proves the assumption since C is positive definite. Therefore, the irregular mesh
generally measures a strain energy which is too large.

4.6 Nodal integration

4.6.1 Nodal averages

Nodal integration

An obvious choice for the interpolation function of the deformation field is to take the fi-
nite element shape functions, i.e. MA(ξ) := NA(ξ). This leads to an integration scheme
where the integration points coincide with the finite element nodes. For linear tetrahe-
dral elements, this ansatz is equivalent to [22,133,169]. For other element types, there
are negligible differences in the weighting factors of the nodal averaging operator and
in the way how the volume integrals are evaluated.

Figure 4.3: Irregular mesh in FEM. Incompatible interfaces (at filled nodes): “hanging
node” on the left, incompatible (discontinuous) interpolation on the right
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Figure 4.4: Regular mesh with assumed gradient field. Left: Supporting points in
nodes and interior - continuous interpolation at interfaces. Right: Supporting points
in nodes and on faces - incompatible interpolation at the bold interface.

Figure 4.5: Modeling discontinuous stress fields with assumed gradient field. Left:
Point load leads to discontinuous shear force distribution. Right: Do not merge inte-
gration points of adjacent elements at interface where discontinuous strain is mod-
eled.

Nodal pressure

A nodally averaged pressure

p = κ

(
V

V0

− 1

)
= κ (det(F)− 1) (4.88)

is applied to linear tetrahedra in [116]. It is equivalent to using a nodally averaged
determinant of the deformation gradient

det(F)A =

∑
m∈A

∑
e∈m V

e
A det

(
F e
Aαβ

)
VA

(4.89)

This quantity is used to scale the natural deformation gradient used in standard Gaus-
sian quadrature, see also [4]. This variant was implemented in order to benefit from
the properties of nodal integration regarding volumetric locking, meanwhile avoiding
the instabilities of nodal integration.

4.6.2 Analysis of instabilities

Examples show that the nodal averaging operator does not invoke the appearance of
spurious zero-energy modes. Unlike in reduced order integration, the kinematic rela-
tionship between the assumed gradient and the natural shape function derivatives is
established utilizing accurately evaluated integrals over the elemental volumes. There-
fore, no rank deficiency occurs.
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As being noted by several authors, nodal integration leads to instabilities in terms of
spurious low-energy modes. This defect may, however, not appear in many use cases.
That is, whenever the respective mode shapes are not excited or when the mesh is
fine such that local modes are not visible in the macro scale. The spurious modes
become apparent when modal analysis is applied. Therefore, the instabilities in nodal
integration are denoted as ’temporal instability’ since they are not apparent in many
static examples of linear elasticity. Figure 4.18 shows an example of spurious mode
shapes.

In order to reduce the degeneracies of the integration scheme, one can test the
application of a high order Gaussian integration rule using the assumed strain field.
Applying this scheme to 4-noded tetrahedral and 8-noded hexahedral elements leads
to the same defects as observed when using NI. On the other hand, if one applies NI
utilizing the natural shape derivatives as deformation measure (i.e. individual deforma-
tion gradients per local node of each element), one may observe bad accuracy in the
sense that the smallest eigenvalues are overestimated, but no spurious modes appear
(the behavior could be interpreted as irregular meshing with not merged nodal integra-
tion points, see section 4.5). Therefore, one can refer the instabilities to the formulation
of the assumed gradient field and not to the integration scheme.

The reason for the instability of NI is the inability of the assumed deformation gra-
dient to capture certain deformation shapes. For example, consider a one dimensional
domain with equally sized linear finite elements being deformed as shown in figure
4.6. The interior elements are highly deformed, but the nodal values of the assumed
deformation gradient measure zero strain, see figure 4.7. Only the nodal strain values
that are located at the boundaries of the structure (where no averaging takes place)
describe the deformation accurately. Since the elements at the boundary provide a
stiffness, the presented deformation shape is related to an eigenmode whose energy
is greater than zero, but greatly underestimated.

In other words, the instabilities arise because the continuous assumed deformation
gradient loosely satisfies ∫

V

FAN
αβ dV ≈

∫
V

(Oβuα + δαβ) dV (4.90)

that expresses that the deformation gradient obtained from the shape function deriva-
tives and the assumed gradient are equal in the weak sense. But the assumed gradient
does not satisfy local equivalence, or, in other words, it does not minimize the local er-
ror in the element interior between the assumed field and the field obtained from the
shape function derivatives. The latter can be expressed by a global error norm, i.e.∫

V

∥∥Oβuα + δαβ − FAN
αβ

∥∥ dV → min (4.91)

Solving equation (4.91) leads to equation (4.59) with LA(ξ) = MA(ξ) = NA(ξ). In
that case, both conditions (4.90), (4.91) are satisfied. But this stabilization is, however,
not applicable in practice, see section 4.4.3.
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Figure 4.6: One dimensional mesh of 1st order elements. Left: undeformed. Right:
deformed.

Figure 4.7: Analysis of instabilities in nodally supported assumed gradient field in
one dimension. Left: Deformation gradient from shape function derivatives. Right:
Assumed deformation gradient based on nodal averages: nearly zero strain!

4.6.3 Penalty regularization

The error in eq. (4.91) can be reduced by application of the penalty method. Herein, the
constraint equation (4.59) will be enforced approximately, see figure 4.8. This is done
by creating a modified strain energy function Umod through adding a penalizing potential
function, such that Umod(u, t) = U(u, t) + P (u). P is chosen such that Umod(u, t) =

U(u, t) if the constraint is satisfied and P � 0 if the constraint is violated. A possible
choice is the quadratic penalty function

P (u) = ρ

∫
V

∥∥FAN
αβ (ξ)− F h

αβ(ξ)
∥∥2
dV (4.92)

with penalty parameter ρ which adjusts the allowed range of the constraint violation.
Typically the penalty parameter is chosen as the minimal value required for stabiliza-
tion.

Since
∥∥FAN

αβ (ξ)− Fαβ(ξ)
∥∥ may serve as a measure for the deviation of the discrete

solution from exact solution, one may chose alternative potential functions. In [9] a
penalty potential is presented that assumes that the strain energy is accurately eval-
uated at the nodes and an error in evaluating the potential appears in the element

Figure 4.8: Stabilizing nodal integration in one dimension by penalty methods. Left:
Difference in deformation gradients from natural and assumed interpolation. Right:
Error function to be penalized.
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interior. This error is measured in terms of the strong (point-wise) stress residual,
yielding

PBeissel(u) = ρ

∫
V

‖divσ(ξ) + b(ξ)‖2 dV (4.93)

wherein b denotes the vector of body forces and σ the Cauchy stress tensor. In order
to provide a simple expression for the variations of P , the constitutive law is replaced
by a linear elastic material. The scaling parameter is determined from ρ = αlc

E
with

parameter α, characteristic length lc and elastic modulus E. The same penalty has
been used to stabilize NS-FEM in [280]. In [26], a penalty of the form

PBroccardo(u) = ρ

∫
V

tr
[(

FAN(ξ)− Fh(ξ)
)T (

FAN(ξ)− Fh(ξ)
)]
dV (4.94)

was implemented which is identical to eq. (4.92).

4.6.4 Conforming regularization

In [114, 168, 215, 217] a penalty potential function is presented that acts as a strain
energy function which behaves like a Gaussian integrated finite element energy in the
limit of infinitesimal strains. Furthermore, the stability and linear exactness could be
provided by the stabilization term; material nonlinearities are subject to the nodally in-
tegrated parts. The strategy is known as stabilized conforming nodal integration (SCNI)
and α-FEM. The basic idea is to understand the nodal deformation gradient as a strain
measure which is not conforming with the shape function space of the displacements.
Then one modifies the strain energy such that

UP (u, t) = U(u, t)− UC1(u) + UC0(u) (4.95)

Therein, U(u, t) denotes the nodally integrated strain energy. UC1(u) represents a
nodally integrated strain energy potential which approximates U(u, t) using the con-
tinuous deformation gradient. UC0(u) denotes a conforming integrated strain energy
potential which approximates U(u, t) using the finite element shape function deriva-
tives. Then

UP (u, t) ≈ UC0(u), if ε(ξ) ≈ 0 (4.96)

which does not exhibit any instabilities. For the two additional energy functions a linear
elastic material is used in order to provide efficient linearizations, such that the material
tensor Cs of the stabilizing strain energy density U s(ξ, ε) becomes

Cs
αβγδ(ξ) =

∂2Ud(ξ, ε, t)

∂εαβ∂εγδ

∣∣∣∣
ε=0, t=0

(4.97)

In the case of incompressible media this setting would degrade the resistance of nodal
integration against volumetric locking. Therefore, the Poisson ratio ν is decreased in
the stabilizing potential such that max(ν) = 0.3. In the case of nonlinear material laws
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a material tensor representing the characteristic behavior is recommended in favor of
the initial tangent material stiffness.

We now derive a special form in case of infinitesimal strains. The nodally averaged
deformation gradient is reexpressed for convenience, FAαβ = 1

VA

∑
e∈A VeFe where Fe

denotes the deformation gradient at node A obtained from the finite element shape
functions at element e; VA is the nodal volume being the sum of the contributions of the
surrounding elements e, i.e. VA =

∑
e∈A Ve. The second variation of the strain energy

yields

δ2UP =
∑
A

VA

(
δFT

A

∂2Ud
A

∂F∂F
δFA − δFT

A

∂2U s
A

∂F∂F
δFA +

∑
e∈A

Ve
VA
δFT

e

∂2U s
A

∂F∂F
δFe

)
(4.98)

With eq. (4.96) this can also be expressed as

δ2UP =δ2UC0 =
∑
A

∑
e∈A

Ve

(
δFT

e

∂2UA
∂F∂F

δFe

)
(4.99)

=
∑
A

[∑
e∈A

VeδF
T
e

∂2UA
∂F∂F

δFe + VA

(
δFT

A

∂2UA
∂F∂F

δFA − δFT
A

∂2UA
∂F∂F

δFA

)]
(4.100)

=
∑
A

[
VA

(
δFT

A

∂2UA
∂F∂F

δFA

)
+
∑
e∈A

Ve
(
δFT

A − δFT
e

) ∂2UA
∂F∂F

(δFA − δFe)

]
(4.101)

=δ2U + δ2

∫
V

(∥∥FAN − F
∥∥2
∂2Us

∂F∂F

)
dV (4.102)

Therefore, the conformization can be interpreted in terms of a quadratic penalty term,
where the norm of the constraint residual is weighted by a material tensor. It can be
combined with a penalty parameter α which may have values between 0 (not stabilized)
and 1 (fully stabilized). If the infinitesimal strain tensor is used, then the stabilizing
stiffness Ks = αO2

u

(
UC0 − UC1

)
is constant and can be precomputed previous to the

simulation yielding an efficient scheme. It is possible to extend the idea to the case
of geometrically nonlinear strains, yielding Uα

P (u, t) = U(u, t) + α
(
UC0(u)− UC1(u)

)
although this increases the numerical costs.

The presented conforming regularization is a widely-used approach since it stabi-
lizes nodal integration and formulates an artificial energy which is close to the physical
model. As any regularization method it exhibits a few limitations, these are

• It adds artificial energy which may become quite large even for relative fine meshes.
The artificial energy can be interpreted as a measure of discretization error. It
can be reduced by finer remeshing or by decreasing the penalty parameter. The
penalty parameter is chosen to be at least large enough to increase the eigen-
values of the spurious modes such that their degree of excitation becomes negli-
gible. Therefore, the optimal choice of the penalty parameter may be dependent
on the mesh topology and loading.
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• When applied to nonlinear strain measures, the numerical effort increases by a
factor three, since three nonlinear strain energy functions must be evaluated at
each node. Furthermore, to the author there is no extension of eq. (4.93) or eq.
(4.94) known which is invariant to rigid body motion.

• Since the stabilizing energy density is evaluated at the same spatial coordinates
as the strain energy density of the given material, both contribute to the modified
stress distribution σP (ξ) = σ(ξ) + σs(ξ). Therefore, the stress arising from the
nodally evaluated strain energy density σ is smaller compared with unstabilized
integration. When nonlinear effects (plastic strains, failure and yield conditions)
are of interest, their magnitude is systematically underestimated.

4.7 Smoothed Finite Element Method

4.7.1 Smoothing operator

In SFEM, the deformation gradient is replaced by a piecewise constant weighted aver-
age. To achieve this, the domain Ω is subdivided into mutually exclusive and collectively
exhaustive smoothing cells ΩL. For each smoothing cell a constant FL is computed
from

FL =

∫
ΩL

Fh(ξ)wL(ξ)dV (4.103)

FL is called the smoothed deformation gradient; wL denotes the smoothing function
satisfying the partition of unity condition∫

ΩL

wL(ξ)dV = 1 (4.104)

and which is typically a Heaviside-type piecewise constant function

wL(ξ) =

1/VL, ξ ∈ ΩL

0 ξ /∈ ΩL

, VL =

∫
ΩL

dV (4.105)

By application of the divergence theorem, the smoothing operator can be transformed
into a surface integral

FLαβ = δαβ +
1

VL

∫
ΓL

uα(ξ)nβdΓ (4.106)

where n denotes the outward normal vector of the boundary surface ΓL. In this way, the
method is able to provide accurate deformation measures for highly distorted meshes.
This is even possible when the Jacobian matrix is singular. By application of the
smoothing operator the solution was exemplified to be softer and often more accurate
when compared with standard FEM, see [164].
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4.7.2 Smoothing cells

Different strategies of subdividing the structure into smoothing cells produced a variety
of methods, such as SFEM, NS-FEM, ES-FEM and FS-FEM.

Originally, each finite element was individually subdivided into smoothing cells [164].
Hourglassing (appearance of nonphysical zero energy modes) was identified if the
number (and location) of the smoothing cells corresponds to the integration points of
reduced Gaussian integration in standard FEM, see figure 4.9.

SFEM was extended to nodal integration (NS-FEM) [169]. The structure is subdi-
vided into smoothing cells in such a way that each cell prescribes the volume around a
single finite element node, see figure 4.9. The properties of the solution are equivalent
to other nodal integration approaches. Also, instabilities were reported which manifest
in spurious low energy modes [280].

Furthermore, an edge-based method (ES-FEM) has been developed in [167]. The
smoothing cells are defined as the surrounding areas of edges in two-dimensional
space, i.e. the areas between the edge and the center point of each adjacent element,
see figure 4.9. The method has been extended to tetrahedral meshes in three dimen-
sions, see [203]. The smoothing cells are then defined as the volumes around finite
element faces, i.e. the domain between a face and the center point of all adjacent
elements.

4.7.3 Relation

The Smoothed Finite Element Method creates an assumed gradient field which is
piecewise constant and discontinuous at the smoothing cell interfaces. It can be in-
terpreted as a special case of the assumed gradient field in equation (4.57) with inter-
polation function

MA(ξ) =

1 ξ ∈ ΩA

0 ξ /∈ ΩA

(4.107)

and multiplier space LA(ξ) = MA(ξ). The biorthogonality criterion, eq. (4.67), is satis-
fied. The integration points A are located in the centers of the smoothing cells.

Figure 4.9: Smoothed FEM: two-dimensional smoothing cells schemes for 1st order
elements; L-th smoothing cell highlighted; smoothing cells marked by crosses. Left:
SFEM: subdivided elements. Center: NS-FEM: Regions around nodes. Right: ES-
FEM: Areas between edges and adjacent finite element centers.
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4.8 Stable interpolation schemes

This section presents interpolation strategies for the assumed gradient field. It is aimed
to provide schemes which are stable (with respect to spurious modes), are efficient
(accuracy and numerical effort) and lead to regular meshes when applied to heteroge-
neous finite element types.

4.8.1 Nodal support with bubble stabilization

Consider the stabilization of nodal integration by increasing the interpolation order of
the assumed gradient. Start with the observation that the nodal support values of
the deformation gradient are well approximated (if the finite elements would be C1-
continuous), but not the values in the element interior.

Therefore, select an integration rule which requires integration points in the nodes
and in the element interior. The idea is to use the finite element nodes as supporting
points in order to enforce the continuity of the deformation gradient at finite element
interfaces. Since the interior of the elements is badly approximated when using the
nodal values only, one has to define supporting points in the element interior, see
figure 4.10.

The number of required interior points can be determined by considering Gaussian
integration schemes in standard FEM. Therein, a minimal order of the numerical inte-
gration scheme is required in order to capture all nonzero energy deformation modes.
The essence of the reduced Gaussian integration is comparable with the instability
of NI. Both are not able to capture certain types of deformation shapes. This is true
for NI at least for those finite elements which are not part of the structure’s boundary.
Therefore, the number and location of interior support points should correspond to the
number and location of the integration points of the Gaussian integration scheme with
minimal stable integration order. For example, the 4-noded tetrahedron requires one
additional supporting point, the 10-noded tetrahedron 4, the 8-nodes hexahedron 8
points, etc., see figure 4.11.

Virtually, the polynomial order of the displacement interpolation is increased by 2.
Enriching the interpolation function of the assumed deformation gradient increases its
degree by at least 1. Integrating the assumed deformation gradient corresponds to an
assumed displacement field with a polynomial order that is increased by at least 2.

The assumed gradient field is continuous. The regularity requirements for finite ele-
ment meshes using this formulation are identical to standard FEM since the integration
points on the boundary coincide with the finite element nodes. The number of integra-
tion points is increased by the number of nodes when compared with standard FEM,
but a greater accuracy can be expected due to continuous stresses.
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Figure 4.10: Stabilizing assumed gradient field in one dimension by enriched interpo-
lation. Left: Deformation gradient from shape function derivatives. Center: Assumed
deformation gradient using shape function for interpolation. Right: Assumed defor-
mation gradient using higher order interpolation.

Figure 4.11: Assumed gradient field: Selection of stable interpolation schemes for
1st order finite elements in two dimensions. Left: Support in nodes and in a minimal
number of inner-elemental points. Center: Support in points on edges/faces. Right:
Support in points of higher order full-tensorial elements.

4.8.2 Edge support

A stable assumed gradient field is obtained by choosing an interpolation where the
support points are located on the finite element edges, see figure 4.11. The number of
required integration points per edge is equal to the number of stripes that is required by
Simpson’s trapezoidal rule, i.e. 1 point for linear edges, 2 points for quadratic edges,
etc. The approach is stable; by averaging the deformation gradient on the edges,
all nonzero energy deformation shapes are measured as such. This is because the
measured gradient along the axis of an edge is independent of the surrounding nodes
and, therefore, no spurious modes can be introduced by the actual mesh topology (like
in nodal integration).

The assumed gradient field is discontinuous between elements, i.e. it is continuous
at its support points on the element interfaces and at all points in the finite elements
interior. Discontinuities can be found, for example, at vertices being adjacent to two or
more elements. Therefore, it can be expected to be stiffer than the continuous nodal-
interior approach.

The regularity requirements for finite element meshes using the edge-based for-
mulation are identical to those of standard finite elements. Because shared edges of
adjacent elements always have the same interpolation function, the location of the inte-
gration points on all local edges is identical. Therefore, the local points can be merged
into a single support point.

The number of edge integration points is large when considering a single finite ele-
ment. The number of integration points of a finite element assembly may be, however,
small when compared with standard FEM. The reason is that multiple elements may
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share individual edges and, therefore, the same support point is used to define the
interpolation of the assumed deformation gradient within all adjacent elements. Since
the number of integration points is related to the numerical effort when evaluating the
strain energy, the decreased accuracy due to discontinuous stress may be balanced
by improved numerical cost.

4.8.3 Face support

Face support is equivalent to ES-FEM in two dimensions. The assumed gradient field
is discontinuous as in the edge-based approach. For each face the same number of
integration points is required as in standard Gaussian integration of the face, i.e. 1 point
for linear tetrahedra, 3 points for quadratic tetrahedra, 4 points for bilinear hexahedra.
The total number of integration points can be expected to be larger than the edge-
based approach, since each face can be part of only one or two elements.

The regularity requirements of finite element meshes using this approach are hard
to meet when using heterogeneous element types, see figure 4.12. Although regular-
ity requires a transition element between tetrahedral and hexahedral elements, users
typically model faces with a hexahedron on their first side and with two tetrahedra on
their other side. In standard FEM, a transition element is at least recommended for
first order elements because the curved nature of the bilinear hexahedral face can not
be represented by the piecewise linear faces of the tetrahedrons (although often not
used in practice). Using node-supported assumed gradient fields, however, leads to a
regular mesh regarding the position of the integration points on the interfaces.

Collapsed elements, where individual nodes are merged to create a new element
topology, lead to irregular meshes. Following this approach, a hexahedron can be
collapsed to a prism, pyramid or tetrahedron, see figure 4.13 for a two-dimensional
illustration. No individual implementation of transition elements is necessary in FEM
in such cases. With nodal based support this technique is possible. When using
edge-based and face-based support, however, degenerated edges/faces lead to sup-
port points in nodes and/or edges leading to a discontinuous assumed gradient field.
To overcome this problem, one has to ignore the degenerated integration points (the
integration weight is automatically zero) and the support values in the interpolation.

Figure 4.12: Example of irregular mesh for face supported assumed gradient field in
three dimensions. Inner-facial support points on 1st order hexahedron do not coincide
with facial support points on adjacent 1st order tetrahedra.
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Figure 4.13: Irregular meshes by merging nodes in edge/face based support. Black
circles: Nodes; white circles: integration points. Left: hexahedral/quadrilateral ele-
ment type. Center: Collapsed element by merging 2 nodes. Right: Resulting distri-
bution of support points of the assumed gradient. The support point at node (C,D)

must be eliminated due to degenerated edges/faces. Integration weights must be
recomputed.

Therefore, one requires the derivation and implementation of transition elements for
edge and face supported elements.

4.8.4 Assumed higher order gradient

The edge-based interpolation corresponds to enriching the interpolation of the as-
sumed deformation gradient by polynomials of 2(n−1)-th order, where n is the number
of nodes of the considered edge. Assuming tensor-product finite element shape func-
tions, one could construct an assumed deformation gradient interpolation function of
complete tensor-product structure with 2(n − 1)-th order. Hence, stress continuity at
element interfaces can be reestablished with minimal additional numerical effort. If a
full tensor-product function space is used, one is able to measure the strain energy
density at equal distanced points forming a solely homogeneous grid.

Collapsed elements do not lead to irregular meshes because the support points of
degenerated edges and faces are merged with the support points of adjacent nodes
and edges. There is one limitation: If collapsed elements are allowed, no supporting
points must be added to the interior of faces, i.e. the use of tensor-product 2nd order
interpolations for 1st order hexahedra is discouraged in favour of a serendipity inter-
polation. This is because a prism element (obtained from a degenerated brick) would
have support points in the center of their faces, but adjacent simplex elements would
not have any.

4.8.5 Deriving continuum elements

Assuming finite elements with shape functions of tensor-product type, one possible
strategy of deriving interpolation functions for the assumed gradient field follows the
subsequent scheme:
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Figure 4.14: Deriving the interpolation function of assumed gradient field. Left: Finite
element type: 2nd order triangle. Center: Higher (4th) order full-tensorial element.
Right: Reduced element for edge-based interpolation (black circles: support points,
white circles: points to be eliminated).

1. Define the integration scheme and according to that the local coordinates of the
integration points.

2. Define the “full” element type which corresponds to the aimed integration scheme,
but has full tensor-product structure, see figure 4.14 (center). The set of support
points of this element is to be reduced to a smaller subset (for example, a 2nd
order element contains the support points of a 1st order element with edge inte-
gration). Define its shape function vector Nf (ξ).

3. Assume a scalar field s distributed on the full element. The field values at those
nodes of the full element which do not coincide with integration points are depen-
dent on the values at the integration points. A linear transformation is assumed
for projecting the function values of the reduced set of support points to the full
set, i.e. sfi = Tijs

r
j . T is a nf × nr matrix, where nf denotes the number of nodes

in the full element and nr the number of nodes in the targeted “reduced” element.
The row sums of T must be equal to 1.

4. The reduced shape functions are then computed by Nr(ξ) = TTNf (ξ).

The following element types (refering to the interpolation of deformation) are tested
as listed in figure 4.15:

• Nodal-interior integrated elements (“xI”= number of inner points)

– C3D 4N 1I: 1st order 4-noded tetrahedron with integration points in the nodes
and one in the center.

– C3D 8N 8I: The base is is a hexahedron of 3rd order. It has been reduced
to an 8-noded element with 8 points in the interior.

– C3D 8N 1I: The base is is a hexahedron of 2nd order. It has been reduced
to an 8-noded element with 1 point in the interior.
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– C3D 10N 4I: The base of this element type is a tetrahedron of 5th order. It
is reduced to a 10-noded element with 4 points added in the interior.

• Edge integrated elements (“xE”= number of points per edge)

– C3D 4N 1E: The full element type is a tetrahedron of 2nd order. It is reduced
to a tetrahedron with one supporting point in the center of each edge.

– C3D 8N 1E: The base is a hexahedron of 2nd order. The obtained element
type has one supporting point per edge

– C3D 10N 2E: The base of this element type is a tetrahedron of 5th order. It
is reduced to an element with 2 points on each edge.

• Assumed higher order elements: The interpolation functions and integration point
coordinates of the element types C3D 4N 10C and C3D 8N 27C are equivalent
with the shape functions and nodal coordinates of the 10-noded tetrahedron and,
respectively, of the 27-noded hexahedron. “xC” stands for “number of points in a
complete interpolation basis”

• Standard finite elements C3D 4N, C3D 8N, C3D 10N.

• Nodally integrated elements without stabilization C3D 4N NI, C3D 8N NI and
C3D 10N NI. (“NI” = nodally integrated)

Example shape functions are given in appendix B, detailed tests are presented in ap-
pendix A.

C3D 8N C3D 8N NI C3D 8N 8I

C3D 4N

C3D 10N

C3D 8N 27C C3D 8N 1E
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Figure 4.15: Implemented assumed gradient elements. The circles represent the
positions of the integration points (= assumed gradient support points).
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4.9 Implementation

4.9.1 Simplified dual mapping

When implementing the assumed gradient fields, one has to compute the coefficients
of the dual shape functions used for the Lagrange multipliers. For the purpose of
this work, the coefficients of the linear combination defining the discrete deformation
gradients are precomputed and stored at the support points. This strategy may take
some memory and should be avoided for very large scale problems. Alternatively, one
may

• compute the coefficients of the discrete deformation gradients analytically. Since
only geometrical quantities are of interest, all integrals are dependent on the
a-priori known finite element interpolation functions and can be evaluated analyt-
ically.

• or, one can take simple averages of the deformation gradient, i.e.

FAαβ =

∑
m V

m
A F

m
Aαβ∑

m V
m
A

(4.108)

where V m
A =

∫
Vm

Mm
A (ξ)dV denotes the volume around support point A belonging

to element m and Fm
A is the deformation gradient obtained from the natural shape

function derivatives of element m at point A. The presented examples were also
tested using this approach. The results are nearly identical.

Using the latter simplified approach, the presented method becomes equivalent to
the strategy of NICE elements [133]. Then the main difference between NICE and
the presented approach is the choice of the positions of the gradient field’s support
points. There seem to exist, however, a few limitations in the applicability of NICE.
For example, the Lamé problem (appendix A.3) can not be solved easily because the
stiffness matrix is singular. Responsible are highly distorted elements at the top of
the modeled part (at x = y = 0). With the full dual multiplier approach, however, the
problem is solveable.

4.9.2 Integration of volume integrals

Gauss quadrature

Consider the integration of the volume integral

I =

∫
V

f(ξ)dV =

∫
Ξ

f(ξ) det(J)dξ (4.109)
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with f denoting some function and J the Jacobian matrix mapping dX = Jdξ. If the
function f is not analytically integrable then the integral is recommended to be solved
numerically. This is done using the sum approximation

I =
∑
i

f(ξi) det(J(ξi))wi (4.110)

where ξi denote the coordinate and wi the weight of integration point i. Depending on
the choice of ξi and wi accuracy, stability and efficiency can be adjusted. A commonly
used scheme is the Gauss quadrature. This approach obtains the exact solution of
a polynomial of degree 2n − 1 with n supporting points for each dimension. It is ob-
tained by assuming h(ξi) = f(ξi) det(J(ξi)) being a polynomial of degree p. Then the
coordinates ξi and wi are computed by minimizing the error∥∥∥∥∥

∫
Ξ

h(ξ)dξ −
∑
i

h(ξi)wi

∥∥∥∥∥→ min (4.111)

between the exact value and the approximation. Since this condition must be satisfied
for any polynomial of given order, it is equivalent to enforcing the equality

∫
Ξ
h(ξ)dξ =∑

i h(ξi)wi.

One should chose the order of integration according to the polynomial degree of
the input function. In practice, one often is interested in reducing the number of inte-
gration points due to efficiency penalties. A plain application of this strategy may lead
to singular integrals. For example, if the integration order is too small then integrals
such as

∫
NiNjdξ being positive definite matrix functions may have zero eigenvalues.

Stabilization schemes may be complex (and often nonphysical), for example hourglass
control when integrating the strain energy density by reduced integration orders in ex-
plicit dynamic codes.

Analytical integration

Theoretically it is possible to analytically evaluate the integrals required by the assumed
strain field. Evaluate the numerator of the nodal deformation gradient

PABβ = aAC

∫
Ξ

MC(ξ)OγNB(ξ)Adj(J(ξ))γβdξ (4.112)

with adjoint

Adj(J) =

J22J33 − J23J32 J13J32 − J12J33 J12J23 − J13J32

J23J31 − J21J33 J11J33 − J13J31 J13J21 − J11J23

J21J32 − J22J31 J12J31 − J11J32 J11J22 − J12J21

 (4.113)

The Jacobian is
Jγβ(ξ) =

∂

∂ξβ
Ni(ξ)Xiγ (4.114)
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Given a shape function Ni of order n the integrated polynomial is, therefore, of order
n(n− 1)3. For example, assuming a quadratic shape function one requires a Gaussian
quadrature of 5th order. Using Gaussian quadrature one could precompute the quantity
Pstβγikηωκν wherein i and k denote the indices of the nodal coordinates which appear as
a double sum in Adj(J). (η, ω) and (κ, ν) denote the indices of each product pair JηωJκν
which will be assembled into the Adjoint of J. γ is the index of the natural derivative of
the t-th nodal displacement in β direction, which is required to multiply ∂utβ/∂ξγ with
the Jacobian adjoint.

Therefore, in order to compute Pstβ one requires n2 products for each of the 81

product pairs JηωJκν , 3 products by γ and 1 for the product by asuNu (= 81n2 + 4). Com-
pare the sum with the effort of Gaussian integration requiring 9n products to compute
the Jacobian, 18 products to compute its adjoint, 3 products by γ and one by asuNu

(= 9n + 22). Therefore, one can save significant amounts of computing time using
numerical integration.

4.9.3 Constitutive laws

The presented methodology can efficiently adopt multiple types of material formula-
tions. Since the structure of ∂F/∂ε depends on the mesh geometry there is no further
simplification possible regarding special material formulations, except the terms

σmBα
∂εmα (FB)

∂FBβγ
, σmCα

∂2εmα (FC)

∂FCβγ∂FCηω
, Cm

Cαδ

∂εmα (FC)

∂FCβγ

∂εmδ (FC)

∂FCηω
(4.115)

which are subjected to the material law implementation. Material implementations of
classical FEM provide the quantities σ and C. Therefore, a wrapper may be imple-
mented supporting various strain formulations. For the following considerations one
assumes the notations given in equations (4.20) and (4.40).

Linearized strain tensor

The strain vector is computed by

εT =
[
F11 − 1 F22 − 1 F33 − 1 F12 + F21 F23 + F32 F13 + F31

]
(4.116)

Its energy conjugate stress measure is the Cauchy stress tensor. The strain derivative
has sparse structure and can be computed from

δεT =
[
δF11 δF22 δF33 δF12 + δF21 δF23 + δF32 δF13 + δF31

]
(4.117)

Using a compact storage format one can store for each εα a list of indices (ηω) of those
components in F for which the strain derivative is nonzero, i.e. ∂εα/∂Fηω = 1. The
second variation is

δ2ε = 0 (4.118)
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Green-Lagrange strain tensor

The strain vector is computed by

ε =



−1
2

−1
2

−1
2

0

0

0


+

3∑
α=1



1
2
F 2
α1

1
2
F 2
α2

1
2
F 2
α3

Fα1Fα2

Fα2Fα3

Fα1Fα3


(4.119)

Its energy conjugate stress measure is the second Piola-Kirchhoff stress tensor. The
strain derivative has sparse structure and can be computed from

δε =
3∑

α=1



Fα1δFα1

Fα2δFα2

Fα3δFα3

Fα1δFα2 + δFα1Fα2

Fα2δFα3 + δFα2Fα3

Fα1δFα3 + δFα1Fα3


(4.120)

Herein, for each strain component εβ one stores a list of index pairs ((ηω), (µν)). Each
pair defines the nonzero components of the strain derivative, i.e. ∂εβ/∂Fµν = Fηω. From
the same storage object one can obtain the nonzero values of the second derivatives,
i.e. ∂2εβ/(∂Fµν∂Fηω) = 1.

4.10 Error analysis

Given a numerical model one has the verify and validate the quality of its solution with
respect to the physical problem. There basically exist two processes: model validation
and verification. Verification [250] is the process of determining if a computational
model obtained by discretizing a mathematical model of a physical event represents
the mathematical model with sufficient accuracy. Validation, on the other hand, is the
process of determining if a mathematical model of a physical event represents the
actual physical event with sufficient accuracy [250].

The latter leads to m- (’model’) and d- (’dimension’) adaptivity. For example, starting
with a linear elastic one-dimensional beam model one may arrive at a material model
with Green-Lagrange strains and visco-elastoplacticity, at finite deformation beam the-
ory or even three-dimenional discretization models. Model verification requires lower
and upper bounds to the spatial discretization error leading to h- (’element size’) and p-
(’polynomial degree’) adaptivity. A very important observation can be obtained by the
a priori error estimate in the energy norm for linear elasticity

‖eu‖a ≤ Chp |u|Hp+1(Ω) (4.121)
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with energy error norm ‖eu‖a, constant C and Hp+1-seminorm |u|Hp+1(Ω). Hence, the
finite element solution converges to the exact solution u of linear order in h and expo-
nentially in p.

Some often used error estimators in FEM are (see [250] for an overview and the
references therein):

• A priori global error estimators: energy norm, H1-norm, L2-norm.

• A posteriori global error estimators: explicit residual-type error estimators, implicit
residual-type error estimators based on local Neumann problems (for example,
equilibrated residuals) yielding upper bounds, implicit residual type estimators
based on local Dirchlet problems giving a lower bound, hierarchical error estima-
tors, averaging-type estimators (for example, the SPR technique).

• Goal oriented error estimators providing a localized version of global a posteriori
estimators suitable for hp-adaptivity.

In this work, the displacement error is numerically measured in the example prob-
lems in section 4.11 and appendix A. A derivation of error estimates is subject to
a future research. It should be noted, however, that lower and upper a priori error
bounds were derived for the element-based SFEM in [277]. Furthermore, the CAG
method uses stress quantities similar to those of the SPR technique. The difference
is that CAG uses these quantities for computation of the displacement field while SPR
applies them for postprocessing stresses obtained from FEM. The author believes that
this may be a starting point for deriving simple a posteriori error norms.

4.11 Examples

4.11.1 Vibration analysis of a two-dimensional cantilever

This example is given by a linear elastic cantilever with geometry L = 100mm, h =

10mm, thickness b = 1mm, Young’s modulus E = 210kN/mm2, Poisson’s ratio ν = 0.3,
mass density 8g/cm3 (steel), see figure 4.16. The example is excerpted from [174]
where a two-dimensional plane stress problem is considered. Therefore, in order to
model the problem in three dimensions, the mesh consists only of 1 row of elements

Figure 4.16: A cantilever beam.
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along the y direction. All nodal displacements along the y direction are fixed, i.e. uy = 0.
Using the Euler-Bernoulli beam theory, a fundamental frequency of f1 = 0.08276 ×
104Hz is determined. The mesh used for simulation consists of 20×1×2 elements. The
reference solution is computed using a 100×1×10 with 27-noded hexahedron elements.
The frequencies f are computed from the dynamic eigenvalues λ by f =

√
λ/(2π).

Table 4.1 lists the first 12 frequencies for different element types. Figure 4.17 plots
the relative error ε = (f − fref )/fref .

reference C3D 8N C3D 8N NI C3D 8N 8I C3D 8N 1E C3D 8N 27C

0.08283 0.09246 0.10630 0.09770 0.09830 0.08781
0.49558 0.55611 0.62211 0.57930 0.58264 0.52706
1.28596 1.34849 1.0645 1.34874 1.3489 1.34781
1.30131 1.47321 1.34929 1.50115 1.50885 1.38955
2.35724 2.70039 1.58189 2.67576 2.68692 2.52853
3.5852 4.05023 2.55355 4.00117 4.01279 3.86335

3.85257 4.16366 2.75567 4.03549 4.0335 4.03821
4.92538 5.80755 4.01259 5.40281 5.4096 5.33268
6.33902 6.76582 4.02423 6.69047 6.67921 6.71269
6.40234 7.59841 4.26421 6.83474 6.82876 6.89852
7.80019 9.50287 4.63625 8.26831 8.23836 8.53793
8.9205 9.515 5.27116 9.29396 9.2624 9.35967

C3D 4N C3D 4N NI C3D 4N 1I C3D 4N 1E C3D 4N 10C C3D 4N 1F

0.11955 0.07495 0.09166 0.10092 0.09813 0.11848
0.70116 0.45130 0.54797 0.60047 0.58489 0.69569
1.3512 1.19309 1.3477 1.34906 1.3487 1.35093

1.80239 1.34599 1.43826 1.56878 1.53094 1.79089
3.20016 2.17182 2.60151 2.82889 2.76512 3.1844
4.06039 3.30361 3.94367 4.04407 4.04053 4.05914
4.79274 4.01747 4.03539 4.28903 4.19721 4.77482
6.50577 4.51376 5.3954 5.87461 5.7506 6.4873
6.79651 5.74044 6.68791 6.73615 6.72413 6.79305
8.31776 6.63062 6.89833 7.5469 7.38568 8.29869
9.55065 6.93726 8.41526 9.26301 9.06395 9.54405
10.2019 8.06051 9.29131 9.42524 9.38855 10.1817

Table 4.1: First twelve natural frequencies (in 10kHz) of a two-dimensional cantilever.
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Figure 4.17: Relative error (0 . . . 1) of the first twelve frequencies of a slender can-
tilever for different elements. Left: brick elements. Right: simplex elements.

4.11.2 Spurious modes in nodal integration

Modal analysis is a useful tool to inspect instabilities arising in assumed gradient meth-
ods such as nodal integration. The method is stable if the mode shapes converge to
the true solution. For nodal integration, spurious modes appear even among very low
energy modes. Now, apply modal analysis to the example presented in appendix A.7
(a three-dimensional cantilever beam with left-sided support). Figure 4.18 shows the
first 10 eigenvectors of the beam discretized by either standard 8-noded hexahedron
elements and nodal integrated 8-noded hexahedron elements. Due to symmetry, the
bending modes are listed for one direction only. Clearly visible are the spurious modes
at mode number 5 and 6.

To be safe, one also has to verify higher mode shapes for column-shaped, thin-
walled and compact structures. For example, the 8-noded nodal integrated hexahedron
with one interior point C3D 8N 1I converges to the correct eigenvectors up to the 200th
eigenmode in this example, but appears to exhibit instabilities if applied to a compact
structure as given in section A.5.

4.11.3 Forced vibration of a cantilever beam

This example is excerpted from [167]. A cantilever beam is subject to a harmonic
vertical tip load. The geometry of the beam is illustrated in figure 4.16 with L = 4 and
B = H = 1. It is discretized by 12×4×4 elements. The problem is originally considered
as plane strain. Therefore, all displacements along the y direction are fixed. The linear
elastic material is given through E = 1, ρ = 1 and ν = 0.3. The motion is subject to
Rayleigh damping with damping matrix

C = αM + βK (4.122)

with α = 0.005 and β = 0.272. The loading is given by F (t) = cos(ωf t) with ωf = 0.05.
The initial conditions are (q0, j0) = (0, 0).
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Figure 4.18: Spurious mode shapes in nodal integration (in parantheses: omitted
symmetric shapes). Left: The 1st (2nd), 3rd (4th), 5th, 6th, 7th (8th) and 9th (10th)
eigenvectors using stable gradient fields. Right: The 1st (2nd), 3rd (4th), 5th (6th),
7th, 8th and 9th (10th) eigenvectors using nodal integration.

The problem is solved using the explicit Velocity Verlet method with implicit damp-
ing, see equations (3.44)-(3.46). A time step of h = 0.9hcrit is used in the example.

Figure 4.19 plots the vertical tip displacement for different element types, table 4.2
lists the maximum tip displacements at the third maximum. Standard finite element
types with quadratic interpolation are taken as a reference. The CAG hexahedron with
complete tensorial interpolation is the only brick element which approaches the refer-
ence solution. The nodally integrated element exhibits the smallest elongation (and
largest error). The other CAG brick elements are close to the standard FEM solution,
but a little stiffer than that. Among the tetrahedron elements, the CAG element with
nodal-interior support is very close to the reference solution. The nodally integrated
tetrahedra clearly overestimate the maximum displacement. This ”overly-soft” behav-
ior is related to the existence of spurious modes in nodal integration. The standard
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FEM and the FS-FEM elements predict a response which is even 60% too small. The
other CAG element types are in between (≈ 30%).

Table 4.2 compares the critical time step and the required CPU times for the time
step loop. Ideally, the larger critical time step - compared with standard elements - com-
pensates the numerical effort of the CAG field. This is most desirable for the methods
which lead to highest accuracy, i.e. C3D 8N 27C and C3D 4N 1I. The C3D 8N 27C
requires almost twice as much time as the FEM element. Only the edge-supported
brick element is as effective as the FEM counterpart (115% time in the presence of a
smaller time step). The pure nodally integrated elements outperform all other hexahe-
dral and tetrahedral element types in numerical efficiency. For the tetrahedral elements,
the CAG element with nodal-interior support needs even less time than the standard
FEM. This is because the critical time step is almost twice as large and balances the
higher numerical effort of C3D 4N 1I.

4.11.4 Forced vibration of a geometrically nonlinear cantilever beam

Turn to the example given in section 4.11.3. In this paragraph the model parameters
are changed in two ways: (1) A geometrically nonlinear strain formulation is used. (2)
The vertical force is given by F (t) = 10−3 cos(ωf t).

The results on efficiency are identical to those in section 4.11.3, although the abso-
lute times are larger due to the numerical effort in the nonlinear strain formulation.

Figure 4.20 plots the vertical tip displacement for different element types. Table 4.3
lists the maximum tip displacements of the second maximum. Standard finite element
types with quadratic interpolation are taken as a reference. They are used with the
same number of elements (12× 4× 4). The relationship in accuracy among the tested
first-order elements is similar to the example in section 4.11.3. But the difference of
the C3D 8N 27C and C3D 4N 1I elements with respect to their quadratic counterparts
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Figure 4.19: Forced linear beam: tip displacements. Left: hexahedral elements,
Right: tetrahedra.
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C3D 8N C3D 8N NI C3D 8N 8I C3D 8N 1E C3D 8N 27C

maxt q(t) 3815 3488 3728 3674 4171
hcrit 0.0159 0.0131 0.0140 0.0127 0.0156
time 260.26 70% 156% 115% 176%

C3D 4N C3D 4N NI C3D 4N 1I C3D 4N 1E C3D 4N 10C 4N 1F

maxt q(t) 2905 5754 4040 3615 3451 2976
hcrit 0.0138 0.0208 0.0211 0.0126 0.0148 0.0146
time 186.36 54% 92% 203% 202% 214 %

Table 4.2: Forced linear beam: max. tip displacement (at t ≈ 250, reference:
maxt q(t) = 4552 for brick27 and 4561 for tetra10), critical time step hcrit and CPU
time (percentage relative to FEM).

C3D 27N and C3D 10N is larger than in the linear case. Therefore, a second reference
solution is provided with quadratic elements and same number of degrees of freedom
(6× 2× 2 elements). The element types C3D 8N 27C and C3D 4N 1I and the second
reference solution give nearly identical results.
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Figure 4.20: Forced nonlinear beam: tip displacements. Left: hexahedral elements,
Right: tetrahedra. Reference: 12× 4× 4 elements.
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C3D 8N C3D 8N NI C3D 8N 8I C3D 8N 1E C3D 8N 27C
maxt q(t) 2.03062 1.96195 2.01153 1.99767 2.0715

C3D 4N C3D 4N NI C3D 4N 1I C3D 4N 1E C3D 4N 10C 4N 1F
maxt q(t) 1.80577 2.18516 2.07071 1.99139 1.95238 1.82768

Table 4.3: Forced nonlinear beam: max. tip displacement (at t ≈ 265). Reference
(12 × 4 × 4): maxt q(t) = 2.63985 for brick27 and 2.63563 for tetra10. Reference2
(6× 2× 2): maxt q(t) = 2.08565 for brick27 and 2.08016 for tetra10.



Chapter 5

Asynchronous variational integration

5.1 Introduction

This chapter presents asynchronous variational integrators. They are motivated from
the observation that only a small spatial region may be responsible for extraordinary
small time steps in explicit integration. For example, finite elements of small geomet-
rical size or elements with very stiff material properties are associated with very large
elemental natural frequencies. Those limit the critical time step, although other re-
gions in the structure may be stable at longer time steps if considered separately.
The idea of using different time steps for individual spatial domains is not new and
known as subcycling, multiple time stepping, multiscale stepping or mixed integration
methods. Asynchronous integration is a very general formulation where each domain
can be propagated by a basically arbitrarily chosen time step. The derivation from
a variational principle guarantees the preservation of mechanical invariants, such as
momentum and symplecticity.

The outline of this chapter is as follows: Asynchronous variational integrators (AVIs)
are presented in section 5.2. They are illustrated in a general form, i.e. the potential
function is seen as a general sum of potential functions. This interpretation is based
on [65], but this chapter is limited to the symplectic Euler method.

The general formulation allows asynchronous applications in elasticity, but also
molecular dynamics and other fields since it is not tied to the discretization of an elastic
space-time continuum. The discretization of the Hamilton’s principle in structural dy-
namics is presented as a special case in section 5.3. The efficient handling of simple
constraint equations, i.e. nodal restraints, is discussed in section 5.4. Of particular in-
terest are stability criteria of AVIs which are not simple to derive. Existing approaches
use the CFL condition to estimate critical time steps. This strategy is not easily appli-
cable when using continuous assumed gradient elements. The difficulties and existing
approaches for time step selection are presented in section 5.5. Two approaches to
time step estimation being applicable to continuous assumed gradient methods are
presented.

135
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An example is presented in section 5.5 illustrating the efficiency of asynchronous
integration.

5.2 Asynchronous Euler scheme

Assume that the total potential energy is obtained by some additive composition

V (q) =
∑
i

Vi(q) (5.1)

In case of a synchronous time stepping scheme, the composition V (q) is evaluated
at discrete times, i.e. the potentials Vi(q) and their derivatives are computed at syn-
chronous times. The idea of asynchronous integration lies in evaluating the individual
potentials at separate times. Asynchronous integration can, therefore, be interpreted
as a generalization of multi time stepping. While multiple time stepping schemes create
points in time which are synchronous, AVIs can be configured such that synchronous
points exist; but their existence is not required.

Assign to each potential Vi a sequence of times {0 = t0i < · · · < tMi
i = Ti}. Another

sequence is created by inserting all times tji into a unique and sorted set which then
contains all system times {θ0 < θ1 < · · · < θM}, see figure 5.1. The solution trajectory
is obtained by interpolating the generalized coordinates along their supports at the
system times θk, i.e. each θk is associated to a discrete coordinate qk. Furthermore,
define the set

I(k) =
{
i, tji = θk

}
(5.2)

which collects the indices i of all potentials Vi that are evaluated at time θk. The function

J (k, i) = j, tji = θk (5.3)

determines the index j on the time scale of the i-th potential Vi which corresponds to
θk, see figure 5.2.

Now discretize the solution trajectory q(t) by elements being bounded at the times
θk and θk+1. A linear interpolation of q(t) is assumed within the time element. Define
the function

A(k, i) = j,max
j
tji ≤ θk (5.4)

which determines the index j of time tji where the potential Vi has been evaluated most
recently prior system time θk. The function

K(i, j) = k, tji = θk (5.5)
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Figure 5.1: Illustration of fixed-step size AVI of a SDOF system with 2 potentials Vi
being evaluated either at tj1 or tj2. q(t) is interpolated between discrete times θk.
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Figure 5.2: Illustration of index maps A, I, J , K in AVI with 2 potentials Vi. The
index maps find the indices of the corresponding potentials which are used in the
k-th time step. For a time element in the interval [θ5, θ6] the kinetic action is the time
integral of the kinetic energy within [θ5, θ6]. There are 2 interpretations for the potential
action: (1) The action of potential V1 is the integral of V1(q) in the interval [t31, t

4
1].

The action of potential V2 is the integral of V2(q) in the interval [t22, t
3
2]. (2) When

the symplectic Euler method is applied then the discrete energy/Hamiltonian for this
time element is the sum of the active kinetic energy and the active potential energies
V1(q(t

A(5,1)
1 )) = V1(q(t31)) and V2(q(t

A(5,2)
2 )) = V2(q(t22)).

returns the index k on the total time scale θ for a given index pair (i, j) defining the
potential Vi and the potential time index j. Then the discrete action for a single element
writes

Sk =jk
T q+

k − jk+1
T q−k+1 +

1

2(θk+1 − θk)
∥∥q−k+1 − q

+
k

∥∥2

M

− (θk+1 − θk)

(∑
i

Vi

(
q+
K(i,A(k,i))

))
(5.6)
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Herein the kinetic action follows directly from integration of the kinetic energy. For the
numerical integration of the potential energy in time, a single integration point is used
being located either at the beginning or in the past of the considered time element. If
a synchronous time stepping scheme is used, then q+

K(i,A(k,i)) = q+
k . In such a case, the

action of a single element contains only elemental variables (except the multipliers jk,
jk+1) and each elemental action can be considered individually in order to obtain the
time stepping scheme. In the asynchronous case, however, past coordinates are used.
If the total action sum is derived by a coordinate q+

k , then the subsequent elements
may also contribute to the solution.

The discrete Euler-Lagrange equations are obtained by deriving the sum of all ac-
tions Sk for individual q+

k , q−k+1 and jk+1:

0 =jk −
1

θk+1 − θk
M
(
q−k+1 − q

+
k

)
−
∑
i∈I(k)

(
t
A(k,i)+1
i − tA(k,i)

i

)
∇Vi

(
q+
k

)
(5.7)

0 =− jk+1 +
1

θk+1 − θk
M
(
q−k+1 − q

+
k

)
(5.8)

0 =− q−k+1 + q+
k+1 (5.9)

leading to the time stepping scheme

jk+1 =jk −
∑
i∈I(k)

(
t
A(k,i)+1
i − tA(k,i)

i

)
∇Vi

(
q+
k

)
(5.10)

q+
k+1 =q+

k + (θk+1 − θk)M−1jk+1 (5.11)

In words, at time θk one determines all potentials which are part of the set I(k), i.e.
which are active at this time. The modification of the momentum is identical to sym-
plectic synchronous Euler except that the time step sizes, which scale the contributions
of all active potentials Vi, are not identical to the size of the time element (θk+1 − θk),
but are the time steps of the potentials

(
t
A(k,i)+1
i − tA(k,i)

i

)
. The trajectory of the gener-

alized coordinates within the time element is characterized by a constant motion using
the modified momentum jk+1.

5.3 Discretization of the space-time integral

Let us turn to Hamilton’s principle of structural mechanics. The action is given through
the space-time integral

S =

∫ T

0

∫
V

(
1

2
ρ(ξ) [ẋ(ξ, t)]2 − Ud(ε(ξ, q), t)

)
dV dt (5.12)

with material coordinate ξ, deformed coordinate x, mass density ρ, strain energy den-
sity Ud and volume in reference configuration V . In synchronous time stepping schemes,
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the spatial integral is discretized and evaluated first. Subsequently, the temporal inte-
gral is discretized. In asynchronous schemes, both integrals are discretized and solved
simultaneously.

For the kinetic action, one choses

Td =

∫ tb

ta

1

2
q̇h(t)TMq̇h(t)dt (5.13)

Therein, qh(t) is a piecewise linear interpolation of the generalized coordinates q with
support at times θk. The mass matrix is given by

MAB =

∫
V

ρ(ξ)NA(ξ)NB(ξ)dV (5.14)

with finite element shape function NA(ξ). AVIs can only be efficient if a diagonal
(lumped) mass matrix is assumed, for example through

M lumped
AB = δBA

∫
V

ρ(ξ)NA(ξ)dV (5.15)

where δBA denotes the Kronecker delta.

The potential energy can be expressed by a linear combination of discrete values
of the strain energy density and some integration weights, see equation (4.76)

Vd =

∫ tb

ta

V (q(t))dt =

∫ tb

ta

(∑
A,m

Wm
A U

m
A (q(t), t)

)
dt (5.16)

Utilizing the symplectic Euler scheme one obtains

Vd =
∑
i

ni−1∑
j=0

hjiVi
(
q
(
tji
)
, t
)

(5.17)

Vi(q, t) =
∑
m∈i

Wm
i U

m
i (q, t) (5.18)

hji =tj+1
i − tji (5.19)

Therein, hi denotes the time step of the i-th potential Vi. m denotes all spatial inte-
gration points which belong to Vi. If Vi coincides with the energy of a support point
A in continuous assumed gradient methods, see equation (4.76), then m denotes the
materials adjacent to A and Wm

i their spatial weights.

The discretization is shown in figure 5.3. It also illustrates that the equation sys-
tems to be solved are very small compared with the synchronous case: Every spatial
integration point is only dependent on the deformed coordinates of the adjacent nodes.
Therefore, a force influences only the momentum of these nodes. All other nodes per-
form a constant motion during this time. It is, therefore, not necessary to update the
deformed coordinates of all nodes at all system times θk, but only those nodes which
are part of the influencing domain of the currently active potential Vi.
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iV1(q) V2(q) V3(q) VN(q). . .

θk

θ1
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t1N

t2N

tNinfluence V3

Figure 5.3: Illustration of space-time integration in one spatial dimension. The colored
area is the space-time domain to be integrated (material space X × time t). Each
cross denotes a single spatial integration point representing a single potential Vi. The
highlighted cell is a space-time cell associated with a single integration point in space
and time.

In the original paper [158], each finite element is associated with an individual time
step, i.e. the spatial integration points of each finite element are collected to an in-
dividual Vi. This strategy simplifies a few things: (1) It is easier to implement AVIs
in existing finite element codes since the finite elements are independent of the tem-
poral discretization. (2) An estimation of the critical time step is relatively easy when
elemental wave speeds are computed.

When using interpolations of strains and/or stresses which are continuous at finite
element interfaces then a finite element based subdivision may not be the best solution.
Using classical isoparametric finite elements, the forces of the i-th element influence
the nodes of the same element only. Using continuous strain interpolations, an integra-
tion point located on an element interface may influence the nodes of all surrounding
elements. In particular nodal integration points may belong to many finite elements. If
the integration points of a single element are collected to build some Vi(q, t) then one
needs to update the nodes of all surrounding elements. Furthermore, since the same
integration point is part of two or more elements, it may be evaluated more often than
necessary. Compare, for example, the number of system times θk with the number of
element times tji in figure 5.3, the latter being much smaller. Therefore, it is assumed
that every support point A of the continuous gradient interpolation, see equation (4.57),
describes an individual potential Vi(q). By doing so, the number of material law eval-
uations is minimized during the time integration. On the other hand, the number of
coordinate updates is larger compared with [158].

Variation of the space-time integral, equation (5.12), leads to the scheme given
by equations (5.10)-(5.11). Special care must be spent when updating the minimum
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required set of coordinates in equation (5.11). Every node A remembers the time θA at
which its coordinates and momentum has been updated the last time. Then the next
update of the same node refers to the state at time θk+1, see figure 5.4 for more details.
Of course, all nodes may be updated at all system times. But this greatly reduces
numerical efficiency.

The resulting scheme is summarized in algorithm 5.5. A main component is the
priority queue. It decides which potential is the next one to be evaluated. Each po-
tential appears once in the queue which is sorted according to the next evaluation
times. Since multiple potentials may have identical times, a secondary sort condition
is required to make the ordering unique.

As a result, the efficiency of asynchronous integrators is affected by

• Number of material law evaluations. The larger the time step, the better the
efficiency. The greater the differences in step size within one model, the larger is
the benefit when using AVIs compared with synchronous schemes.

• Number and computing time of drifts. The more drifts are necessary, the longer
the computing time. Using standard isoparametric elements, the number of de-
pendent nodes per spatial integration point can be reduced. Furthermore, the
number of drifts can be reduced if adjacent spatial integration points can be col-
lected to a single potential Vi.

tθk

X

iV1(q) V2(q) V3(q) VN(q). . .

θk

θ1
t03

t13

t23

t3influence V3

integrated domain

next kick

drift of depending nodes

current front

Figure 5.4: Illustration of a space-time front in one spatial dimension: The colored
area is the space-time domain to be integrated (material space X × time t). The
highlighted area is the domain which is already integrated. The deformed coordinates
of all nodes are known at times θA defining the current front. It is not the boundary of
the already integrated domain. This is because the space-time cells being integrated
at last require the drift of nodes of adjacent finite elements. V3 is ”kicked” next at time
t23 requiring the drift of surrounding nodes.
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Set initial conditions q0, j0.
Create global counter k := 0

For each potential Vi, compute a time step h0
i and a first kick time ti := h0

i .
Create a priority queue of indices i which is sorted for ti in ascending order.
Set global time θk := 0

For each node A, set a global time θA := θk.
while θk < T do

Take 1st element from priority queue and remember indices i and time ti.
θk+1 := ti
for all nodes A which influence Vi do

Perform drift:
qAk+1 := qAk + hkj

A
k /MA, hk := θk+1 − θA

Set current time of node A: θA := θk+1

Perform kick:
jAk+1 = jAk − h0

i∇AVi(qk+1)

end for
Update state:
Set next evaluation time ti := ti + h0

i

k := k + 1

Reinsert i (and tj
i

i ) into priority queue.
end while
Drift all nodes to the final time:
for all nodes A do
qAk+1 := qAk + hkj

A
k /MA, hk := T − θA

end for

Figure 5.5: AVI with constant step sizes

• Priority queue. The complexity of inserting an item into a balanced tree is log2(n)

where n is the number of potentials (or events). After each event, the information
on the next kick must be reinserted into the queue. The smaller the number of
events, the better the performance.

5.4 Nodal restraints

Nodal restraints are linear constraint equations which depend only on the deformed
coordinates of a single node. A finite element node may be subject to 0 to 3 restraints.
Restraints may be used to define simple boundary conditions, for example sliding sup-
ports and rigid supports.
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A simple way to enforce restraints would be to project the degrees of freedom onto
the constraint manifold, see equation (3.94). In this case, every drift phase must check
the restraint conditions at runtime. Further algorithms, for example collisions and tie
constraints, become more complex. In fact, an application of RATTLE to nodal re-
straints can be implemented more easily, see section 3.8.4.

Assume that the initial conditions satisfy the restraints, equation (3.107), and the
hidden constraints, equation (3.122). If this is the case, linear constraints are auto-
matically satisfied by equation (5.11) in case of a motion with constant velocity. The
asynchronous force evaluations lead to modifications of the momentum. If these kicks
are applied such that the hidden constraint is not violated, then the coordinate incre-
ments will satisfy the restraints after a drift phase as well.

Given a constraint equation
GT q = 0 (5.20)

one projects the momentum after each kick by

j+
k = Pjk (5.21)

P = I −G
[
GTM−1G

]−1
GTM−1 (5.22)

Assuming a diagonal mass matrix, the nodal mass can be cancelled out of the fraction.
Furthermore, one may alternatively project the increment to the momentum, i.e. the
forces ∇Vi(q) in equation (5.10). The presented approach, however, also corrects
initial conditions which do not satisfy the hidden constraint. It is equivalent to RATTLE,
i.e. the multipliers λk0 in equation (3.127) are given by

λ0
k =

[
GTM−1G

]−1
GT∆q (5.23)

wherein ∆q is the coordinate increment in a drift phase.

When implementing the projection for nodal restraints, either the partial matrices[
GTM−1G

]−1 and G or the projection matrix P can be computed prior the simulation.
The small size allows the storage of these matrices at the finite element nodes. For
the first variant one must save matrices of dimensions 0× 0 to 3× 3 depending on the
number of restraints; for the latter case the matrix P is 3× 3 for all nodes.

5.5 Estimating the time step length

The critical time step of synchronous schemes in elastodynamics can be estimated
using the CFL condition [38]. Given a one-dimensional space, a rectangular space-
time grid is assumed. Then the spatial force of a linear elastic string (or linear strain)
at a point P may be approximated by a central difference of the displacements at
the neighbouring grid points O and Q, see figure 5.6. The discretization in time is
performed using a central difference of the point P at the current time step, at the next
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Figure 5.6: Domain of dependence for a rectangular space-time grid in one dimen-
sion. At a time t all points in the domain of dependence located on the horizontal line
(time t) must be known. Left: Stable since O, P , Q are required to compute the state
at P ′ and all points between them are in the domain of influence. Right: Unstable.
The state at P ′ depends on more information than given by O, P , Q, i.e. the white grid
points on the bottom do not contribute to P ′, but are in the domain of dependence.

time step P ′ and at the previous time step. The cone of dependence is defined, see
figure 5.6, with its shape depending on the wave speed. The boundary of the domain
of dependence denotes the lines of determination. The state of point P ′ is influenced
by all points which are in the domain of dependence. Stability is ensured if the state of
all grid points inside the domain of dependence, i.e. the generalized coordinates q and
momentum j, is known and used for the computation of the state of P ′.

For the unstable case on the right of figure 5.6, more points than O, P and Q

influence P ′. Consider the grid points at previous times, in particular the grid points
which influence O and Q. Then the horizontal gap between the outer grid points and
the lines of determination is increasing. It is possible that at a certain time in the past
grid points are part of the domain of dependence which are not used to predict the
state in P ′. Therefore, the illustrated case is unstable. The grid can be modified to a
stable scheme by increasing the spatial grid size and/or by reducing the temporal grid
size.

The difference scheme is stable if the CFL condition

c
∆t

∆X
≤ C (5.24)

is satisfied where C denotes the Courant number depending on the difference scheme,
∆X and ∆t the grid spacing, and c the velocity of wave propagation. For Verlet’s
method in one-dimensional space, the Courant number is C = 1.

This result is equivalent to the critical time step obtained from the largest natural
frequency given in equation (3.24). Therefore, one may loosely assume equivalence
between estimating the local wave speed and computing the largest natural frequency
of single finite elements. In fact, one can show [112] that the largest frequencies of
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individual elements ω
(n)
max are an upper bound to the largest natural frequency of the

entire system ωmax

ωmax ≤ max
n

ω(n)
max (5.25)

as being often used to reduce numerical effort [147].

Some commercial software applications determine the wave speed based on ma-
terial parameters [89], for example for a linear elastic material with mass density ρ,
elastic modulus E and Poisson’s ratio ν

c =

√
E(1− ν)

(1 + ν)(1− 2ν)ρ
(5.26)

The characteristic spatial grid size is approximated using the finite element volume V (n)

and element area A(n)

∆X ≈ V (n)

A
(n)
max

(5.27)

A linear stability analysis of asynchronous integrators is very difficult. A stability
analysis was presented for an SDOF system with two asynchronous potential functions
in [65]. The analysis was established by assuming the existence of a macro time step
with synchronous start and end times. This macro time step always exists - it may
cover a time interval which is much larger than the time being simulated. The result
is similar to stability conditions of the r-RESPA multiple time stepping algorithm, see
section 3.7.4. AVIs and multiple time stepping are subject to resonances, i.e. time
steps of one potential being equal to a specific multiple of the natural period of another
potential. Resonances may appear at different time step sizes while stable intervals
exist in between. Furthermore, a resonance which appears in a small spatial region
of a large mesh may not immediately lead to a sudden growth of the phase space
variables. This problem may simply lead to permanent energy growth with a small
energy jump whenever the resonance appears.

When estimating the critical time step in asynchronous variational integration, one
is not interested in the bounds of all stable intervals between resonances. Of more
importance is the estimation of the smallest time step leading to resonances. Given
isoparametric finite elements the critical time step can be estimated using elemental
eigenvalues [158]. This strategy gives a good estimate, but nevertheless authors report
that instabilities may sometimes appear for specific problem configurations [65].

Using finite elements with continuous assumed gradients it is not possible to com-
pute an elemental natural frequency. This is because an elemental stiffness matrix
does not exist. For general material laws and general finite element types a prediction
of the wave speed and of the suitable grid size parameter leads to numerous case
studies. A general methodology is required. Two strategies are proposed:

Local modal analysis A local eigenvalue problem is solved for each interpolation
point of the continuous assumed gradient field, i.e. at each spatial integration point.
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Solve the local eigenvalue problem

∇2VA(q0)v = λmAv (5.28)

at integration pointA, wherein∇2VA denotes the local initial stiffness, v the eigenvector,
λ the eigenvalue and mA the mass of the integration point

mA = ρAWA (5.29)

determined from the mass density ρA and the integration weight WA.

The largest eigenvalue can be easily obtained by the power iteration, see algorithm
5.7. Notice, the stiffness matrix ∇2VA is very sparse. It is usually stored in a column-
wise layout. The matrix-vector product y = ∇2VAx can still be computed efficiently
by assuming symmetry, i.e. one multiplies all nonzero components of the i-th column
with the j-th element of x to obtain the i-th element in y. The vectors can be stored in
dense format. Although many degrees of freedom may be allocated, the vector norm
of y is computed efficiently since all non-zero components of y can be determined as
the non-empty column indices of the local stiffness matrix.

The critical time step is then estimated from

∆tA ≤
2√

maxλA
(5.30)

An interpretation in terms of CFL is given in figure 5.8. The current front of all nodes
which influence the spatial integration point A must cut the cone of dependence. In
order to perform the kick of potential VA one has to drift all influencing nodes to the
desired time tjA. Then the kick takes place and the momentum and coordinates of all
influencing nodes are determined. According to CFL the state of all nodes influencing
this operation must have been determined previously. That means that all adjacent
integration points which are dependent on at least one of the influencing nodes of A
must not be propagated with a larger time step than the time step length being critical
for A. This cross-check must be done additionally.

Create a counter k := 0

Create a randomly set initial vector v0

Normalize the initial vector v0 := v0/ ‖v0‖
K = ∇2VA/mA

while not converged do
yk = Kvk
λk = vTk yk
vk+1 = yk/ ‖yk‖
k := k + 1

end while

Figure 5.7: Power iteration
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Wave speed Another strategy is directly estimating the wave speed using material
parameters. The wave speed is estimated by

c =

√
λ

ρ
(5.31)

where λ is the maximum eigenvalue of the initial tangential material tensor and ρ the
mass density. The characteristic spatial grid size is approximated by the cubic root of
the volume VA which is associated with the A-th spatial integration point, i.e

∆X = (VA)
1
3 (5.32)

Then the critical time step is estimated via

∆tA ≤
∆X

c
(5.33)

Examples show, however, that this estimator is not always conservative.

The presented strategies for estimating the critical time step are necessary, but not
always sufficient. This is in agreement with other authors analysing the stability of
multiple time stepping schemes in FEM [43,65]. Therefore, the critical time step length
∆tA is associated with a scalar parameter β defining a ”safety factor”

hA = β∆tA, 0 < β < 1 (5.34)

Numerical experiments show that for linear elasticity values up to β ≤ 0.9 may render
a problem stable, while the same problems using a geometrically nonlinear strain for-
mulation often need β ≤ 0.6. Furthermore, the total simulation time influences stability.
The appearance of resonances can not be entirely avoided, but their impact is negli-
gable during reasonable small simulation times. For long term simulations, the tested
examples were stable and reasonable accurate for β = 0.5.

X

t

A

domain of dependence

front

drift of
influencing nodes

Figure 5.8: Domain of dependence in asynchronous integration.
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5.6 Example: Asynchronous integration of a cantilever
beam

5.6.1 Model problem

Consider a cantilever beam with square cross section as illustrated in figure 5.9. The
geometry is defined by L = 100, B = H = 10. The material is linear elastic and defined
by elastic modulus E = 30 × 103, Poisson’s ratio ν = 0 and mass density 2400 × 10−9.
The geometrically nonlinear Green-Lagrange strain tensor is used.

The beam is discretized by 10n× n× n 8-noded brick elements where n is a mesh
parameter. As finite element formulation the continuous assumed gradient element
C3D 8N 27C is used, see figure 4.15 in section 4.8.5. The element sizes are chosen
to vary along the x-axis. The element sizes are small at the support and large at the
beam’s free side. The x-coordinates of the finite element nodes are given by Xi =

L
(

i
10n

)2 where i is a node index i ∈ [0, 10n]. The mesh is illustrated in figure5.10

The initial conditions are given by zero displacements q0 = 0 and an ’angular veloc-
ity’ ω = 180 around the beam’s left end, i.e. vyA,0 = −ωXA with node A and coordinate
horizontal XA.

5.6.2 Benchmark against synchronous time stepping

This example compares the efficiency of asynchronous integration with standard meth-
ods. Velocity Verlet is used as reference solution. Therein, only one restoring force
evaluation is implemented (the end step force vector is temporarily stored and used
as start step force in the subsequent time step). By doing so, the numerical efficiency
is comparable with the asynchronous Euler method with only one force evaluation per
step. The critical time step is estimated by modal analysis of the initial stiffness matrix.
A safety ratio ∆t = 0.5∆tcrit is chosen. The critical time step of the asynchronous
scheme is estimated using local modal analysis, see equation (5.30). The same safety
factor is applied. Interestingly, the local estimation leads to a smallest time step which
is approximately half as large as the time step used in the reference solution. Increas-

H

L

v = ωL

Figure 5.9: Geometry of a cantilever beam
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Figure 5.10: Mesh of a cantilever beam

ing the safety factor such that the smallest time step equals the one used in Verlet,
however, may lead to an unstable solution.

Three methods are compared:

1. standard Velocity Verlet,

2. asynchronous Euler with constant step sizes.

3. Furthermore, the asynchronous algorithm is used to emulate the standard Euler
by setting all time steps to the smallest time step found in the system. There-
fore, the algorithm becomes synchronous. By comparing this strategy with stan-
dard Verlet one can measure the computational overhead introduced by the asyn-
chronous procedure (maintaining the queue, numerous drifts, etc.).

A simulation time interval of T = 0.005 is used. The total cpu times for the three
methods are illustrated in figure 5.11. There is a linear relation between the cpu time
and the mesh size for all tested methods. This is a very important observation, since it
means that the overhead of the asynchronous scheme does not grow at a different rate
as the effort due to a smaller critical time step. For the tested cases, the asynchronous
scheme was faster than standard Verlet by a factor of 4 . . . 6 with increasing magnitude
for larger meshes.

The overhead of the asynchronous procedure is approximately given by a factor of
8 compared with the standard scheme. This factor can be computed by relating the
simulation times of both schemes to the different time step sizes being actually used.

The critical time steps are given in figure 5.12. The critical time step of standard
Verlet is shown in the left subfigure. The time step of the synchronous setting of the
asynchronous algorithm is computed from the minimum critical time step in the center
subfigure. The center and right subfigures compare the step size strategies given by
equations (5.30) and (5.33). Equation (5.30) leads to a more efficient scheme being
measured by the average time step in the system. The time step sizes from equation
(5.33) can be directly related to the actual sizes of finite elements in the structure. One
may assume that the latter strategy is more conservative, but this is not true: The rate
by which the minimum critical time step in the system decreases with increasing mesh
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size parameter n is smaller than the rate of the critical time step of standard Verlet. For
the case n = 16 the minimal estimated critical time step using equation (5.33) is more
than twice as large compared with standard Verlet. Therefore, the scheme becomes
unstable.
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Figure 5.11: Comparison of total cpu time using standard Verlet, AVI and AVI with
synchronous time step for different mesh size parameters.
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Figure 5.12: Critical time steps computed by different methods for different mesh
size parameters. Top: standard Verlet using modal analysis of the complete system.
Bottom left: AVI using modal analysis of local properties. Bottom right: AVI using a
rough wavespeed estimation.
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5.6.3 Equally distant nodes

By changing the mesh generation scheme one may create a worst case scenario for the
efficiency of asynchronous integrators. Now, each finite element is a cube with uniform
edge length 10/n. The computing times of standard Verlet and the asynchronous case
are presented in figure 5.13 for different mesh size parameters. Obviously, the standard
method outperforms the asynchronous scheme. This is because there is almost no
benefit due to a broad deviation of the critical time step size. For example, given a
mesh size parameter n = 8, the standard integrator obtains a critical time step of
hcrit = 9.238 × 10−6. The asynchronous scheme obtains the interval hcrit ∈ [7.870 ×
10−6, 1.113 × 10−5] with an average of havgcrit = 1.033 × 10−5. Clearly, there is almost no
deviation of the critical time step within the spatial domain. Its average value is very
close to the one of the standard method. Considering the additional computational
effort of the asynchronous algorithm, this results in a less efficient scheme.

This example shows that, although there may be great benefits in numerical effi-
ciency when applying AVIs to certain models, the contrary may happen when applied
to other models. Even if some of the numerical overhead can be eliminated, it is un-
likely that AVIs may outperform standard Verlet in this example.
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Figure 5.13: Comparison of total cpu time using standard Verlet and AVI for different
mesh size parameters with equidistant nodes (worst case).





Chapter 6

Variable step size integration

6.1 Introduction

Variable time steps may be a useful tool to improve stability and accuracy of time step-
ping schemes. Target problems are systems where nonlinear effects lead to stiffening,
for example penalty regularization of inequality constraints, highly nonlinear potential
functions, stiffening due to geometrical nonlinearities in elasticity, etc.

Variable time steps based on variational integration were successfully applied in a
symplectic-energy-momentum scheme [158] being presented in the synchronous and
asynchronous context. The approach generates, however, at certain points in time
equations which are not solvable destabilizing the solution. General time transforma-
tions involving a regularizing time step function may be a better choice. The deriva-
tion of such time step regularizations within the variational framework is presented in
this chapter. Since accurate stability intervals of asynchronous integrators are hard
to obtain, the application of variable time steps may be a way to improve stability the
method. Therefore, the concept of temporally adaptive time steps is extended to the
asynchronous context.

The outline of this chapter is as follows: First, an explicit symplectic energy mo-
mentum scheme is derived in section 6.2. The derivation of this variational integrator
is simplified by application of the Hamilton-Pontryagin principle. It is extended to ar-
bitrary time transformations in section 6.3. In order to prepare variable time steps
in asynchronous integration explicit integrators are reinterpreted as kick and drift op-
erators which are presented in variational form in the subsequent section. A syn-
chronous/asynchronous algorithmic framework is derived and summarized in section
6.5. Some existing approaches to time step regularization are listed in section 6.6.
Time step functions which seem suitable for the derived framework are presented in
section 6.7. A simple solution procedure of the generated system of equation is pre-
sented. Examples are provided in section 6.8 which illustrate the potential advantages,
but also problems and limits of variable time step methods.

153
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6.2 Explicit symplectic energy momentum integration

A synchronous explicit symplectic energy-momentum integrator is obtained by using an
Euler scheme for the integration of the potential action and by introducing the boundary
times of the time elements as individual variables. Then, the bounding times t+k and
t−k+1 are considered as additional “coordinates” and their continuity among adjacent
time elements is ensured by a constraint equation with Lagrange multiplier wk.

The elemental action writes

Sdk =jk
T q+

k − jk+1
T q−k+1 + wk

T t+k − wk+1
T t−k+1

+
1

2
(
t−k+1 − t

+
k

) ∥∥q−k+1 − q
+
k

∥∥2

M
−
(
t−k+1 − t

+
k

)
V
(
q+
k , t

+
k

)
(6.1)

For notational simplicity, the time step length can be eliminated from the kinetic
action. The Hamilton-Pontryagin principle is incorporated with momentum p(t) and
velocity v(t) which are defined as functions being constant within the time element and
outside 0. Then one arrives at

Sdk =jk
T q+

k − jk+1
T q−k+1 + wk

T t+k − wk+1
T t−k+1

+
(
−Hd

k

) (
t−k+1 − t

+
k

)
+ pk

T
(
q−k+1 − q

+
k

)
(6.2)

Hd
k =pk

Tvk −
1

2
vk
TMvk + V

(
q+
k , t

+
k

)
(6.3)

with discrete HamiltonianHd
k . Using this notation, the multipliers wk can be identified as

negative energy. They represent the momentum associated with the time coordinates
tk.

Variation leads to

δq+
k : pk =jk −

(
t−k+1 − t

+
k

)
∇V

(
q+
k , t

+
k

)
δq−k+1 : jk+1 =pk

δvk : vk =M−1pk

δpk : q−k+1 =q+
k +

(
t−k+1 − t

+
k

)
vk

δt+k : 0 =wk +Hd
k −

(
t−k+1 − t

+
k

) ∂

∂t+k
V
(
q+
k , t

+
k

)
δt−k+1 : wk+1 =−Hd

k (6.4)
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The second last equation from (6.4) implicitly defines the time step length. All other
variables can be determined explicitly and their determination is identical to fixed-step
size Euler. The time step length is obtained from a quadratic equation, i.e.

t−k+1 − t
+
k =− p

2
±
√
p2

4
− q

p =2
−jkTM−1∇V

(
q+
k , t

+
k

)
− ∂

∂t+k
V
(
q+
k , t

+
k

)
∇V

(
q+
k , t

+
k

)T
M−1∇V

(
q+
k , t

+
k

)
q =2

wk + 1
2
jk
TM−1jk + V

(
q+
k , t

+
k

)
∇V

(
q+
k , t

+
k

)T
M−1∇V

(
q+
k , t

+
k

) (6.5)

The following cases can be distinguished:

• ∇V == 0 and ∂
∂t+k

V == 0

Any time step can be chosen without affecting energy conservation and symplec-
ticity. If the selected time step is too large, however, the stability limits induce a
large error and subsequent time steps may be very small or not solveable. If the
selected time step is too small, the time step length of subsequent time steps
may be very small as well which reduces numerical efficiency of the scheme.

• ∇V == 0 and ∂
∂t+k

V 6= 0

The SEM condition becomes linear in the time step length. Depending on the
energy rate, a time step can be chosen which is beyond stability limits.

• p2

4
− q < 0

There exists no solution.

• t−k+1 − t
+
k ≤ 0

A nonpositive time step must be avoided. There exists no feasible solution.

• else
No special considerations.

If no feasible solution exists, one has to chose some time step length. In such a case,
the integrator is not symplectic. Furthermore, the stability of the scheme is not guaran-
teed for the current step, since a heuristic selection of the time step length is identical
to a change to another integrator.

The unsolvability of SEM integration is not restricted to the Euler method. Authors
reported this problem quite often, for example [118, 158, 238]. Shibberu applied the
SEM scheme to the implicit midpoint rule and found some stabilizing inequality con-
straints [238]. In many cases, the time step length selection in case of infeasible so-
lutions is considered as not crucial, though the considered examples were integrated
with very small time step lengths [158].
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6.3 Time transformations

Synchronous SEM integration can be interpreted by a time transformation. Introduce
a fictitious time α, such that the discrete Lagrangian becomes

Ldk =

∫ α−
k+1

α+
k

L

(
qk(α),

∂qk(α)

∂α

∂α

∂t
, tk(α)

)
∂t

∂α
dα (6.6)

A common choice is α+
k = 0, α−k+1 = 1, ∂tk/∂αk = hk with time step length hk. The time

tk becomes an individual function of fictitious time α. Numerical methods integrating
the transformed system will compute a solution not only for q, but also t. The fictive
time step length is now α−k+1 − α

+
k = 1. Therefore, the phase space is extended by the

time variable, such that

Qk =

(
qk
tk

)
, Jk =

(
jk
wk

)
(6.7)

The discrete elemental action writes

Sdk = Ldk + Jk
TQ+

k − Jk+1
TQ−k+1 (6.8)

Since exact determination of a time step is not always possible in SEM methods,
one may chose a regularization for the time step such that it becomes solvable for any
configuration. Apply a Sundman-Poincaré transformation

∂tk

∂α
= sk(α, q

k(α), q̇k(α)) (6.9)

For simplicity, the scaling function sk is usually assumed to be constant during a time
step and replaces the time step length hk.

In the discrete setting, let the scaling function be a function of the momentum pk
and the left boundary coordinate q+

k . The left boundary coordinate is chosen in order
to stay explicit with respect to the potential energy. In the context of the SEM-Euler
method utilizing the Hamilton-Pontryagin principle, one has to add the following term
to the right hand side of equation (6.2)

µk
(
t−k+1 −

(
t+k + sk

(
q+
k , pk

)))
(6.10)
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That means, the elemental action of the SEM method is subject to a constraint (with
multiplier µk) which enforces the time step length to be equal to the scaling function sk.
Variation leads to

δq+
k : pk =jk −

(
t−k+1 − t

+
k

)
∇V

(
q+
k , t

+
k

)
− µk

∂

∂q
sk
(
q+
k , pk

)
δq−k+1 : jk+1 =pk

δvk : vk =M−1pk

δpk : q−k+1 =q+
k +

(
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+
k

)
vk + µk

∂
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(
q+
k , pk

)
δt+k : µk =− wk −Hd

k +
(
t−k+1 − t

+
k

) ∂

∂t+k
V
(
q+
k , t

+
k

)
δt−k+1 : wk+1 =−Hd

k − µk
δµk : t−k+1 =t+k + sk

(
q+
k , pk

)
(6.11)

The equations are similar to those of SEM Euler, but the steps to solve the system
of equation change significantly. Given the momentum pk, one can explicitly solve for
jk+1, then vk, µk, q−k+1, wk+1 and t−k+1. In order to solve pk one has to eliminate the time
step length and the multiplier µk from the conditional equation, i.e.

pk =jk − sk
(
q+
k , pk

)
∇V

(
q+
k , t

+
k

)
− ∂

∂q
sk
(
q+
k , pk

)
·(
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2
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TM−1pk − V
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k , t

+
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)
+ sk

(
q+
k , pk

) ∂

∂t+k
V
(
q+
k , t

+
k

))
(6.12)

This equation is usually nonlinear in pk and must be solved iteratively.

When compared with the standard Euler method, the derivation shows why an ad-
hoc adaptation of time steps may lead to unstable time stepping. In order to stay sym-
plectic when varying the time step length, one must add the terms −µk ∂

∂q
sk
(
q+
k , pk

)
and

µk
∂
∂p
sk
(
q+
k , pk

)
to the increments of momentum and coordinates, respectively. This is

equivalent to integrating an alternative system with modified Hamiltonian Ĥ = s(H+w)

with the fixed-step size Euler and step size 1. In other words, the symplectic variable
time step Euler is equivalent to the discrete Hamiltonian equations

Qk+1 =Qk +
∂Ĥd

k (Qk, Jk+1)

∂Jk+1

Jk+1 =Jk −
∂Ĥd

k (Qk, Jk+1)

∂Qk

Hd
k (q, j) =

1

2
jTM−1j + V (q)

Ĥd
k (Q, J) =sk(q, j)

(
Hd
k (q, j) + w

)
(6.13)
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6.4 Variational kick and drift operators

When combining variable time steps and asynchronous integrators, an interpretation
of explicit schemes in terms of kick and drift operators is helpful.

Define the kick operator which changes the momentum as

ΦK
h : (q, p)→ (q, p− h∇qH(q, p)) (6.14)

and the drift operator

ΦD
h : (q, p)→ (q + h∇pH(q, p), p) (6.15)

which solves the motion with assumed constant velocity. Using these notations, the
Velocity Verlet scheme can be written as ΦV V

h = ΦK
h/2 ◦ ΦD

h ◦ ΦK
h/2. Its leapfrog repre-

sentation becomes ΦLF
h = ΦD

h/2 ◦ΦK
h ◦ΦD

h/2. The symplectic Euler can be expressed as
ΦE
h = ΦD

h ◦ ΦK
h .

In order to derive the kick and drift operators from a variational principle, two sub-
sequent time elements are used, see figure 6.1. The length of the first element is
infinitesimal small. For both elements, the potential energy is integrated using a single
integration point located at the left boundary of the first element. The time between

t t

q(t) q(t)

θ−k θ+k θ−k θ+k θ
−
k+τ θ

+
k+τθ−k+1 θ+k+1 θ−k+1 θ+k+1∫

V (q)dt

∫
V (q)dt

element k
drift

k-1 k+1 element k

kick

Figure 6.1: Variational kick and drift elements. Element k is split into kick and drift.
V (q) is integrated with one integration point per element, both located at q+

k . The kick
is of infinitesimal duration.
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both elements is denoted by the index k + τ . Then the elemental actions using the
Hamilton-Pontryagin principle are defined by

Sdk =jk
T q+

k − jk+τ
T q−k+τ −H

d
k

(
t−k+τ − t

+
k

)
+ pk

T
(
q−k+τ − q

+
k

)
Sdk+τ =jk+τ

T q+
k+τ − jk+1

T q−k+1

−Hd
k+τ

(
t−k+1 − t

+
k+τ

)
+ pk+τ

T
(
q−k+1 − q

+
k+τ

)
Hd
k =pk

Tvk −
1

2
vk
TMvk + V

(
q+
k , t

+
k

)
Hd
k+τ =pk+τ

Tvk+τ −
1

2
vk+τ

TMvk+τ + V
(
q+
k , t

+
k

)
(6.16)

Variation of the sum of both elemental actions leads to the following equations:

δq+
k : pk =jk −

(
t−k+1 − t

+
k

)
∇V

(
q+
k , t

+
k

)
δvk : vk =M−1pk

δpk : q+
k+τ =q−k+τ = q+

k +
(
t−k+τ − t

+
k

)
vk

δq−k+τ : jk+τ =pk

δq+
k+τ : pk+τ =jk+τ

δvk+τ : vk+τ =M−1pk+τ

δpk+τ : q−k+1 =q+
k+τ +

(
t−k+1 − t

+
k+τ

)
vk+τ

δq−k+1 : jk+1 =pk+τ (6.17)

With limt−k+τ>t
+
k

(
t−k+τ − t

+
k

)
→ 0 and lim

(
t−k+1 − t

+
k+τ

)
→ t−k+1 − t+k one finds the kick

and drift operators ΦK
h : (q+

k , jk) → (q−k+τ , jk+τ ) and ΦD
h : (q+

k+τ , jk+τ ) → (q−k+1, jk+1) with
h = t−k+1 − t

+
k .

6.5 Asynchronous variable time steps

From the synchronous variable step size methods one can see that right-boundary co-
ordinates and momenta are dependent on the energy error within the considered time
element. When applied to asynchronous settings then this dependency may create an
implicit relation between pk and pk+1 in the k-th time element. This situation, where fu-
ture variables are required to compute the variables at present, must be avoided when
constructing the time stepping scheme. Particular care must be spent regarding the
start from a synchronous initial condition. How this can be achieved, is presented in
this section.

For each potential Vi one may define individual variable sets for the evaluation times
{tji , j = 0, . . . , Ni} and associates an individual time step function si(q, p). The time step
function defines the time step length hji between the evaluation times tji and tj+1

i . In
order to stay explicit in q one may chose

hji = sji

(
q+
K(i,j), pK(i,j)

)
(6.18)



160 Chapter 6. Variable step size integration

The time stepping scheme is interpreted as a sequence of pairs of kick and drift
operators, see figure 6.2. The drift operators propagate the solution assuming constant
velocity between all θk. Every tji /θk is associated with a kick operator which modifies
the momentum and determines the next time tj+1

i where Vi is evaluated. Each kick
operator is followed by a drift. If two or more potentials have equal evaluation times, for
example at the beginning where all potentials are synchronous, then the drift operators
between the evaluation times are of infinitesimal length. This is equivalent to having
kick operators being successively applied before the next drift of finite time length takes
place. The order in which synchronous kicks take place is predefined and subject
to properties of the potential, for example largest wave speed or largest force. That
means, even if the numerical value of two tji is equal, an ordering tj

1

i1 < tj
2

i2 or tj
1

i1 > tj
2

i2

is assumed if i1 6= i2. As a consequence, if n potentials are synchronous at a time θk
then one assumes the existence of n individual times θk+l = θk + 2l|τ | with lim τ → 0

and l = 1, . . . , n. Before θk and after θk+n a drift of finite time takes place. Between
the individual θk+l kicks and drifts of infinitesimal length are applied according to the
respective potential Vi.

The action of each element is defined by

Sdk =Jk
TQ+

k − Jk+1
TQ−k+1 −

(
θ−k+1 − θ

+
k

)
Hd
k + pk

T
(
q−k+1 − q

+
k

)
(6.19)

Hd
k =pkvk − vkTMvk +

∑
i

Vi

(
q+
K(i,A(k,i))

)
(6.20)

Q =

(
q

θ

)
, J =

(
j

w

)
(6.21)

The phase space is extended by the times θ and their conjugate momenta w. The
discrete Hamiltonian Hd

k is the sum of the current kinetic energy and all potentials Vi
being evaluated at the last position q+

K(i,A(k,i)). The action sum is the sum of all elemental

θ0 θ1

θ4 θ5

kicks potential i1

drifts

kicks potential i3
θ2 θ3 time

kicks potential i2

time

time

Figure 6.2: AVI: kick and drift elements. If Vi1 and Vi2 are synchronous at θ0 then
θ2 = θ1 + limτ→0 τ .
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actions enhanced by conditions to predict the evaluation time steps and the length of
the kick elements

Sd =
N−1∑
k=0

Sdk +
m∑
i=1

Ni−1∑
j=0

µji

(
θ−K(i,j+1) −

(
θ+
K(i,j) + sji

))
+ lim

τ→0,τ>0

m∑
i=1

Ni−1∑
j=0

κji

(
θ−K(i,j)+1 −

(
θ+
K(i,j) + τ

))
(6.22)

The variables tji are considered as substitutes for the corresponding θk. This notion is
used for simplicity, because adding extra constraint equations to couple both variables
would cause even more complexity in the derivation. Also notice, there is only a single
potential Vi active at each time θk. Further, the bounding times of a kick element are
known. Initially, all bounding times are set to zero. During the simulation, the kicks
compute the right boundary of later drift elements. From that the left boundary time of
the adjacent kick element is computed while its right boundary time is always assumed
to be infinitesimal larger than its left boundary time.

Drift Variation leads to the following equations. If θ+
k denotes the begin of a drift

phase then no potential is active and the discrete Euler-Lagrange equations are

δq+
k : pk =jk

δvk : vk =M−1pk

δpk : q−k+1 =q+
k +

(
θ−k+1 − θ

+
k

)
vk

δq−k+1 : jk+1 =pk (6.23)

These equations describe a constant velocity as in the fixed step size synchronous
case. They are obtained from the derivates for q+

k , vk, pk and q−k+1 (in the respective
order). The times θ are determined by previous kick operators and are not subject to
any drift operator.
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Kick If θ+
k is coincident with the evaluation of the i-th potential, then variation leads to

the following system of equations

δq+
k : pk =jk − µji

∂sji
∂q+

k

− sji
∂Vi

(
q+
k , θ

+
k

)
∂q+

k

(6.24)

δvk : vk =M−1pk (6.25)

δpk : q−k+1 =q+
k + τvk + µji

∂sji
∂pk

(6.26)

δq−k+1 : jk+1 =pk (6.27)

δκji : θ−k+1 =θ+
k + τ (6.28)

δθ+
k : µji =wk +Hd

k − s
j
i

∂Vi
(
q+
k , θ

+
k

)
∂θ+

k

− κji (6.29)

δθ−k+1 : wk+1 =−Hd
k + κji (6.30)

δµji : θ−K(i,j+1) =θk + sji (6.31)

δθ−K(i,j+1) : wK(i,j+1) =µji −Hd
K(i,j+1)−1 (6.32)

δθ+
K(i,j)+1 : wk+1 =−Hd

k+1 (6.33)

lim τ → 0 eliminates vk in (6.26). There exists a coupling between µji and κji which can
only be solved from the discrete Hamiltonian of the (k + 1)-th time element. This is the
reason for the existence of drift elements after each kick. Even when two potentials
are synchronous, then there is a (fictitious) drift element (of sometimes infinitesimal
length) between both kicks. They help to solve κji . The right boundary time of the
drift element was determined from the latest kick of the subsequent potential. The left
boundary time of the drift element is an individual degree of freedom. Its variation leads
to condition (6.33) for wk+1. A drift operator (6.23) of infinitesimal length is the identity
map. Therefore, Hd

k+1 = Hd
k and κji = 0 from equation (6.30). Equation (6.24) implicitely

defines pk which must be solved iteratively. To do this, µji from equation (6.29) and Hd
k

from equation (6.20) are inserted such that pk remains as the only unknown. After
solving pk, all other variables are determined explicitly.

The resulting time stepping scheme is summarized in algorithm 6.3.

The most problematic issues in the construction of variable step size AVIs are: (1)
the definition of a discrete energy which is solved by assuming a discrete Hamiltonian
which is active during the interval of each time element, but which may depend on
coordinates q which lie outside of the element. (2) a step size function methodology
which allows asynchronous time stepping starting from a synchronous setting. If a
single step size function would be used, then an implicit relation between subsequent
time steps would be the result (and in MDOF systems even spatial coupling can occur).
The latter issue was solved by defining individual step size functions for each potential.
Therefore, the step size is subsequently determined for each potential. Time elements
of infinitesimal length (kick+drift) support the start from a synchronous state.
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Set initial conditions q0, j0
Set start times for each potential Vi, t0i = 0, and initial energy errors µ0

i = 0

Set start multiplier to the negative initial energy w0 = −H0.
Create a priority queue of indices i which is sorted for tji in ascending order. If mul-
tiple times are equal, additional conditions must ensure uniqueness of the ordering.
Set global time θk := 0

Create global counter k := 0

Create counters for each potential ji := 0

while θk < T do
Take 1st element from priority queue and remember index i and time tj

i

i and last
error µj

i

i .
θk+1 := ti
if θk+1 6= θk then

Perform drift:
hk := θk+1 − θk
qk+1 := qk + hkM

−1jk
jk+1 := jk
Update state:
k := k + 1

end if
Perform kick:
Compute discrete Hamiltonian Hd

k−1 of the last time element (if k = 0, take H0).
wk := −Hd

k−1 + µj
i

i

Solve equation (6.24) for pk
vk := M−1pk
qk+1 from eq. (6.26)
jk+1 := pk
θk+1 := θk
µk from eq. (6.29)
Update state:
Set next evaluation time tj

i+1
i according to eq. (6.31), tj

i+1
i := tj

i

i + sj
i

i

k := k + 1

ji := ji + 1

Reinsert i (i.e. ji, tj
i

i , µj
i

i = µk) into priority queue.
end while

Figure 6.3: AVI with variable time steps

6.6 Example time step functions

In the context of symplectic variable step size integration, a number of scaling functions
has been proposed. Some of them are listed below
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• Arc-length parametrization The basic idea is to establish equidistant steps in
phase space, i.e. ∆ ‖(q, p)‖ ≈ const. This leads to a step size function

s(q, p) = ε
(
pTM−1p+∇qV (q)TM−1∇qV (q)

)−1/2 (6.34)

where the inverse mass matrix is introduced in the norm to enforce equal units.
This step size function was used in [81,100]. Hairer suggested to solve the non-
linear equation for p by introducing the variable β = pTM−1p. Then, the iterative
solver is applied to the solution of the scalar β instead of vector p.

A definition with lower and upper bounds of the time step is suggested in [100].

• q-dependent arc-length Since the Hamiltonian is approximately constant if the
time stepping scheme does not diverge, the step size function in (6.34) can be
replaced by a function which is independent from momentum p. Therein, p was
eliminated using the kinetic energy, i.e.

s(q) = ε
(
2 (H0 − V (q)) +∇qV (q)TM−1∇qV (q)

)−1/2 (6.35)

Numerical experiments [81] give nearly identical results for the Verlet scheme,
but only as long as the discrete energy is similar to the constant H0. For very
large time steps the true arc-length method seems to be more robust, while the
simplified version becomes unstable.

• Logarithmic scaling The implicit nature of symplectic variable step sizes arises
from the coupling of the gradient of the step size function multiplied with the dis-
crete Hamiltonian. If the step size gradient would have a structure where the
Hamiltonian is in the denominator and the target variables are separable in the
enumerator then the scheme would be completely explicit.

Early approaches in this regard were developed by Mikkola [189]. The modified
Hamiltonian Γdk = sk

(
Hd
k + wk

)
is split into Γ = Γ0 + Γ1. The choice of sk then

depends on the structure of Hd
k and must lead to a splitting which is separable

into momenta p and coordinates q. The presented method is, however, tuned to
the Keplerian equation.

In N-body problems of astrophysics and molecular dynamics the gravitational
potential grows to infinity as relative distances approach zero. This behaviour
is equivalent to collisions which are employed by a penalizing energy potential.
Then, a scaling function in the form s = ε (V (q))−β may be used which reduces
the time step near singularities where β is some parameter [191].

The inverse potential energy approach was combined with the splitting approach
and applied to more general systems of the form H(q, p) = V (q) + T (p) in [190].
It is observed that the modified Hamiltonian Γ = s (H −H0) is zero along the true
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solution, but generally not separable. The idea is to integrate an alternative sys-
tem with identical exact solution, that is with modified Hamiltonian Γ̃ = log (1 + Γ).
Given a scaling dα = V (q)dt with fictive time α, one obtains for s = dt/dα

s(q, p) =
1

T (p)−H0

Γ̃ = log (T (p)−H0)− log (V (q)) (6.36)

This transformation was successfully applied to a Keplerian multi-body system.

• Generalized logarithmic scaling In [20,214] a generalization of the logarithmic
transformation was employed. The used time step function is

s(q, p) =
f (T (p)−H0)− f (−V (q))

H(q, p)−H0

(6.37)

with f(u) being some function with f ′(u) > 0. The choice f(u) = log(u) gives
Mikkola’s method. Since the scaling function may be ill-conditioned (denominator
close to zero), the time step length can be approximated via s ≈ f ′(−V (q)). The
Hamiltonian to solve is

Γ̃ = f (T (p)−H0)− f (−V (q)) (6.38)

which is separable such that explicit integrators can be applied. The following
basis functions are proposed for the Kepler problem [214]

f(x) =

 ε
1−γx

1−γ if γ 6= 1

ε log x if γ = 1
(6.39)

• SEM integration The asynchronous SEM Euler scheme is obtained if one inter-
pretes sji in equations (6.24)-(6.33) in terms of a variable instead of a function.
Then, the action sum is derived for sji to obtain an additional conditional equation,
that is

µji = 0 (6.40)

The resulting scheme preserves the discrete energy, but inherits all solution prob-
lems of its synchronous counterpart.

Notice that there exist some nonsymplectic step size strategies which also target
at long-time stability. Such can be applied to time-reversible systems and symmetric
base methods [100,110,253].

6.7 Time step selection and solution

The presented scaling functions were mostly applied to atomic or gravitational systems.
In structural dynamics, however, the requirements of well suited scaling functions may
be different:
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• p-dependent scaling functions must be avoided in the asynchronous set-
ting. Consider equation (6.26) which defines the modification of coordinates q

in the asynchronous variable step size scheme. The scheme was designed as
a sequence of drift and kick operators, the first performing a constant motion
along a predefined time interval, the latter changing the momentum only. Obvi-
ously, the kick operator must not change the coordinates by definition. Therefore,
∂sji/∂pk = 0.

A p-dependent scaling function indeed leads to wrong results (as shown, for ex-
ample, when applied to linear SDOF oscillators). To illustrate this, consider the
existence of asynchronous potentials Vi, where one of them is always zero, i.e.
V1(q) = 0. Whenever V1 is active one assumes that there will be no change to
the phase space. Application of the arc-length parametrization in equation (6.34),
however, will change the coordinates (but not the momentum) at all tj1. Therefore,
p-dependent scaling functions may be applied to synchronous integrators, but not
to AVIs.

• Stability. Explicit schemes are often applied with a time step close to the sta-
bility limit. In particular, since AVIs exhibit stability criteria which are difficult to
derive, unconditional stability would be a desired side effect of the chosen time
transformation.

• Numerical efficiency of the step size selection is of importance. Ideally, an
explicit determination of the step size is preferred, as in equation (6.37). There is,
however, no method known, which combines the logarithmic scaling with a time
step length s ∝ 1/∇qV (q). At least, any scaling function can be defined such
that it is implicit in p only. Then, the potential energy and its derivatives must be
evaluated only once at the begin of each time step. This iterative nature is very
different from standard implicit integrators, for example midpoint or Newmark,
where the potential energy is evaluated in each iteration step.

The following step size functions seem suitable:

• simplified arclength with lower and upper bounds, equations (6.35)

s(q) = hmin + ε

(
2 (H0 − V (q)) +∇V (q)TM−1∇V (q)

2H0

+

(
ε

hmax − hmin

)2
)− 1

2

(6.41)

• reciprocal force with lower and upper bounds

s(q) = hmin + ε

(
∇V (q)TM−1∇V (q)

H0

+

(
ε

hmax − hmin

)2
)− 1

2

(6.42)
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• reciprocal potential energy with lower and upper bounds

s(q) = hmin + ε

(
V (q)

H0

+

(
ε

hmax − hmin

)2
)− 1

2

(6.43)

• logarithmic scaling with lower and upper bounds, equation (6.37)

s(q) = hmin + ε

(
V (q)

H0

+
ε

hmax − hmin

)−1

(6.44)

The smaller the parameter ε, the smaller is the time step in case of a large potential
energy. hmin and hmax define lower and upper bounds to the time step. The time step
bounds ensure that the denominator is nonzero. Notice, external forces and forces
arising from constraint equations are included in V (q) and ∇Vi.

Equation (6.24) leads to the quadratic equation

0 =
1

2
pTkM

−1pk∇sji + pk + p0
k (6.45)

p0
k =− jk +

(
wk + Vi

(
q+
k , θ

+
k

)
+∇tVi

(
q+
k , θ

+
k

))
∇sji + sji∇qVi

(
q+
k , θ

+
k

)
(6.46)

By introduction of the scalar variable β = pTkM
−1pk this equation can be solved effi-

ciently. To do so, the variable pk is moved to the left hand side in equation (6.45). Then
the ‖ ◦ ‖M−1-norm is taken and squared, i.e.

β =

(
1

2
β∇sji + p0

k

)T
M−1

(
1

2
β∇sji + p0

k

)
=

1

4

(
∇sji

)T
M−1∇sjiβ2 +

(
∇sji

)T
M−1p0

kβ +
(
p0
k

)T
M−1p0

k (6.47)

There generally exist two solutions. The solution which makes the absolute value of
the energy error

|µk| =
∣∣∣∣wk +

1

2
β + Vi

(
q+
k , θ

+
k

)
+∇tVi

(
q+
k , θ

+
k

)∣∣∣∣ (6.48)

minimal is chosen if both are feasible. Negative β are not allowed. In the implementa-
tion, the special case

(
∇sji

)T
M−1∇sji = 0 must be considered which makes equation

(6.47) linear. If there exists no solution, then the nonsymplectic update (where one
assumes ∇sji = 0) of the momentum is chosen.

When compared with the SEM Euler method, similar problems arise in the solution.
In both cases, a scalar quadratic equation must be solved which is not possible under
certain conditions. There are a few advantages of the regularization over the SEM
approach, though:

1. If no solution is possible, there exists at least a reasonable guess for the time step
length. The quadratic equation is used in SEM to obtain the time step length, but
here it determines the perturbation to the Euler scheme which makes it symplectic
in the presence of variable time steps.
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2. Examples show that the number of nonsymplectic updates grows with the initial
time step length. In SEM integration, the solvability depends on the phase space
variables.

6.8 Examples

6.8.1 Synchronous integration of a single degree of freedom sys-
tem with variable step sizes

Time step regularization applied to a nonlinearly constrained oscillator

This example applies the synchronous Euler method to a linear oscillator with Lagrange
function

L(q, q̇) =
1

2
q̇2 − 1

2
q2 (6.49)

with q0 = 0 and q̇0 = 1. The critical time step is hcrit = 2. The system is subject to a
unilateral constraint

g(q) = −q − 0.5 ≤ 0 (6.50)

which is associated with a quadratic penalty function

G(q) =

{
0 if q > −0.5

1
2
ρg(q)2 else

(6.51)

being added to L(q, q̇) and ρ = 10.

Small time step and soft penalty Let test the accuracy given a small initial time step
length h0 = 0.02 and a simulation time T = 100. The adaptive methods are defined by
hmax = h0, hmin = 10−5hmax, ε = 0.01. Table 6.1 illustrates the maximum error in energy
and the number of time steps being used. It also presents the actually used minimum
and average time step lengths.

constant eq. (6.41) eq. (6.42) eq. (6.43) eq. (6.44)

maxt |H(t)−H0|/H0 0.0517 0.0070 0.0082 0.0147 0.0126
number of steps 5000 13062 10017 8031 9428
mint h(t) 0.2 0.0033 0.0033 0.0089 0.0066
mean h(t) 0.2 0.0089 0.0099 0.0124 0.0106

Table 6.1: Accuracy of variable synchronous time steps applied to a nonlinearly con-
strained oscillator h0 = 0.02, ρ = 10
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All variable time step methods improve the accuracy compared with constant time
steps. Using the constant time step method with smaller step size (h0 = 0.01, number
of steps = 10000) still leads to a significantly larger error in energy of 0.0257. In this
example, the inverse force norm (6.42) needs attention since it leads to a very small
error while increasing the number of used time steps to a moderate size.

Large time step and stiff penalty Let us modify the example. A time step closer to
the critical step size is used, h0 = 1. The violation of the constraint can be reduced by
increasing the penalty paremeter, ρ = 100. The constant-step size method turns out
to be unstable. The error and efficiency results of the variable schemes are shown in
table 6.2

In this case, the adaptation of the time step must ensure stability, not only accuracy.
The only method which guarantees both is the simplified arc-length method. But this is
done on cost of efficiency. Although its error is greater than in table 6.1, the number of
time steps is increased. Interestingly, the maximum used time step length is not given
by hmax, but is much smaller. In practice, it may be difficult to tune the efficiency of the
method. Sometimes one is looking for a stable method which requires a small number
of time steps. What is common for all methods is that once the error is very large, the
used time step is further decreased (one could, for example, use a time step h0 > hcrit
and a larger initial velocity to verify this). This happens for the logarithmic scaling
(6.44). Once numerical instability occurs, a further growth of the error is prevented by
reducing the time step to very small values leading to an inefficient scheme. Still, the
total simulation is very inaccurate due to the very large errors in the first time steps. A
compromise of efficiency and accuracy is given by the scaling function (6.43).

Using this example, the ability of variable time steps to improve accuracy, stabil-
ity and efficiency when applied to highly nonlinear potential functions is shown. The
compared step size functions exhibit a different behaviour with respect to these three
properties.

eq. (6.41) eq. (6.42) eq. (6.43) eq. (6.44)

maxt |H(t)−H0|/H0 0.1668 26.407 13.445 39.393
number of steps 13403 13055 5261 70463
mint h(t) 0.0010 0.0002 0.0026 0.0003
maxt h(t) 0.0100 1 1 1
mean h(t) 0.0074 0.0076 0.0190 0.0014

Table 6.2: Accuracy of variable synchronous time steps applied to a nonlinearly con-
strained oscillator h0 = 1, ρ = 100
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SEM Euler applied to a linear oscillator

This example applies the synchronous SEM Euler method to a linear oscillator with
Lagrange function

L(q, q̇) =
1

2
q̇2 − 1

2
q2 (6.52)

with q0 = 0 and q̇0 = 1. The critical time step is hcrit = 2, the initial time step is chosen
to be h0 = 0.4.

First, the standard SEM Euler method is tested, see equations (6.4) in section 6.2.
Whenever the equations are not solvable or if an infeasible time step is obtained, then
the initial time step is chosen. Surprisingly, this strategy is better than chosing, for
example, some very small ”minimal” time step length or hcrit which may lead to an un-
stable scheme. The trajectory q(t) and the computed time step sizes h(t) are presented
in figure 6.4.

The times where ill-conditioned equations appear are almost all times with q(t) →
max /min. They lead to an unstable time stepping scheme. The energy error passes
100% at t = 65. Once, the time step selection computes a time step being larger than
the critical time step (being projected to hcrit). At the end of the simulation the time step
is almost constant because an unsolvable equation appears almost at each time step.

Let us improve the SEM Euler scheme. To this end, the multiplier wk is modified by
a parameter εk

wmodk = wk + εk (6.53)

εk is chosen in such a way that the square root in equation (6.5) becomes zero. The
modification is only applied if the square root would return a complex number. The
modification leads to an energy error in such time elements. It solves the issue of
creating unsolvable equations by the time stepping scheme. It does not, however,
solve the problem of negative time steps. The trajectory q(t) and the computed time
step sizes h(t) are presented in figure 6.5. Obviously the time step selection and the
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Figure 6.4: Synchronous SEM Euler applied to a linear oscillator. Left: q(t), Right:
h(t).
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error in q and energy are greatly improved. Still, the energy error is monotonously too
large at the end of the simulation. The pattern of time step selection also changes
during the simulation.

This example illustrates effects of unsolvable equations in the SEM Euler method.
Two strategies to deal with unsolvable equations are compared. Both exhibit long-
term instabilities due to numerical energy growth. The modified SEM Euler improves
situation considerably compared with the standard SEM scheme. Authors [158], how-
ever, report no problems regarding instabilities due to unsolvable equations. It may be
assumed that the chance of the appearance of such critical points is reduced when
applied to complex structures.

6.8.2 Asynchronous variable time steps applied to a linear oscil-
lator

Let us now apply an asynchronous scheme to the example given in section 6.8.1. Two
asynchronous potential energies are assumed and given by

V1(q) = 0.4V (q), V2(q) = 0.6V (q) (6.54)

An initial step size within the stable domain is chosen. The equivalent initial time
steps for the individual potentials are obtained from an assumed initial synchronous
time step as hi,max = h0hi,crit/hcrit. For example, given an initial synchronous time
step of h0 = 0.2, one obtains equivalent step sizes for the two potentials h0,1 = 0.316

and h0,2 = 0.258. These numbers scale linearly for a different h0. Furthermore, they
define the maximum allowed time step hmax being used by the time step functions in
equations (6.41), (6.42), (6.43). The lower bound for the time step size is defined by
hmin = 10−5hmax. The simulation time is T = 100.

An application of a scaling factor ε = 1 in the step size functions in equations (6.41),
(6.42), (6.43) leads to a scheme where the time step size is nearly constant. This is
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Figure 6.5: Synchronous modified SEM Euler applied to a linear oscillator. Left: q(t),
Right: h(t).
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because the error in energy is quite small and the actual forces are relatively small
compared with the total energy. In order to increase the influence of the state variables
onto the time step selection, the parameter is changed to ε = 0.1.

The different step size functions are implemented using a symplectic update, except
the arc-length parameterization which is not applicable to the symplectic scheme. The
number of kicks and the maximum error in q(t) is given in table 6.3. Different starting
step sizes are used, i.e. h0 = 0.2, h0 = 0.4, h0 = 1.2. For larger time steps, one of the
individual potentials uses a time step being unnegligably larger than the critical time
step of the synchronous system and, therefore, the tested schemes become unstable.

The nonsymplectic arc-length method is listed to show that the effects of missing
symplecticity may lead to large errors in asynchronous integration. In this case, it
exhibits a very large error due to numerical damping and numerical energy growth.

There is no variable step size method available which outperforms the fixed-step
size scheme. Almost all adaptive schemes lead to a significantly larger error for a
similar number of time steps. Only the simplified arc-length method is comparable
with constant step size. This happens because it renders nearly constant step sizes
while all other schemes lead to huge differences in step size length. Furthermore, the
simplified arc-length method is the only method which never reaches the upper limit
of feasible time step sizes. This effect makes it very difficult to estimate the numerical
efficiency prior the simulation. In fact, the measured number of time steps is nearly
insensitive with respect to h0. All the other methods start with hmax and reduce the time
step at regular intervals. Therefore, once an error occured due to a large time step it
cannot be reduced in the forthgoing simulation, but the efficiency will be reduced by
the adaptation. Nevertheless, the adaptation itself seems to reduce accuracy since the
fixed step size method starts with the same step sizes and leads to a smaller error.
Furthermore, sometimes the quadratic equations are not solvable and require a few
nonsymplectic steps as listed in table 6.3. Such incidences lead to an additional error.

The matter of accuracy can be approached by adjusting the parameter ε in the
step size function. To illustrate this effect, the parameter is set to ε = 1 for all time step
functions. Repeating the tests improves accuracy/efficiency of the symplectic schemes
compared with fixed step sizes. The variable step size schemes, however, still are less
performant. One further observation is that the q-dependent arc length method returns
step sizes which are equal for both potentials, i.e. leading to a synchronous scheme in
this test case.

The main purpose of this example is to illustrate variable time steps applied to
a standard case of structural dynamics: Many problems are governed by vibrations
and wave propagation without large nonlinearities. Although examples have shown
that variable time steps may improve accuracy, stability and efficiency in case of very
large nonlinearities, this is not true for linear oscillators. The example presented in
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constant eq. (6.41) eq. (6.42) eq. (6.43) arc-length

h0 = 0.2

maxt |H(t)−H0|/H0 16.6% 5.25% 10.31% 10.5% 96.8%
max. error in q(t) 1.04% 0.08% 1.61% 1.80% 75%
number of steps 2116 6010 3589 3577 919
algorithmic errors - - - - yes

h0 = 0.4

maxt |H(t)−H0|/H0 43.5% 5.57% 103.6% 94.8% 88.7%
max. error in q(t) 6.35% 0.12% 42.2% 19.4% 40%
number of steps 1060 5722 3082 2125 646
algorithmic errors - yes - - yes

h0 = 1.2

maxt |H(t)−H0|/H0 526.4% 5.91% 344.7% 344.1% 513.1%
max. error in q(t) 90.8% 0.10% 110.7% 110.6% 82.6%
number of steps 355 5632 3820 3898 592
algorithmic errors - - - - yes

Table 6.3: Error and efficiency for different step size strategies in AVI applied to a
linear oscillator. Top: h0 = 0.2, center: h0 = 0.4, bottom: h0 = 1.2. Tested are
fixed step size, q-dependent arc-length, inverse force, inverse potential energy and
nonsymplectic arc-length. The table also shows for which settings algorithmic errors
appeared which lead to nonsymplectic updates during the simulation.

this section, however, proves that asynchronous methods with symplectic variable time
step selection may converge to the correct solution.

6.8.3 Limiting cases of variable time steps

Symplectic versus nonsymplectic updates

The example from section 6.8.1 is used and the arc length parametrization is applied
as a time step function. The synchronous case is studied. The trajectory and the time
step sizes are illustrated in figure 6.6. Two methods are tested: variable step sizes
with and without symplectic update. The nonsymplectic version is simply the constant
step size Euler where the step size hk is adapted at each time step. It can be seen
that the nonsymplectic version continuously creates energy and, therefore, is unstable
in long-term simulation. No unsolvable equations were generated by the symplectic
scheme when applied to this example.
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Figure 6.6: Synchronous arc length parameterization applied to a linear oscillator.
Left: q(t), Right: h(t).

Momentum dependent step size function in asynchronous integration

Now apply an asynchronous scheme with arc length parametrization. Two potential
energies are given by

V1(q) = 0.4V (q), V2(q) = 0.6V (q) (6.55)

Both potentials use the same initial time step h0
1,2 = 0.4. The solution of the symplectic

method is shown in figure 6.7. Clearly, the method does not converge. The reason is
the dependency of the time step function on the momentum. The symplectic correction
terms modify, therefore, the coordinates and the momentum. This happens at the end
of the first period, first at t = 3.8 and then at t = 5 moving the trajectory to a wrong
solution. Consider, for example, the case V1(q) = 0 · V (q) and V2(q) = 1 · V (q). One
would assume, that V1 does not contribute to the solution. The symplectic correction
term of the arc length parameterization, however, will change qk even more than in this
example.

Although the accuracy is bad due to asynchronicity, the nonsymplectic version of
the same problem renders at least a nearly correct frequency, see figure 6.8.

Stability for very large time steps

Let us test the behaviour of different time step functions with respect to very large time
steps. The nonsymplectic arc length parametrization is applied to the asynchronous
setting with initial time steps h0 = 20. The resulting trajectory is stable as shown in
figure 6.9. The first time step leads to a very large error which is kept constant in the
subsequent time steps. The computed time steps are within the stable interval [0, 2].

The same setting is applied to the time step function in equation (6.42). The equiv-
alent initial time steps for the individual potentials are obtained from an assumed initial
synchronous time step as hi,max = (h0 · hi,crit)/hcrit being h0

1 = 23.9 and h0
2 = 36.5.
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Figure 6.7: Asynchronous symplectic arc length parameterization applied to a linear
oscillator. Left: q(t), Right: h(t).
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Figure 6.8: Asynchronous non-symplectic arc length parameterization applied to a
linear oscillator. Left: q(t), Right: h(t).

The resulting trajectory is stable as shown in figure 6.10. In opposite to the arc length
method, the subsequent time steps are within the range of the initial step size. As a
result, the error in the trajectory is much larger. The patterns of the time step size and
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Figure 6.9: Stability of arc length parameterization applied to a linear oscillator. Left:
q(t), Right: h(t).
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of the displacement during the simulation are irregular. This is not what one would ex-
pect from a symplectic scheme. In fact, a non-symplectic update was chosen because
equation (6.45) was often not solveable during the simulation for such large time steps.

6.8.4 Variable step size integration of a cantilever beam

The example in section 5.6 is used to illustrate the performance of variable time steps
in asynchronous integration of multiple degree of freedom systems. The mesh size
parameter is chosen to be n = 3, see figure 5.10. Compared are: constant time
step, SEM Euler (same procedure as in section 6.2) and one scaling function given by
equation (6.43) (inverse energy).

Alternative time step functions turned out to be unsuitable: First, when trying equa-
tion (6.42) (inverse force), a test simulation with end time T = 0.6×10−3 was performed
and the scaling parameter ε was adjusted such that approximately the same number
of total time steps was required for AVIs with time step function (6.43). Extending
the total simulation time to T = 0.02 leads to phase states with large strain energy
and the generated time step sizes become extraordinary small. Furthermore, a sym-
plectic mapping requires the assembly of tangential stiffness matrices at each time
step which additionally decreases efficiency. Second, an adoption of the simplified arc
length parametrization (6.41) leads to nearly constant time steps because the spatial
weights of the individual potentials are small compared with the complete structure.

The total simulation time is chosen to be T = 0.02. The reference solution is given
by the synchronous Euler method with the same time step length as the smallest one
in the asynchronous simulation. When comparing the energy, it is evaluated as exact
value H(q(t), p(t)) at 100 times within the simulation interval. This is in contrast to
the energy condition in energy-preserving integration which is based on the discrete
energy being evaluated at asynchronous times.
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Figure 6.10: Stability of a symplectic regularization applied to a linear oscillator using
step size function (6.42). Left: q(t), Right: h(t).
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Synchronous symplectic Euler

The starting step size is chosen to be h0 = 0.5hcrit = 4.94624 · 10−7. The parameters
of the scaling function are set to hmax = h0, hmin = 10−5hmax and ε = (hmax − hmin)/5.
When using the SEM scheme, the initial time step is chosen whenever an unsolvable
equation is generated. The relative error in energy, required number of time steps and
the used cpu time are presented in table 6.4. The variable step size methods increase
both, cpu time and accuracy. The symplectic time step regularization exhibits a sig-
nificantly smaller error in energy than the nonsymplectic method. The number of time
steps is nearly equal, but the computational effort is increased in order to compute the
symplectic correction terms. Even more interesting, the SEM scheme leads to an im-
proved error while increasing the numerical cost insignificantly. This happens although
the simulation is dominated by unsolvable equations which are neither symplectic, nor
energy conserving.

A simulation with constant time steps and h0 = 1.3368216 · 10−7 leads to 149609

time steps and an energy error of 0.022%. These numbers are similar to those when
using the variable step size strategy based on inverse energy. When using constant
time steps with h0 = 3.4112 · 10−7 one obtains 58631 time steps and an energy error of
0.0648%. These numbers are are comparable with those of SEM.

Concluding, the tested variable step size methods converge to the correct solution,
but do not improve the numerical efficiency (measured in accuracy related to numerical
effort) when applied to free vibrations.

Asynchronous variational integration

The choice of the weighting factors in the scaling function (6.43) is more complex than
in the SDOF case. First, the q-dependent base term Vi(q) is scaled by the factor
1/(wiH0) where wi is the relative spatial weight of the i-th potential Vi(q) and H0 the
total energy. If the parameter ε is too large then the q-dependent base terms are too
small compared with ε2/ (hmax − hmin)2 leading to a nearly constant time step scheme.

constant eq. (6.43) (not sympl.) eq. (6.43) (sympl.) SEM

energy error 0.12748% 0.07297% 0.01936% 0.06665%
number of steps 40435 147680 147474 57974
cpu time 104.51s 369.02s 554.8s 169.55s

Table 6.4: Synchronous variable step size integration of a cantilever beam.
Energy error maxt |H(t)−H0|/H0.
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Therefore, the following parameter setting is used: ε = (hmax − hmin)/10. The magni-
tudes of the q-dependent base terms are, however, problem and state dependent.

Figure 6.11 presents the time series of total, kinetic and strain energy for different
methods. The same figure shows the time series of the maximum displacement. Be-
side small deviations most tested methods describe the same dynamics. The variable
time step method based on inverse energy turns out to be unstable. The reference
solution denotes the synchronous constant time step Euler method.

Figure 6.12 presents the total energy for the tested methods in more detail. Table
6.5 shows the maximum error in energy, the required number of kicks and the used cpu
time. Obviously, the reference method exhibits the smallest energy error. The constant
time step AVI follows in accuracy and is the fastest asynchronous method among the
tested ones.

Interestingly, the modified SEM method exhibits a larger error in phase (see dis-
placement plot) compared with the others. This is in agreement to the total error
in energy being made in the interval t ∈ [0, 0.009]. Noteworthy, the modified SEM
method was able to preserve the discrete energy exactly at verious times in the in-
terval t ∈ [0.01, 0.02] and exhibited a very small error in discrete energy during this
period. Nevertheless, a small error in the end period may not reduce the error which
was created during the beginning of the simulation (error is cumulative!).

The tested explicit time transformation turns out to be unstable. The inverse energy
scaling function creates to continuous energy growth leading to a wrong solution in
displacements. There is almost no difference between the symplectic and the non-
symplectic versions of this time step regularization. Furthermore, changing the weights
in the step size function (6.43) seems to change the rate in energy growth, but does
not improve the stability qualitatively.

Concluding, variable step size methods based on time transformations are unstable
in asynchronous integration of finite element structures while being stable and accurate
in synchronous integration. Variable step sizes being based on SEM schemes are
stable and accurate although symplecticity and energy conservation are enforced in
a very small number of time steps during the simulation only. Due to the effort in

constant eq. (6.43) SEM SEM (modified)

maxt |H(t)−H0|/H0 0.5698% 1484.89% 0.6337% 1.757%
number of kicks 17519285 866602892 17782316 18385199
cpu time 36.59s 3221.83s 57.7s 56.71s

Table 6.5: Asynchronous variable step size integration of a cantilever beam
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 1.29e+06

 1.295e+06

 1.3e+06

 1.305e+06

 1.31e+06

 1.315e+06

 1.32e+06

 1.325e+06

 1.33e+06

 0  0.005  0.01  0.015  0.02

e
n

e
rg

y

time t

REFERENCE
CONSTANT

SEM, MODIFIED
SEM

INVERSE ENERGY
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implementation and computation, however, constant time steps may be preferred when
applied to free vibrations.





Chapter 7

Collision dynamics

7.1 Introduction

This chapter introduces contact algorithms to explicit asynchronous simulation of struc-
tural dynamics. When handling dynamic contact problems, there generally exist two
approaches: penalty based and Lagrange multiplier methods. Penalty methods are
simple to implement and penalty forces can be computed efficiently. But they are inac-
curate allowing penetrations and may affect the critical time step. Lagrange multiplier
methods often lead to iterative procedures. The possible large number of highly nonlin-
ear constraints reduces the efficiency. Furthermore, redundant constraints may appear
leading to singular systems of equations.

The application of an asynchronous collision integrator may eliminate some prob-
lems arising in Lagrange multiplier methods. Let the individual contact constraints be
enforced at asynchronous times. If each spatial constraint is considered individually,
the system of equation is simplified by two factors: (1) There is only a single con-
straint to be enforced at one time. (2) Furthermore, only a limited number of degrees
of freedom is affected. The size of the equation system is, therefore, very small. By
application of explicit collision integrators, see section 3.8, the equations are linear and
the constraints can be enforced noniteratively. The operation only modifies the mo-
mentum and can, thus, be interpreted in terms of a KICK operator of an asynchronous
variational integration algorithm, see section 6.4. Since each constraint is considered
individually without affecting the critical time step, one may chose the time step size be-
tween two contact corrections according to local accuracy conditions, such as relative
velocities and finite element sizes.

The subsequent paragraphs give an overview on the complete framework to asyn-
chronous collisions including collision detection, spatial discretization, formulation of
constraints and solution. Before start, section 7.2 recalls the mechanics of a continu-
uum subject to contact following standard text books [141,273] with supporting deriva-
tions in appendix C. Section 7.3 introduces discrete distance fields. Distance fields
are not entirely new to contact mechanics, but so far they were interpolated on Carte-
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sian grids in conjunction with penalty methods. Instead of rectangular grids the finite
elements themselves are used to provide an accurate interpolation. A plain interpola-
tion is unstable when applied to structures with complex or thin-walled geometry. Two
strategies for stabilization are proposed. It is shown how discrete distance can replace
the impenetrability condition based on closest point projection. The resulting algorithm
for approximating the closest point projection is simplier to implement, more robust and
even more accurate when applied to discrete contact mechanics. The actual formu-
lation and solution of the asynchronous collision response is derived in section 7.4.
Some examples from structural dynamics verify convergence and performance of the
presented method, section 7.5.

The spatial discretization of contact constraints is explained in section D of the
appendix. Details on efficient collision detection schemes being suitable for distance
fields and point-to-element integration are illustrated in appendix E.

7.2 Contact mechanics

7.2.1 Problem description

The displacement field u(i) measures the distance from the reference to the deformed
configuration.

φ(i)(X, t) = x(i) = X(i) + u(i) (7.1)

The deformation causes the bodies to contact and produce interactive forces t(i)

acting on portions of the subset ∂cΩ(i) ⊂ ∂Ω(i), see figure 7.1. Therefore, it is assumed

∂Ω(i) := ∂uΩ
(i) ∪ ∂σΩ(i) ∪ ∂CΩ(i) (7.2)

∂uΩ
(1)

f (1)

t̄(1)

∂σΩ
(1)

∂CΩ
(1)

Ω(1)

∂uΩ
(2)

f (2)

Ω(2)

∂CΩ
(2)

∂uΩ
(1)

f (1)

t̄(1)

∂σΩ
(1)

∂CΩ
(1)

Ω(1)

∂uΩ
(2)

f (2)

Ω(2)

∂CΩ
(2)

Figure 7.1: Two-body infinitesimal contact problem. A contact problem is presented
showing two non-penetrating bodies in contact (left figure). During the simulation, any
contact algorithm must handle trial steps where the bodies penetrate (right).
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and
∂uΩ

(i) ∩ ∂σΩ(i) = ∂CΩ(i) ∩ ∂σΩ(i) = ∂uΩ
(i) ∩ ∂CΩ(i) = ∅ (7.3)

where ∂uΩ(i) and ∂σΩ(i) are the parts of the surface where displacements and tractions
are prescribed:

φ(i)|∂uΩ(i) = φ̄(i), σ(i)|∂uΩ(i)n(i) = t̄(i) (7.4)

and n(i) is the normal on the boundary. The set of trial solutions S(i)
t at time t is defined

through the C0continuous Sobolev space H1(Ω(i))

S(i)
t = {φ(i)(·, t) : Ω

(i) → Rnd |φ(i) ∈ H1(Ω(i)), φ(i)|∂uΩ(i) = φ̄(i)} (7.5)

Correspondingly, the space of kinematically possible variations (virtual displacements)
is defined

V(i)
t = {δφ(i) : Ω

(i) → Rnd | δφ(i) ∈ H1(Ω(i)), δφ(i)|∂uΩ(i) = 0} (7.6)

For each body (i) the balance of virtual work is given through

0 = G(i)(φ(i), δφ(i)) = G
(i)
dyn(φ(i), δφ(i))−

∫
∂CΩ(i)

t(i) · δφ(i)dΓ (7.7)

wherein Gdyn(φ, δφ) denotes the virtual work of the problem without contact portions,
i.e. from internal and (prescribed) external forces balancing the virtual work of the
contact tractions t(i). Introducing the notation φ for a collection of the motions φ(i), the
contact virtual work writes

Gc(φ, δφ) := −
∫
∂CΩ(1)

t(1) · δφ(1)dΓ−
∫
∂CΩ(2)

t(2) · δφ(2)dΓ (7.8)

and adding the variational quantities of both bodies yields the global variational prob-
lem: Find φ ∈ S, such that

Gdyn(φ, δφ) +GC(φ, δφ) = 0 ∀δφ ∈ V , φ ∈ S (7.9)

where the displacements and tractions are subject to certain contact constraints. Most
importantly, the Signorini impenetrability condition [239] must be satisfied. The Sig-
norini condition is enforced by imposing normal forces on the contacting boundaries.
Other constraints evolve from friction laws.

7.2.2 Kinematics

Assume the existence of a contact frame C being defined as a surface which serves for
parametrizing the contacting domain. It may be located intermediate the two contact
boundaries, may be identical to one of the contact boundaries are is an independent
surface.

All quantities refering to the contact frame are denoted by (̂·). Points in C are labeled
by the position vector x̂ ∈ C. Particles of both interacting bodies which are coupled
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through the contact frame are labeled by x̂(i). The underlying parameterization of the
contact frame is given by the setA ∈ Rnd−1 with points denoted ξ̂ ∈ A and the invertible
map Ψ̂t : A → Rnd−1, i.e.

Ct = Ψ̂t(A) (7.10)

Therefore, C is a (nd− 1)-dimensional manifold in Rnd. Material points in the reference
and in the current configuration are denoted X̂ = Ψ̂0(ξ̂) and

x̂ = Ψ̂t(ξ̂) = φ̂
(

Ψ̂0(ξ̂)
)

(7.11)

A basis for C is given by its directional derivatives of the parametrization Ψ̂. Assuming
sufficient smoothness of the contact frame it is differentiable and the basis vectors for
the reference configuration (7.12) are

T̂α(ξ̂) := Ψ̂0,α(ξ̂) :=
∂Ψ̂0(ξ̂)

∂ξ̂α
(7.12)

and for the spatial configuration

τ̂α(ξ̂) := Ψ̂t,α(ξ̂) = F̂t · Ψ̂0,α(ξ̂) = F̂t · T̂α(ξ̂) =: φ̂,α(x̂) (7.13)

defining the tangent plane to C at ξ̂, whereby the tensor F̂t denotes the deformation
gradient. The normal vector (if nd = 3) is

n̂ =
τ̂1 × τ̂2

‖τ̂1 × τ̂2‖
(7.14)

Since these basis vectors are generally non-orthogonal a dual basis is introduced such
that

τ̂β · τ̂α = δβα (7.15)

where δβα is the Kronecker delta. To perform transformations between the bases, a
metric tensor m̂ is used having the components

m̂αβ = τ̂α · τ̂β (7.16)

Analogously, a metric tensor M̂ may be defined for the reference configuration. For
the contact surfaces C(i) identical basis vectors and metrics may be found as well, see
figure 7.2. The transformations are given by

τ̂α = m̂αβ τ̂β, τ̂α = m̂αβ τ̂
β (7.17)

with the contravariant metric m̂αβ = (m̂αβ)−1.

Concluding, the contact constraints are defined on the surface C. It becomes nec-
essary to define additional mappings to describe the interaction within the contact
frame and within the global frame

φ̂(i) : C → Rn (7.18)

t̂(i) : C → Rn (7.19)
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ξ

x̂(ξ)

x̂(2)(ξ)

x̂(1)(ξ)

τ̂ (ξ)

ν̂(ξ)

τ̂ (2)(ξ)

τ̂ (1)(ξ)

ν̂(2)(ξ)

ν̂(1)(ξ)

C

C(2)

C(1)

X1

X2

ĝ(ξ)

ĝ (2)(ξ)

ĝ (1)(ξ)

Figure 7.2: Parameterization within the contact frame. The non-penetrating case is
illustrated.

which represent mappings of the displacements φ(i)(∂CΩ(i)) and tractions t(i)(∂CΩ(i))

applied to the bodies Ω(i) onto the contact surfaces C(i). The contact constraints are
evaluated in the contact frame and, thus, the contact virtual work can be replaced

Gc(φ, δφ)← Ĝc(φ̂, δ̂φ) (7.20)

It is assumed that there exist one-to-one mappings of points on the contact surfaces
to points on the contact frame

x̄(i) : x̂(i) → ξ̂(i) (7.21)

X̄(i) : X̂(i) → ξ̂(i) (7.22)

such that the position of a point x̂(i) on the contact surface C(i) can be obtained from
its coupled point on the contact frame, i.e. x̂(i) = x̄(i)(ξ̂(i)).

7.2.3 Gap function

The gap function ĝ defines the signed distance between any point x̂(1) to the contact
boundary C(2) of the target body Ω

(2)
t in the current configuration. It defines three

possible states:

ĝ < 0 x̂(1) is outside of Ω
(2)

t

ĝ = 0 x̂(1) is on the boundary of Ω
(2)

t , x ∈ C(2)

ĝ > 0 x̂(1) is inside of Ω
(2)

t (infeasible)

(7.23)
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The gap function is defined by the closest point projection between points on the con-
tact surface C(1) of the contactor body Ω

(1)
t

ĝ(ξ̂) =
(
x̂(2)(ξ̂)− x̂(1)(ξ̂)

)
ν̂(ξ̂) (7.24)

where the vector ν̂ is the normal to the tangential plane at the projection point x̂(2) and
pointing outwards of the boundary.

The variation of the gap function is given by

δĝ = ν̂ ·
(
δφ̂(2) − δφ̂(1)

)
(7.25)

while the variation of the tangential glide path is

δξ̂β =
(
δφ̂(2) − δφ̂(1)

)
· τ̂β (7.26)

see appendix C for more details.

7.2.4 Contact integral

The contact integral is given through equations (7.8) and (7.20)

Ĝc(φ̂, δφ̂) = −
∫
C

(
t̂(1) · δφ̂(1) + t̂(2) · δφ̂(2)

)
dΓ (7.27)

Balance of linear momentum across the contact frame requires t̂(1)dΓ = −t̂(2)dΓ for all
x̂ ∈ C. Hence, (7.27) writes

Ĝc(φ̂, δφ̂) = −
∫
C

t̂(2) ·
(
δφ̂(2) − δφ̂(1)

)
dΓ (7.28)

The traction t̂(2) can be decomposed into normal and tangential components

t̂(2) = t̂N ν̂ + t̂ατ̂α (7.29)

The variations δφ̂(i) are expressed in terms of the the gap function (7.25) and the glide
path (7.26). Using these notations, equation (7.28) can be expressed through

Ĝc(φ̂, δφ̂) = −
∫
C

(
t̂Nδĝ + t̂αδξ̂

α
)
dΓ (7.30)
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t̂N

ĝ

Figure 7.3: Normal contact constraints.

7.2.5 Constraints

Normal contact conditions

Impenetrability of the two bodies is satisfied if ĝ(ξ̂) ≤ 0. The gap function and the cor-
responding contact pressure t̂N (Lagrange multiplier) are related through the Karush-
Kuhn-Tucker conditions of the associated constrained variational problem

t̂N(ξ̂) ≥0 (7.31)

ĝ(ξ̂) ≤0 (7.32)

t̂N(ξ̂)ĝ(ξ̂) =0 (7.33)

t̂N(ξ̂) ˙̂g(ξ̂) =0 (7.34)

which are known as Signorini conditions. Equations (7.31) to (7.33) state that the
pressure must be nonnegative and the gap function nonpositive. The complementary
condition (7.33) forces the pressure to be nonzero only if the bodies are in contact, i.e.
the inequality constraint is active (ĝ(x̂) = 0), see figure 7.3.

Equation (7.34) is a persistency condition specifying that when the contact pressure
t̂N is non-zero, the rate of separation between the contact surfaces must be zero at ξ̂.

t̂T

v̂T

µt̂N

−µt̂N

Figure 7.4: Tangential contact constraints for Coulomb friction.
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Frictional contact conditions

The frictional response is characterized by the relative velocity between points on the
contact surfaces. The relative velocity is decomposed using the dual basis

˙̂
φ(1) − ˙̂

φ(2) =v̂N + v̂T

=v̂N ν̂ + v̂bTατ̂
α (7.35)

The contact traction can be resolved into normal and tangential components as well

t̂ :=t̂(2)(x̂) = −t̂(1)(x̂)

=t̂N + t̂T

=t̂N ν̂
(2) + t̂bTατ̂

α (7.36)

For convenience, the Coulomb model of friction is used and incorporated into the
Karush-Kuhn-Tucker conditions

Φ :=
∥∥t̂T∥∥− µt̂N ≤ 0 (7.37)

v̂T − ζ
t̂T∥∥t̂T∥∥ = 0 (7.38)

ζ ≥ 0 (7.39)

Φζ = 0 (7.40)

Equation (7.37) restricts the magnitude of the tangential traction to the product of the
friction coefficient µ and the contact pressure. Equations (7.38) and (7.39) force the
relative velocity (slip) to be collinear with the tangential traction, and (7.40) permits slip
only when

∥∥t̂bT∥∥ = µt̂N , see figure 7.4.

7.3 Distance field

7.3.1 Level sets

The level set method is primarily used to implicitly describe propagating interfaces
which are usually discretized on Cartesian meshes, see [209,234]. The level set equa-
tion describes the evolution of a scalar field d(x, t) through

ḋ(x, t) + v (x, t) ‖∇xd‖ = 0, ∀(x, t) ∈ Ω× T (7.41)

where v(x, t) is the advection velocity. This partial differential equation is used to de-
scribe the motion of an interface by associating its geometry with the zero-iso con-
tour of d. Typically, d is initialized as the signed distance to the interface, satisfying
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‖∇xd‖ = 1 ⇒ ∇x ‖∇xd‖ = 0. The advection velocity v is often replaced by a cor-
responding extensional velocity ve such that ‖∇xd‖ = 1 is maintained. The levelset
equation (7.41) of a distance field can then be recast as

ḋ(x, t) + ve(x, t) = 0 (7.42)

Consider a moving interface F which divides a domain Ω into two disjoint subsets
Ω+ and Ω− to either side of F . F is parametrized at the zero level set [209]

F(t) = {x : d(x, t) = 0} (7.43)

where the velocity field is v(x, t) = v(x, t)∇x · d(x, t) on F . If the function d is a signed
distance function [196] it becomes

d(x, 0) =

{
miny∈F ‖x− y‖ ∀x ∈ Ω+

−miny∈F ‖x− y‖ ∀x ∈ Ω−
(7.44)

with a velocity

v(x, t) = ve ∀x ∈ F ∇xd(x, t) · ∇xv(x, t) = 0 ∀x ∈ Ω (7.45)

which preserves the signed distance function, i.e. the length of the distance gradient is
constant since ∂

∂t
‖∇zd‖2 = 0.

The level set d(x, t) is usually discretized and interpolated using a Cartesian grid,
see figure 7.5. It implicitly defines the position of the surface F . The dynamics of the
levelset field is generally specified by Eulerian coordinates, i.e. the grid coordinates
are constant in time. The motion of the surface F in time can be described using time
stepping methods, i.e. the position of F can be determined at times t > 0.

In the context of collision detection [59, 96] the surface F becomes the contact
boundary ∂CΩ. Instead of propagating the dynamics of the boundary in time, the dis-
tance field is usually recomputed for regions of interest. Eulerian distance fields provide
the following properties when applied to contact:

+ Eulerian distance fields provide a trivial strategy for inside-outside tests and can be
used directly in collision tests.

+ The rectangular grid can be easily coupled with hierarchical collision detection pro-
cedures, for example octrees, see section E.1.

+ By interpolation on the grid, one obtains an approximation of the gap function ĝ and
the normal vector ν̂.

- High sampling rates are required to represent objects with fine detail. Accuracy is
limited due to the nature of the Cartesian grid.

- In many applications, only some parts of given geometries require a fine resolution.
In turn, distance fields may generate a lot of data slowing down data processing.
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F(t)

Ω−

Ω+

d(x, t) > 0

Figure 7.5: Level set on a grid. Implicit representation of the surface F by the level
set interpolated on a rectangular grid.

7.3.2 Discrete distances

Let the distance field be described in terms of Lagrangian coordinates, i.e. the distance
d is expressed with respect to the reference configuration

d = d(X) (7.46)

with material coordinate X. It describes the signed distance between X and the bound-
ary ∂CΩ of the considered body.

The distance field is now discretized with respect to the finite element nodes

dh(ξ) =
∑
A

NA(ξ)dA (7.47)

with local material coordinate ξ, node index A and finite element shape function NA.
The discrete values dA are stored at the nodes. The discrete field has the following
properties:

• It is not defined outside of the finite element mesh, i.e.

dh(X) = 0 if X ∈ Ω

dh(X) > 0 if X ∈ ∂CΩ
(7.48)

• dh is C0-continuous.

• The condition
∥∥∇Xd

h(X)
∥∥ = 1 is generally not satisfied.

• The normal vector ν being perpendicular to the tangential plane on the boundary
at X ∈ ∂CΩ becomes

ν(X) = − ∇Xd
h(X)

‖∇Xdh(X)‖
, ∀{X, dh(X) = 0} (7.49)
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• The interpolation returns reasonable values only in the case where the nodal
values differ in at least one node of each element, i.e. di 6= dj(if i 6= j). This case
must be intercepted by the mesh generator. Particularly, at least one node must
not be part of the surface what may be circumvented by subdividing elements.
If all nodes are associated with zero distances, the discrete field returns zero
distances in the finite elements interior which is wrong, see section 7.3.4 for more
details.

7.3.3 Computing discrete distances

The computation of a distance field may be a very expensive application. To be accu-
rate, for each discrete point of the mesh the distance to all parts of the related surface
must be computed and the smallest is chosen, yielding a complexity of O(n ·m) (num-
ber of nodes n, number of facesm). The complexity of this approach can be reduced by
first identifying the closest discrete points on the related surface for each mesh point
and then computing the distance to the adjacent faces of these closest points only.
When interpreting distance fields as level sets, they may be efficiently computed using
level set methods like Fast Marching [235].

The Fast Marching Method was originally developed for Cartesian grids, see figure
7.6. The idea is that distances of points lying on (or near) the reference surface are
already known. Considering a point with an unknown value, its distance may be ap-
proximated if the distances of neighbouring points are known. The level set value of
an arbitrary point is, therefore, not the exact distance to the surface, but a good ap-
proximation while only the information of a few neighboring points is used, yielding an
algorithm of complexity O(n · log(n)) [235]. In [59] the distance field of a finite element
structure was computed by creating a Cartesian grid occupying the same space as the
finite element mesh. The actual distance values are then obtained by interpolating the
values of the underlying Cartesian grid. The reason for this approach is, that although
stable modifications of the Fast Marching Method for acute triangular meshes [7] exist,
there is no stable version for arbitrary tetrahedral meshes in three dimensions. The
nodal distance to be determined in each step depends on the discrete distances of the
current marching front. As a result, an error is induced in each step which grows during
the propagation.

Instead of propagating the distance through the body, one could remember the sur-
face patch which is closest to a considered mesh point, obtaining the Closest Feature
Fast Marching (CFFM) method. The approach was presented in [186] and first applied
to arbitrary tetrahedral meshes in [184]. A closest feature denotes either the point,
the edge or the surface patch of the elements defining the surface which is closest
to the considered point. The algorithm requires a division of all spatial points into 3
mutually exclusive sets: ALIVE, ACTIVE and FAR. Additionally, each point stores two
properties, the distance to the surface as well as a reference to the closest feature. At
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F

initial active set

narrow band

ALIVE points
FAR points

trial point
ACTIVE points

Figure 7.6: Fast Marching method on rectangular grid.

initialization, all points are marked FAR, except those being on the body’s surface and
their neighbours. The points on the surface are marked ALIVE, their distance is set
to zero and their closest feature becomes the set of surface patches they belong to.
The adjacent points of the initial ALIVE points are set being ACTIVE; they form the so
called narrow band. The narrow band is then propagated through the body, starting
from its boundary and moving towards the interior skeleton until no FAR points exist.
The procedure applied to finite continuum elements is summarized in algorithm 7.7.
The resulting method is of complexity O(n · log(n)). It is more accurate than the original
Fast Marching Method because it computes the accurate distances to the boundary
instead of propagating approximate values. Errors may appear if a node stores the
wrong closest feature it is referring to. Still, the nodal distance may be a good approx-
imation of the exact value. Furthermore, the error can be corrected at deeper nodes
during the propagation.

In this work, the distance field is precomputed in the reference configuration [96].
Not all finite element nodes are associated with a discrete distance. Starting from
the bounding surface, the two top layers of finite elements are identified, see figure 7.8.
Only the nodes of these elements are considered during the distance field computation.
This saves time and memory. Furthermore it reduces the effort in collision detection.
Since trial steps of a time stepping scheme should not exhibit deep penetrations, this
assumption is feasible for many cases.

If the complete boundary of a body is used as reference surface F, then the dis-
tance gradient is not perpendicular to the boundary when measured at points close to
corners and edges. Depending on the interpolation functions, some kind of smoothing
appears. There are applications, however, where smoothing is not desired. This can
be approached by careful definition of the reference surface F. In [94] a strategy for
a safe partial distance field update is proposed. Therein, the boundary of one body
(contactor) is intersected with the volume of the target. In the next step, all intersect-
ing target surface patches are identified. These surface patches are used to define
the initial set in CFFM. The discrete distances of all nodes in the overlapping domain
are recomputed at each deformed configuration. When evaluating the distance on the
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Given is a set of faces and a set of finite elements.
for all finite element nodes A being part of the given elements do

stateA = FAR

end for
Create a graph which associates each finite element node to neighbouring nodes
whereby the adjacency is defined through the elements.
Create an empty set of active nodes (the narrow band) being sorted by their dis-
tance.
for all nodes A which are part of the surface do
dA := 0, stateA := ACTIVE

Determine the associated feature. Take all surface patches this node is part of,
triangulate them and collect the triangle patches to a feature.
Add node A to the narrow band.

end for
Define the function proj(A, f) which returns the (nonnegative) smallest distance
between node A and the triangles of feature f .
while narrow band is not empty do

Find the active node A with smallest distance and remove it from the narrow
band.
stateA = ALIVE

for all neighbours B of node A do
if stateB == ACTIVE then

Compute g = proj(B, featureA)

if g < dB then
dB := g, featureB := featureA
Resort the set of active nodes.

end if
else if stateB == FAR then
dB := proj(B, featureA), featureB := featureA, stateB := ACTIVE

Insert node B into the set of active nodes.
end if

end for
end while
If there are any nodes A left with stateA == FAR then A belongs to another body
than the given surface patches.

Figure 7.7: Closest Feature Front Marching

intersected contactor surface, it is measured with respect to the intersected target sur-
face patches and the accuracy of the distance gradient can be improved, see figure
7.9. Other approaches exist to partial distance field updating which are more efficient,
but less robust [59,184].
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Figure 7.8: Finite element layer used for distance field computation.

targettarget targettarget

contactor contactor

Figure 7.9: Safe partial distance field update. Left: Distance with respect to the tar-
get’s boundary. Right: Distance refers to actual intersection of the target’s boundary
with the contactor. Dotted lines: contours. Arrows: approximated projection vectors
to the boundary.

7.3.4 Stable interpolation and assumed distance gradients

When using standard finite element shape functions, the representation of distances in
the interior of elements may be erroneous. This happens whenever points of maximum
distance are located in the considered element’s interior. The maximum in the interior
is eliminated if low order finite element shape functions are used for interpolation. Such
situations always appear for elements which are located at a body’s skeleton, see fig-
ure 7.10 (let the body’s skeleton be the set of those points where the closest point
projection returns multiple projection points with identical minimal distance). But these
elements are often not crucial since one is generally not interested in measuring very
deep distances in collision detection. They are important, however, if the skeleton is
close to the boundary, for example if more than one element face is part of the bound-
ary or if individual nodes are on the boundary, but not the element faces they are part
of. Some critical situations are illustrated in figure 7.11 for two and in figure 7.12 for
three dimensions. Obviously, an enrichment of the interpolation may stabilize the dis-
tance approximation. The function space must contain at least edge, face and bubble
shape functions. For hexahedral elements, a quadratic tensor-product interpolation
with 27 nodes seems sufficient. For tetrahedra one requires at least 15 support points,
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i.e. a 10-noded quadratic tetrahedron enriched by 1 bubble and 4 area functions with
supports in the element center and on the element faces.

An enrichment of the shape function space may stabilize the interpolation of the
distance dh, but the interpolation of the distance gradient ∇Xd

h may still be insufficient.
Consider, for example, a 2nd order quadrilateral element. All element faces are on
the boundary. Only the bubble shape function contributes nonzero terms to the dis-
tance field. The shape function gradient is zero at the interior support point (which is
acceptable) and at the finite element nodes. The latter may lead to a wrong collision
response. The matter of nearly zero gradients may be approached by normalizing the
gradient to unit length. This strategy decreases accuracy due to round-off errors and
possible ill-conditioning of the normalization. Another strategy would be to enrich the
elements by piecewise linear polynomials. This is equivalent to subdividing finite el-
ements into linear tetrahedra. The distance gradient will be nonzero everywhere, but
discontinuous, see figure 7.13.

A stabilization of the gradient field can be realized through assumed gradients, see
figure 7.13. The presented strategy extends ideas from [196]. Given a distance field
based on finite element shape functions, the distance gradient G = ∇Xd is interpolated
independently by

Gh(X) =
∑
A

NA(X)GA, GA ∈ R3 (7.50)

For finite element nodes which are not on the boundary, the discrete gradient GA is
determined from a least square problem which minimizes the error of the equivalence
condition Gh(X) ≈ ∇Xd

h:

min
GA

∫
Ω

∥∥∥∥∥∑
A

NA(X)GA −∇Xd
h

∥∥∥∥∥
2

dV (7.51)

Deriving by GA and assuming the mass lumping condition∫
Ω

NA(X)NB(X)dV = δBA

∫
Ω

NB(X)dV (7.52)

with Kronecker delta δBA leads to

GA =
∑
B

∫
Ω
NA(X)∇XNB(X)dBdV∫

Ω
NA(X)dV

(7.53)

For finite element nodes which are part of the boundary, this strategy may lead to
erroneous values because the distance field dh itself contains insufficient data. The
discrete gradients GA of boundary nodes are, therefore, the average of the surface
normals of all surface patches F being adjacent to the considered node

GA =

∑
F∈A−νFWF∑
F∈AWF

, A /∈ ∂CΩ (7.54)
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X1

X2

X2

dh(X2)

X2

d(X2)

Figure 7.10: Representation of skeletons. Left: The dotted line denotes the true
skeleton. Right: The exact position of the skeleton can not be measured by the
(linear) interpolation.

Figure 7.11: Unstable discrete distance field in 2D, exemplified for a single 1st order
quadrilateral element. Left: If all finite element faces are on the boundary, an addi-
tional support point in the element center stabilizes the interpolation. Right: If two
opposite element faces are on the boundary, additional support points on the interior
element edges stabilize the interpolation.

Therein, νF denotes the normal vector of surface F at node A, which can be easily
obtained from triangulation, and WF represents a weighting factor, for example the
area of the surface patch F . A similar procedure using average nodal normal vectors
on surface nodes was used by [218,264]. The special treatment of boundary nodes is
not required if enriched shape functions are used.

Figure 7.12: Unstable discrete distance field in 3D, exemplified for a single 1st order
hexahedral element. Left: If all finite element faces are on the boundary, an additional
support point in the element center stabilizes the interpolation. Center: If only two
opposite element faces are not on the boundary, additional support points on the
remaining element faces stabilize the interpolation. Right: If two opposite element
faces are on the boundary, additional support points on the interior element edges
stabilize the interpolation.
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Figure 7.13: Stable distance gradient for a quadrilateral element. Left: Piecewise lin-
ear interpolation/subdivision into simplices. Dotted lines: contours of distance inter-
polation. Right: Assumed gradient interpolation. Dotted lines: contours of a distance
function being associated with assumed gradients.

The distance gradient in the deformed configuration γ(X) can be obtained from

γ(X)α =
∂

∂xα
d(X) =

∂Xβ

∂xα

∂

∂Xβ

d(X)

γ(X) =F−T (X)G(X) (7.55)

One can, therefore, store the nodal gradients in the reference configuration and map
them into the deformed space during the simulation.

7.3.5 Computing the closest point projection

The distance field can be used to efficiently compute the closest point projection of
a point x to the boundary. Let this projection be y = x + p, where p denotes the
projection/distance vector from x. The boundary is defined through d(x) = 0. The
closest point projection defines the projection vector p to be the shortest vector to the
surface, i.e.

min
p
‖p‖ , subject to d(x + p) = 0 (7.56)

which is transformed into an equivalent problem using the Lagrangian

L(p, λ) = ‖p‖2 + λ · d(x + p)→ min
p

max
λ

(7.57)

The objective function is quadratic, but the distance may be highly nonlinear, the sur-
face may be nonconvex and nonsmooth.

An approximate solution is obtained by replacing the distance function by a first
order Taylor expansion

d(x + p) = d(x) +∇xd(x)Tp +O(p2) (7.58)

Substituting γ(x) = ∇xd(x), one obtains

p = − γ(x)

‖γ(x)‖2d(x) (7.59)
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The expansion d(x + p) approximates the tangential plane in x + p. This plane is
perpendicular to p, since the scalar product of p and any vector to a point ŷ on the
approximated surface 0 = d(x) +∇xd(x) · (ŷ − x) is zero.

The advantages of using the distance field for closest point projection compared
with exact projections are

1. Once the material coordinate X is found, the distance function d(X) can be easily
evaluated by interpolation. The evaluation time is independent of the complexity
of the body’s shape.

2. For small penetrations, the approximation is usually sufficiently accurate.

3. Directions are always feasible, independent from nonsmooth geometries, non-
convex surface features, neighbourhood of corners and wedges, see figure 7.14.

4. The discrete distance field is C0-continuous. When used in conjunction with as-
sumed gradients, it is C1-continuous.

7.3.6 Replacing the gap function

The structure of the projection vector given through the distance field in equation (7.59)
is similar to equation (7.24), i.e.

d(x)

‖γ(x)‖
(−γ(x))

‖γ(x)‖
= p ←→ ĝ(ξ̂) · ν̂(ξ̂) = x̂(2)(ξ̂)− x̂(1)(ξ̂) (7.60)

Figure 7.14: Distance field and closest point projection. The highlighted rectangles
around the surface patches are bounding volumes (halos) in which the search takes
place. Left: Closest point projection at sharp corners. The point lies outside, but the
right face returns a positive distance. Center: Closest point projection at nonconvex
corners. The point is outside of the halos and may not be used in detection. Multiple
projections appear. Special considerations of edges and corners are required. Right:
Distance field simply evaluates a distance and a smoothed gradient which automati-
cally includes handling of sharp or nonconvex geometries.
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The definitions of the gap function and the surface normal can, therefore, be replaced
by the distance function and its gradient. Let the gap function be the sum of the dis-
tances of a point x̂ on the contact frame to the boundaries of the two bodies, see figure
7.2

ĝ(ξ̂) =
∑
i=1,2

d(i)(X̂(ξ̂))∥∥∥γ(i)(X̂(ξ̂))
∥∥∥ (7.61)

Variation leads to

δĝ =
∑
i=1,2

γ(i)(X̂(ξ̂)) ·
(
δφ̂(i) + τ̂

(i)
β δξ(i)β

)
∥∥∥γ(i)(X̂(ξ̂))

∥∥∥ −
d(i)(X̂(ξ̂))δ

∥∥∥γ(i)(X̂(ξ̂))
∥∥∥∥∥∥γ(i)(X̂(ξ̂))

∥∥∥2

 (7.62)

Due to perpendicularity of the basis it is γ(i) · τ̂ (i)
β = 0. The last term is assumed being

zero since
∥∥∥γ(i)(X̂(ξ̂))

∥∥∥ = 1 is satisfied by the continuous distance function. In feasible
contact, ĝ = 0, both tangential planes are identical and one has

ν̂(ξ̂) = − γ(1)(X̂(ξ̂))∥∥∥γ(1)(X̂(ξ̂))
∥∥∥ =

γ(2)(X̂(ξ̂))∥∥∥γ(2)(X̂(ξ̂))
∥∥∥ (7.63)

Then equation (7.62) leads to

δĝ = ν̂ ·
(
δφ̂(2) − δφ̂(1)

)
(7.64)

which is identical to the previous result (7.25).

The tangential velocity (7.35) is obtained from the decomposition

v̂T = (I− ν̂ ⊗ ν̂) v̂ (7.65)

Hence, no assumptions on the smoothness of the contact surface are required for the
computation of the tangential basis, see section 7.2.2.

When applied to contact problems, distance fields have some advantageous prop-
erties compared with closest point projection:

x̂(1)

x̂(2)

x̂x̂

t̂
(1)
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(1)
T

t̂
(1)
T

Figure 7.15: Momentum preservation. Left: tractions applied to projection points x̂(i)

in case of ĝ > 0. Right: tractions applied to material points X̂(i) located at the same
spatial coordinate x̂ on contact frame.
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• Exact momentum preservation In frictionless contact, both formulations pre-
serve the balance of momentum: The normal tractions are applied to spatial
points being located on the intersections of the two contact surfaces and a line
along the normal vector ν̂ and the normal tractions t̂N . This is different for the
friction forces in the standard approach: If the normal contact condition ĝ = 0 is
not exactly enforced by the contact algorithm, the angular momentum is generally
not preserved, see figure 7.15 on the left. When using distance fields, the con-
tact tractions are applied to material points with the same deformed coordinate.
Therefore, balance of linear and angular momentum is satisfied even if ĝ 6= 0, see
figure 7.15 on the right.

• Numerical efficiency The computation of the closest point projection involves
the solution of the optimization problem

‖y(ξ)− x̂‖ → min, y(ξ) =
∑
A

NF
A (ξ)xA (7.66)

which finds the point y on some finite element face which is closest to a given
point x̂ on the contact frame. ξ are two-dimensional coordinates defining the
parameterization on the finite element face. The face is interpolated using the
shape functions NF

A . The optimality conditions lead to

0 =
∑
A,B

NF
A (ξ)∇ξN

F
B (ξ)xA · xB −

∑
A

∇ξN
F
A (ξ)xA · x̂ (7.67)

which is solved iteratively.

The application of the distance field involves the identification of the local finite el-
ement coordinate ξ ∈ R3 for a given spatial coordinate x̂. In case of isoparameric
continuum elements, this leads to

0 = y(ξ)− x̂, y(ξ) =
∑
A

NA(ξ)xA (7.68)

with finite element shape function NA. When comparing equations (7.67) and
(7.68), the latter is generally faster to solve by iterative methods. Consider, for
example, distorted first order hexahedral elements or distorted second order el-
ements. Then the degree of nonlinearity is higher in (7.67). Hence, one usually
requires more iterations in order to obtain similar accuracy.

Furthermore, in one usually must check more faces being close to x̂ than ele-
ments being intersected by x̂. The complexity of projection finding is increased if
the contacting boundaries are replaced by smooth surface representations and if
nonconvex or nonsmooth boundaries are present.



7.4. Asynchronous collisions 201

7.4 Asynchronous collisions

7.4.1 Asynchronous collision detection

The focus of asynchronous collision detection lies on updating the spatial data struc-
tures of global contact search with minimal effort. In synchronous schemes, the spatial
hierarchy is updated for all nodes and elements at one time. In the asynchronous con-
text, only a few nodes are affected by a single KICK event or DRIFT phase. In AVIs
it is more crucial than in standard methods that the update of the data structures with
respect to the affected nodes is a numerically cheap operation.

The priority queue is an ordered set of KICK operators. Some of these KICK oper-
ators are ”contact elements” each representing the collision of a single contactor node.
Other KICK operators represent the response due to the restoring forces of individual
spatial integration points. The latter are associated with a set of affected finite ele-
ments. Spatial integration points of the strain energy may influence the degrees of
freedom of a single finite element (if they are located in the element’s interior) or of
multiple finite elements (if they are located on the element’s boundary, for example in
the nodes). Every finite element knows if it is subject to collision detection. In this case,
it is associated with an AABB in the spatial data structure. Whenever a strain energy
based KICK appears, it applies a DRIFT to all nodes which are influenced by the KICK.
It further checks if any associated finite element is subject to collision detection. In this
case, all associated AABBs are updated with respect to the current coordinates. The
coordinates of a single AABB are not necessarily synchronously. Assuming that the
time step of strain energy KICKs is generally very small, the spatial data structures can
be considered being sufficiently accurate with respect to the target elements.

Whenever a collision KICK is taken from the priority queue, it first drifts the contactor
node to the current time. The position code of the node is updated in the spatial
hierarchy. Then one can perform a global collision detection for the associated node.

After finding the collision pair candidates in the global search phase, all involved
nodes are drifted to the contactor node time. This will improve the accuracy of the local
collision detection. Furthermore, it allows the accurate computation of the deformation
gradient of the considered target element. This is important since the prediction of an
accurate normal vector is crucial. In addition, the conservation of linear and angular
momentum is only guaranteed, if the collision response is applied to the contactor point
and the target element at the same time and spatial coordinate.

Subsequently, the local contact search is applied, i.e. the considered contactor
node is accurately intersected with the target element and the local finite element co-
ordinate ξ(2) within the target element is obtained.
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7.4.2 Normal contact

Given the local finite element coordinate ξ(2) of contactor node A in the target element
one can assemble the discrete gap gradient from the variation

δĝA =
γA
‖γA‖

·

(
δuA −

∑
B

N
(2)
B (ξ(2))δuB

)
(7.69)

which can be obtained from equations (7.64) and (D.9). Therein, γA denotes the dis-
tance gradient at the contactor node A, N (2)

B the finite element shape function of the
target element, uA the displacements of node A.

The computation of the collision response follows the procedure presented in sec-
tion 3.8.5, page 67. The gap rate is obtained

˙̂gA = (∇ĝA)T v− (7.70)

with discrete gap gradient ∇ĝA and global velocity vector v which is related to the
discrete momentum j, equation (3.2), through v = M−1j. The constraint is considered
active if

˙̂gA > 0 (7.71)

else the contact pair will be skipped.

Direct application of equation (3.151) corresponds to the modification of velocities

v+ = v− − 2M−1
(
∇ĝA

[
(∇ĝA)TM−1∇ĝA

]−1 ˙̂gA

)
(7.72)

Assuming a diagonal mass matrix and nodal masses mA, this update can be com-
puted efficiently. The gap gradient is sparse and, hence, only a few components of
v are affected by the update. Notice, the asynchronous nature of the collision re-
sponse leads to a sequential collision response involving simple equations with scalar
Lagrange multipliers (3.148). This is contrary to synchronous algorithms where equa-
tion (3.151) requires the solution of a system of linear equations due to coupling terms
among individual contact constraints.

Application of a coefficient of restitution κ [36], 0 ≤ κ ≤ 1, leads to

v+ = v− − (2− κ) ˙̂gA
(∇ĝA)TM−1∇ĝA

M−1∇ĝA (7.73)

7.4.3 Normal contact with nodal restraints

If nodal restraints are defined, see section 5.4, the computation of the contact response
is not so easy since not only ˙̂gA ≤ 0 must be enforced. The contact projection must
preserve the restraint conditions GTu = 0, equation 5.20. An additional projection
as in equation (5.22) is not possible since it does not obey the energy preservation
properties of the contact response.
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The system of equations (3.148) is, therefore, extended by the restraints. Never-
theless, the problem can still be solved efficiently since at most three restraints can
be defined per node and each subset of restraints influences only the displacements
which belong to the same node. Furthermore, the equality constraints can be han-
dled in the same manner as inequality constraints if the hidden restraint GTv− = 0 is
satisfied prior the collision.

The Lagrange multiplier (3.148) becomes a vector consisting of the restraint multi-
pliers λ and the contact multiplier µ(

λ

µ

)
=

[(
G ∇ĝA

)T
M−1

(
G ∇ĝA

)]−1
(

GTv−

˙̂gA

)
= S

(
GTv−

˙̂gA

)
(7.74)

with

S =

(
A B

C D

)−1

A = GTM−1G

B = GTM−1∇ĝA
C = BT

D = (∇ĝA)TM−1∇ĝA (7.75)

The matrix S always exists: The restraints are linearly independent by definition. Only
the contact gradient may be linearly dependent on the restraints. This case is very
unlikely. It can be checked easily and may only appear in erroneous generated meshes.

The update of the velocities is then computed from

v+ =v− + ∆vN

∆vN =− (2− κ)M−1
(
G ∇ĝA

)(λ
µ

)
(7.76)

In order to solve the system of equations one has to find a simple expression for

S =

(
S11 S12

S21 S22

)
(7.77)

S is given by

S11 = A−1 + (A−1B)S22B
TA−1

S12 = −A−1BS22

S21 = ST12

S22 =
1

D −BTA−1B
(7.78)
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Using these definitions and assuming that the restraint rates are kept zero during the
simulation, the Lagrange multipliers simplify to

λ =S12
˙̂gA

µ =S22
˙̂gA (7.79)

When implementing the computation of the multipliers, one has to provide fast map-
pings between node indices, indices of global degrees of freedom and the local DOF
indices at nodes. The mass is diagonal and constant for all DOFs of the same node.
The blocks of matrix A−1 (without mass, i.e. (GTG)−1) and the blocks of matrix G are
stored at each node. During each collision response, one first computes the vector B

and the scalar D. Then, the vector

E = A−1B (7.80)

is computed and temporarily stored. The scalar S22 is computed by

S22 =
1

D −BTE
(7.81)

For the multipliers one obtains

λ =− ES22
˙̂gA

µ =S22
˙̂gA (7.82)

The product (7.80) can be obtained efficiently by using the block structure of matrix A

A =


A1/m1 0 0 · · · 0

0 A2/m2 0 · · · 0

0 0 A3/m3
...

...
... . . . 0

0 0 · · · 0 An/mn

 (7.83)

A−1 =


m1A

−1
1 0 0 · · · 0

0 m2A
−1
2 0 · · · 0

0 0 m3A
−1
3

...
...

... . . . 0

0 0 · · · 0 mnA
−1
n

 (7.84)

wherein Ai = GT
i Gi are precomputed constant symmetric, positive definite matrices

of maximum dimension 3 × 3 per node i and mi denotes the respective nodal mass.
For the computation of E one does not need all nodes, since the sparse vector B only
contains elements which belong to the nodes which are affected by the considered
collision. For the construction of B and E it is helpful to determine an ordered set of
the involved nodes. Then one iterates through the set of involved nodes and adds three
components (three DOFs per node) to B and E. In fact, it is not necessary to generate
B at all. The contributions of each node can be added to E and S−1

22 during the loop
through the involved nodes set.



7.4. Asynchronous collisions 205

7.4.4 Coulomb friction

The collision response requires the computation of the normal velocity increment ∆vN ,
equation (7.76). The tangential velocity increment is then computed from the decom-
position (7.65). Therefore, another set of constraints must be satisfied serving as a
predictor step, i.e.

0 = ˙̄gA = vA −
∑
B

N
(2)
B (ξ(2))vB (7.85)

These are three additional constraints which enforce a zero relative velocity of both
contacting material points, one constraint along the direction of each Cartesian axis.
The gradient matrix ∇ḡA is assembled from the variation

δḡAα = δuAα −
∑
B

N
(2)
B (ξ(2))δuBα, α = 1 . . . 3 (7.86)

The computation of the corresponding velocity increment ∆v̄ is similar to the normal
response ∆vN , but this time there are three instead of a single contact constraint. In
the presence of nodal restraints, the solution involves the following steps:

∆v̄ = − (2− κ)M−1
(
G ∇ḡA

)(λ̄
µ̄

)
˙̄gA = (∇ḡA)T v−

B̄ = GTM−1∇ḡA

D̄ = (∇ḡA)TM−1∇ḡA

Ē = A−1B̄

S̄22 =
[
D̄− B̄T Ē

]−1

λ̄ = − ĒS̄22 ˙̄gA

µ̄ = S̄22 ˙̄gA (7.87)

A predictor of the tangential velocity increment can be obtained by

∆vpredT = ∆v̄ −∆vN (7.88)

The friction law, equations (7.37)-(7.40), is applied to the tangential velocity by check-
ing the Coulomb yield surface for each predicted nodal tangential traction. The nodal
contact tractions are the momentum changes

t̂predT,A = mA∆vpredT,A /∆t, t̂N,A = mA∆vN,A/∆t (7.89)

with node index A and nodal mass mA. Obviously, the nodal mass and the time step
length can be eliminated from equation (7.37) and the velocity increments can be used
directly. The tangential velocity change for node A is then

vT,A =

vpredT,A

∥∥∥vpredT,A

∥∥∥ ≤ µ ‖vN,A‖(
µ ‖vN,A‖ /

∥∥∥vpredT,A

∥∥∥)vpredT,A else
(7.90)
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The post collision velocity is obtained from

v+ = v− + ∆vN + ∆vT (7.91)

7.4.5 Time step selection

Sequential synchronous collisions

The asynchronous collision reponse can be used to improve explicit synchronous con-
tact algorithms. One reason for the inefficiency of those algorithms is the factorization
of the matrix

[
(∇ĝ)TM−1∇ĝ

]
in equation (3.151) when multiple contacts are active.

Although the matrix itself is very sparse, its inverse may be dense. Furthermore, its
dimension is the number of nodes being in contact. The computation of the projec-
tion is, therefore, computationally expensive. The contact gradients ∇ĝ change with
time and, therefore, the factorization must be repeated at each time step. Further-
more, the matrix may be singular if spatial discretizations equivalent to the two-pass
node-to-segment integration are used.

The sequential procedure, on the other hand, may be less accurate in regions with
complex geometries. Using a smaller time step may, however, improve the accuracy. A
sequential response is equivalent to the collision procedure presented in [58] without
computing the actual collision times αc, section 3.8.5.

A synchronous sequential procedure may be more efficient than a completely asyn-
chronous collision response. This is because the data structures used in global colli-
sion detection must be updated only at synchronous times. The number of these times
is much smaller than in the asynchronous setting, but then the complete structure is
affected instead of a small spatial region.

Asynchronous adaptive time step selection

Asynchronous integration targets at problems with spatially varying mesh densities.
Then there may exist regions on the contact boundaries with very fine meshing and
other domains with very coarse meshing. In such cases the time step of a synchronous
collision response is tied to the smallest mesh size on the boundary. A time step too
large may invoke interpenetrations which are not detected. Situation can be improved
by assigning smaller time steps to surface patches of smaller size. Furthermore, the
time step sizes can be arbitrarily chosen. There exists no critical time step to the
collision response while the only restriction is given by the accuracy of the contact
detection.

Define a representative quantity for the ”length” lA of a finite element node A, e.g.

lA =

(
mA

ρA

) 1
3

(7.92)
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with nodal mass mA and nodal mass density ρA. Then every single collision response
may be associated to an individual kick event i with kick time tji which is kept in the
priority queue of the asynchronous integrator. After each response, the next kick time
is computed

tj+1
i = tji + ∆tji (7.93)

and the kick is reinserted into the priority queue. The time step is

∆tji = min

(
∆tmax

i ,
αC li∥∥v+
i

∥∥
)

(7.94)

such that the time step length depends on the size of the node and the current absolute
nodal velocity.

Ideally, a quantity for the relative velocity to close contact candidates should be
chosen, but this is not available in most cases. Using a two-pass strategy, however,
a conservative estimation can be obtained: If two nodes with distance ∆x approach
each other with velocities vA and vB, then the collision time will be at least ∆tC ≥
0.5∆x/max(vA, vB). It is sufficient, when the faster node handles the collision detection.
In a two-pass strategy, where both nodes are associated to collision detection times, it
is irrelevant which node has the faster velocity.

When choosing the constant αC one must ensure that the next collision detection
must take place, before the considered node penetrates the target too deep (or before
the target penetrates the contactor too deep when taking the characteristic length of
the contactor side).

7.5 Examples

7.5.1 Two elastic bars

This example is excerpted from [36, 72]. A longitudinal impact of two elastic bars is
considered, see figure 7.16. The geometry of each bar is given by L = 10, H = B = 1.
The material is linear elastic with Young’s modulus E = 1, Poisson’s ratio ν = 0, mass
density ρ = 1. The impact is full elastic. Before the collision, the velocities are v(1) =

−v(2) = 0.1. The bar tips should remain in contact for t < 20.

10 10

x

z

y

z

1

1Bar 1 Bar 2

v(1)x = 0.1 v(2)x = −0.1

Figure 7.16: Impact of two bars.



208 Chapter 7. Collision dynamics

The asynchronous integrator is used with a time step ratio β = 0.5 related to the
critical time step. The step size parameter for the collision kicks is given by αC = 0.75

with maximum collision step time being the average critical time step. As a reference
solution serves Velocity Verlet with midpoint collision, see section 3.9.8 page 89. The
time series history variables are determined for both at certain points at time. The total
simulation time is T = 50; the number of save intervals is 5000. When measuring the
required cpu time, the evaluation of history variables is turned off, because it may affect
the performance.

For both integrators the same contact detection algorithms are applied. For Velocity
Verlet the sequential response, see section 7.4.5 page 206, is used for a fair compari-
son. A general contact methodology is applied, that means all bounding faces (and the
element layer underneath) are subject the collision detection and distance field compu-
tation. Although the normal vectors at the corners are not accurate due to averaging,
the direction of the response is computed nearly accurately: The motion of the two
bars is parallel to the longitudinal axis.

The mesh of the first bar consists of 5n×n×n 8-noded brick elements C3D 8N 27C,
see section 4.8.5. The mesh size parameter n controls the number of elements per
side. The element sizes along the y and z direction are uniform. Along the x axis the
position of nodes is chosen to be

xi =
L

n

i

5n
+

(
L− L

n

)(
i

5n

)2

, 0 ≤ i ≤ n (7.95)

That means, the smallest elements are located at the contact interface. Along the x

axis, the element size grows linearly. In order to enforce a nonconforming mapping at
the contact interface, the right bar is discretized by 5(n+ 1)× (n+ 1)× (n+ 1) elements
with equivalent node positions, see figure 7.17.

The tip displacements for mesh size parameter n = 4 are illustrated in figure 7.18.
The used time steps are h = 0.0174 for Verlet and for AVI hmin = 0.0129, hmax = 0.0485,
haverage = 0.0264. The tip velocities are presented in figure 7.19. In order to get single
quantities for the tip nodes, the values of all nodes located at the tip are averaged. The
displacements are in good agreement. There exist spurious oscillations in the veloc-
ities during the persistent impact phase. Such were also reported by others applying
explicit collisions [36]. They result from the explicit representation of the discrete po-
tential action Vd. The oscillations can be reduced by decreasing the time step length
and by using another finite element formulation. For example, taking standard isopara-
metric elements C3D 8N instead of C3D 8N 27C nearly doubles the magnitude of the

Figure 7.17: Impact of two bars: Mesh for n = 3.
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oscillations. The spurious oscillations are greater if the collisions are applied asyn-
chronously.

The energy balance is presented in figure 7.20. Both algorithms nearly preserve the
total energy. There is a very small energy drift in the asynchronous integrator, however,
which seems to be subject to the asynchronicity of the strain energy evaluations as
noted in section 5.6.

The cpu times are presented in figure 7.21. It illustrates the total cpu time and the
time which was spent by the contact algorithm. The latter is measured as the difference
of the total cpu times of two simulations, one with and one without contact. Obviously,
the numerical cost grows significantly slower in the asynchronous case.

7.5.2 Elastic block sliding on rigid obstacle

This example serves to test Coulomb friction and nodal restraints. A block with dimen-
sions 1× 1× 1 is sliding on a rigid plane subject to gravitation. The block is discretized
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Figure 7.18: Impact of two bars: Tip displacements over time. Left: Verlet. Right: AVI.
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Figure 7.19: Impact of two bars: Tip velocities over time. Left: Verlet. Right: AVI.
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Figure 7.20: Impact of two bars: Energy balance over time. Left: Verlet. Right: AVI.
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Figure 7.21: Impact of two bars: CPU time for different mesh sizes. Left: total cpu
time. Right: cpu time due to contact algorithm.

by 3× 3× 3 C3D 8N 27C elements. The obstacle is discretized by 5× 5× 1 elements
and has the dimension 5× 2× 0.2. All nodes of the basement are fixed through nodal
restraint conditions. The material is linear elastic with Young’s modulus E = 100, Pois-
son’s ratio ν = 0, mass density ρ = 1. The body is subject to a constant vertical body
force F = 1. The initial horizontal velocity is vx = 1. The Coulomb parameter of friction
is µ = 0.5. The total simulation time is T = 3. The time step ratio related to the critical
time step is β = 0.5. The step size parameter for the collision kicks is given by αC = 0.5

with maximum collision step time being the average time step

Figure 7.22 illustrates the geometry at the beginning and at the end of the simu-
lation. Figure 7.23 presents the horizontal displacements and velocities at the block’s
bottom. A single value of the displacements is obtained by averaging the nodal values
at the bottom surface. The results are in good agreement with the analytical solution
of a rigid block: The displacements describe a parabola with end displacement ux = 1

while the velocity decreases linearly until time t = 2. Figure 7.24 presents the energy
balance. The energy dissipated by the friction grows until almost no energy is left in
the system. The total energy is nearly preserved by the algorithm.
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Figure 7.22: Sliding block: Start and end geometry.
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Figure 7.23: Sliding block: Displacement and velocities over time. Left: Displacement.
Right: Velocity.

The material parameters are changed to E = 10 and ν = 0.2. Due to the reduced
stiffness, the block starts to roll on the interface. Some configurations are presented in
figure 7.25. The energy balance is shown in figure 7.26.

7.5.3 Block assembly

This example illustrates the asynchronous collision procedure applied to a rather com-
plex problem. An assembly of 18 cubes is hit by another moving cube. The geometry
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Figure 7.24: Sliding block: Energy balance over time.
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t = 0.375 t = 0.75

t = 1.125 t = 1.5

t = 1.875 t = 2.25

t = 2.2625 t = 3

Figure 7.25: Soft sliding block. Geometry at different times.

of the initial frame is presented in figure 7.27. All cubes are of dimension 1 × 1 × 1.
The hitting cube is rotated around its center by the axis (1/

√
2,−1/

√
(2), 0) and the

angle π/4. Its center is defined by (−0.5,−0.5, 2) whereby the origin (0, 0, 0) is defined
in one of the bottom corners of the block assembly. Every cube is discretized by either
first order tetrahedra or first order hexahedra on a regular grid, each cube with different
element sizes. C3D 4N 1I and C3D 8N 27C elements are used. The material is linear
elastic with Young’s modulus E = 1000, Poisson’s ratio ν = 0.3 and mass density ρ = 1.
The initial velocity of the hitting cube is 2 in x and y direction.

The total simulation time is T = 4. The time step ratio related to the critical time step
is β = 0.5. The step size parameter for the collision kicks is given by αC = 0.25 with
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Figure 7.26: Soft sliding block: Energy balance over time.
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Figure 7.27: Block assembly: Geometry and energy over time.

maximum collision step time being twice the average time step. The minimal critical
time step in the system was identified as hmincrit = 0.476 × 10−3, the maximum critical
time step as hmaxcrit = 2.469× 10−3 and the average being haveragecrit = 0.957× 10−3. Figure
7.27 illustrates the energy over time. The total energy error does not exceed 1%. Figure
7.28 presents the geometry at various times during the simulation.

When analyzing the geometries at discrete times, small interpenetrations can be
observed. These have three reasons:

• The spatial density of the integration points in the contact search is too small.
During the first impact between the hitting cube and the block assembly, one
cube is strongly deformed at its corner, the other in the center of its face. Some
interpenetration can not be detected, because subsequent collisions between
contactor edges and target elements are not found by the contact search. To
improve the accuracy, one needs to add more integration points to the contactor
surface or apply additional search strategies for edges and faces, see for example
[36].

• Cumulative effects. The algorithm tries to prevent collisions by changing the
velocity. The momentum change is applied at times, where already a collision was
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detected. Even if a correct velocity change was computed, subsequent events
may increase the interpenetration until the next collision reponse takes place.
A predictor-corrector algorithm could improve this, but is not effcient in explicit
analysis, in particular in asynchronous simulation. In [36] the velocity change
was combined with a nonsymplectic coordinate change which tries to eliminate
existing penetrations. Such a strategy is, however, more complex in asynchonous
integration.

• Too large collision time steps. One reason for the superiority of asynchronous
collisions with respect to cpu time is that less contact detections take place. In
this example, 24884 spatial integration points for the strain energy, and 3752 spa-
tial integration points for the contact integral are used. During the simulation,
238, 944, 839 strain energy kicks and 7, 837, 942 collision kicks were performed.
This is equivalent to average time steps of 0.416× 10−3 for the strain energy and
1.915× 10−3 for the collision detection.

t=0.3 t=0.6 t=0.9 t=0.12

t=1.5 t=1.8 t=2.1 t=2.4

t=2.7 t=3.0 t=3.3 t=3.6

Figure 7.28: Block assembly: Geometry at discrete times.
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Summary

8.1 Longer time steps in explicit dynamics

This thesis considered variational integrators. Variational integrators can be derived by
a strict procedure and automatically inherit some properties of continuous conservative
systems, i.e. symplecticity and preservation of momentum, which make them favorable
to other time stepping schemes.

Aside standard integrators such as symplectic Euler, Verlet, Newmark and Mid-
point, the variational principle allows the derivation of schemes which make use of
special properties of the considered mechanical system. For example, if the response
of a system is dominated by linear forces, one can apply various types of multiscale
integrators. The thesis studied some variational integrators which make use of a dom-
inant linear response, such as r-RESPA, mollified impulse, exponential integration and
implicit-explicit integration, see section 3.7. These schemes are non-iterative and in-
crease the accuracy (and, therefore, the stability) regarding the linear parts of the re-
sponse. Using model problems, various methods were tested on stability regarding an
increasing time step size, see sections 3.9.1 to 3.9.3.

Processed and composition methods increase the order of a numerical integrator
and, thus, usually the critical time step as well. If one is interested in numerical effi-
ciency, however, they may not be the first choice. Composition methods increase the
number of force evaluations (at least by the factor three), but do not extend the criti-
cal time step by the same factor. Rowlands’s method requires the computation of the
tangential stiffness matrix at every discrete point in time. In structural dynamics, this
assembly may impair the numerical efficiency even more than the additional matrix-
vector products.

Multiple time stepping was not used in its optimal field of application in this research.
It has been presented to show the difficulties finding regions without resonances. In
elasticity, multiple time stepping is generally not used to superimpose a linear system
and a nonlinear perturbation as done in this article. It has been successfully applied

215
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to improve numerical efficiency when different time steps are used for different spatial
regions.

Exponential integrators target at improving the accuracy when the linear forces are
dominant. They require the computation of a matrix exponential. This operation limits
their application to problems of small to moderate size. Otherwise, approximations to
the matrix exponential must be used. A certain approximation is given by an implicit
treatment of the linear forces. Although it is less accurate in treating the linear forces,
it was shown to be more robust with respect to perturbations.

By application of the mollified impulse method the stability of IMEX integrators can
be improved. This is achieved through replacing the original system by a model which
filters the nonlinear forces. The improvement of stability happens on cost of accuracy.
The ’nonlinear forces’ are defined as a perturbation to an assumed dominant linear
part. As long as the perturbations are small, the integrator is sufficiently accurate and
stable. With growing perturbation the filtered model becomes less accurate and less
stable.

For small and moderate nonlinearities the solution of the modified system was
shown to be similar to the reference solution of the original system. There was even no
stability limit to be observed. For larger nonlinearities the modified system represented
a very inaccurate approximation to the original one. Then the critical time step was still
significantly larger compared with Verlet’s method. The magnitude of nonlinearity de-
pends on the initial conditions which, therefore, have a huge impact on stability. This is
a very interesting result since stability of explicit integrators is usually tied to the largest
natural frequency regardless of the magnitude of excitation.

The mollified impulse method filters, however, parts of the nonlinear forces even
in case of very small time steps. As a result, the accuracy may be unacceptably bad
even if a time step size being smaller than the critical time step of Verlet is used. The
mollified IMEX method should, therefore, be chosen carefully. It targets at approximate
solutions using very large time steps without iteration. The accuracy of the approxima-
tion is reasonable for problems with dominant linear response only. Since it requires
the inversion of a linear combination of the mass and the stiffness matrix, its numeri-
cal efficiency may be reduced for problems with many degrees of freedom. Possible
candidate problems are those from model order reduction which usually satisfy both
constraints, i.e. a small number of unknowns and dominant linear part. More studies
are required to analyse the accuracy and stability for various applications.

8.2 Time discretization of nonlinear constraints

The treatment of linear and nonlinear holonomic constraints in conjunction with col-
lisions must be included in the considerations on an overall concept of the formula-
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tion of a mechanical integrator. Lagrange multiplier methods are considered as solu-
tion methods which can be easily transformed into penalty and Augmented Lagrange
regularizations. The thesis presented the well known methods SHAKE for holonomic
constraints in a Lagrangian framework, RATTLE for holonomic constraints in a Hamilto-
nian framework and DCR for explicit treatment of unilateral constraints in a Hamiltonian
framework.

Examples discuss the treatment of nonlinear holonomic constraints by alternative
methods. Based on the discretization of SHAKE, a constraint enforcement using the
implicit midpoint method is studied in section 3.9.5. It is identified being unstable. An
illustrative explanation for the instabilities was found, i.e. enforcing the constraints at
the time step’s midpoint can generally not avoid oscillations at the time step end points
leading to an hourglass-like interpolation of the discplacements. The implicit midpoint
method is related to the trapezoidal Newmark. By transforming the midpoint scheme
into Newmark’s equations the instabilities can be identified as spurious oscillations in
the velocities in Newmark’s scheme. Such oscillations were reported by other authors
[48,125].

Stable time discretization schemes of nonlinear constraints in a Hamiltonian frame-
work are usually based on RATTLE [3, 180]. RATTLE leads, however, to unsymmetric
systems of equations. Given a too large time step, the missing symmetry may lead
to convergence problems in iterative solvers, see sections 3.9.6 and 3.9.7. It also re-
quires the solution of two sets of constraints: the displacement based constraints and
the constraint rates, i.e. hidden velocity constraints. Furthermore, symmetric systems
of equations are generally faster to solve. This is why the direct application of New-
mark and Midpoint is tempting. A simple strategy is proposed which tries to reduce
the oscillations in the midpoint scheme and which may be applied to Newmark as well.
The constraint rates are enforced using an additional projection which is essentially
identical with DCR. The resulting scheme is symplectic, momentum preserving and
symmetric.

After the successful application of DCR to stabilize the implicit midpoint/Newmark
scheme, the procedure is further simplified by application of DCR as a standalone
procedure to the treatment of constraints. The system of equations is symmetric and
explicit, the method energy preserving and symplectic. The method should be used,
however, with care. It does not enforce the feasibility of the constraints, but only the
constraint rates. Only as long as the time step is reasonable small, the violation of the
constraints remains acceptable. Furthermore, DCR is usually applied in conjunction
with explicit time discretizations of the potential energy. In combination with an implicit
treatment of potential forces one may need to apply the Chawla algorithm [142] instead
of DCR.

DCR was applied to a simple contact problem in section 3.9.8. The violation of
the impenetrability constraints was further reduced by assigning the projection to the
time step’s midpoint in conjunction with Velocity Verlet instead of a projection between
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two time steps. The same example is used to study the stability of DCR compared
with the penalty method. The resulting algorithm is the basis of asynchronous collision
response introduced in section 7.4.

8.3 Continuous assumed gradient method

In recent years various assumed gradient methods were developed improving the ac-
curacy of standard finite elements. A special class among these methods is based on
interpolations of assumed deformation gradients which are continuous along finite ele-
ment interfaces. Various schemes were developed in this research starting from nodal
integration. Nodal integration was interpreted by a continuous strain field with finite ele-
ment nodes as support points of the interpolation. Then the instabilities were analyzed
and some penalty based approaches were presented which stabilize the solution. Sta-
ble interpolation schemes were developed and their behavior of these schemes with
respect to accuracy, convergence and efficiency was compared with other assumed
gradient methods and standard finite elements in static and dynamic problems.

Assumed gradient fields have shown the ability to improve the accuracy of isopara-
metric finite elements without adding any additional degrees of freedom. It is possible
to design efficient assumed gradient interpolation schemes which are stable without
the need of a stabilizing penalty energy function. Basically all schemes that are able
to capture all local nonzero energy deformation modes are possible. These schemes
always are of higher polynomial order than the underlying finite element shape func-
tions. The interpolation is not necessarily of tensor-product structure. Partial higher
order polynomials may be sufficient as being used in the bubble-supported and edge-
supported elements.

In this research, the following new numerical schemes were provided for three-
dimensional finite elements: (1) Support of the assumed gradient field with points in
the nodes and in the element interior, (2) support with points on the edges only and (3)
interpolation with higher order complete-tensorial support. All of them were shown to
improve accuracy compared with NICE/NS-FEM and FS-FEM.

The advance in accuracy mainly results from the assumed continuity of strains
along element interfaces and, therefore, the assumed smoothness of the finite ele-
ments. The major accuracy improvements are observed in the interior while the repre-
sentation of strains at a body’s boundary is not much improved. The overall increased
accuracy is the reason why the new method behaves better in nearly incompressible
problems. It does not, however, eliminate volumetric locking. Additional strategies to
avoid incompressible locking are recommended.

When extending the comparison to problems of dynamic analysis, questions which
usually arise are: (1) What are the limitations of the schemes compared with others, in
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particular stability? (2) How large is the benefit in accuracy? (3) Does the additional
numerical effort (when compared with standard elements) pay out the improved accu-
racy? (4) How are the new schemes applicable to complex problems involving bound-
ary conditions, domain decomposition, contact/impact or arbitrarily complex meshes
with different element types?

All of the CAG elements were shown to improve accuracy in structural dynamics
- except nodal integration (without stabilization) which does poorly converge in modal
analysis (with applications in system identification, model order reduction, etc.) and
exhibits a bad accuracy in examples of time integration. When applied to contact prob-
lems, the amount of spurious oscillations when using explicit collision integrators is
reduced compared with isoparametric FEM.

The stable CAG methods require additional numerical effort when compared with
standard elements. This is because they use a slightly greater number of integration
points and lead to a greater number of nonzero elements in the stiffness matrix. The
actual difference in number of integration points related to standard FEM is dependent
on the mesh topology. The more averagings can take place at element interfaces,
the less the number of integration points and the greater is the accuracy. The beam
example is a structure which is unfavorable for CAG methods. Bold structures (such
as blocks) lead to less integration points.

Nevertheless, surprisingly well results were found regarding efficiency and accu-
racy. Although the tetrahedron with nodal-interior support C3D 4N 1I contains almost
twice as many integration points, the computational time is reduced in explicit codes
when compared with standard FEM. At the same time the accuracy is improved. This
is because the maximum frequency is reduced and a larger time step can be used
in time integration. Previously developed assumed gradient methods, i.e. FS-FEM,
did not lead to such significant improvements. Situation is different for hexahedral ele-
ments: All stable CAG methods require more integration points and computation time.
The maximum frequency does not differ much compared with standard FEM and does
not balance the numerical effort of a single restoring force evaluation. The hexahe-
dral CAG element which improves accuracy at most is the C3D 8N 27C element with
complete higher order support.

An important observation is made by comparison of the displacement solution of
the C3D 8N 27C and C3D 4N 1I elements with their quadratic standard FEM coun-
terparts. Using the same number of nodes, both solutions are equivalent. One could
replace the quadratic elements by first-order CAG elements without losing accuracy.
On the other hand one has more flexibility in mesh generation. Boundary conditions
arising from contact/impact and mortar methods are easier to implement.

A problem when using both element types in the same mesh is meeting the regular-
ity conditions. The advantages of continuous strains can only be used if an averaging
can actually take place at finite element interfaces. While the C3D 4N 1I element has
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support points in the nodes (and interior), the C3D 8N 27C has support in the nodes,
in the interior, and on faces and edges. The latter two can not be averaged when
connected to C3D 4N 1I elements. Therefore, accuracy is reduced unless transition
elements are developed.

The presented schemes are similar to those of SFEM/SPIM/NICE, but there exist a
few advantages:

• The presented approach separates the deformation field from the numerical in-
tegration scheme. This is one of the reasons why nodal integration is not well
understood.

• Only by assuming a continuous strain field, it can be intuitively explained why
certain interpolation schemes exhibit spurious modes.

• Most SPIM/SFEM methods are developed in two dimensions. At the moment,
three-dimensional implementations are limited to linear tetrahedrons and only a
few smoothing cell schemes. One reason could be that the creation of smoothing
cells is more complex in three dimensions than in two. In the presented approach,
no smoothing cells are required.

• The illustrated method intuitively extends to arbitrary finite element types by using
the same methodology as for 1st order elements.

• Heterogeneous meshes with different finite element types can be used. Regular-
ity conditions were explained. It was discussed which effects appear if regularity
conditions are not satisfied. The FS-FEM was shown not to be an ideal candidate
to meet the regularity conditions in heterogenious meshes.

Benchmark of higher order elements The modal analysis of the 2nd order tetrahe-
dron leads to surprisingly good results for the nodally integrated element with bubble
stabilization. It would be interesting to test the performance of 2nd order elements and
various assumed gradient schemes in detail.

Incompressible locking The method should be accompanied with strategies to avoid
volumetric locking. A possible candidate was implemented in FS-FEM [203] where the
volumetric strain was nodally interpolated. F-bar methods being based on nodally
supported Jacobians [46] also naturally fit into the presented framework. It would be
interesting to test if a nodally supported volumetric strain field exhibits the same insta-
bilities as the plain assumed gradient field which leads to the spurious modes in nodal
integration.
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Stability Although an illustrative explanation for the appearance of spurious modes
was given in this article, a theoretical justification is not yet available. The only available
test of a formulation on temporal stability is modal analysis. Examples have shown,
however, that one must check various types of geometry and one must test even very
high eigenmodes. For example, the 1st order nodally integrated hexahedron with one
additional support point in its interior appears to be stable in many examples and even
in modal analysis. But when applied to the compressible block example, then instabili-
ties appeared.

Integration weights and support point locations It would be interesting if it is pos-
sible to derive optimal integration weights. The same holds for the position of the
support points of the gradient field. One constraint is stability which must not be de-
stroyed when ’tuning’ the weights of those integration points which are responsible for
the stabilization. Such a strategy could be seen in the α-FEM/PIM approaches which
superpose an instable and a stable strain field and try to find optimal weight factors for
both. The weights are chosen to obtain an overall error in energy of zero. In the opinion
of the author, this strategy may destabilize the solution.

Stress continuity The presented approach relies on the idea of improving the quality
of kinematic interpolation by assuming continuity of the strains (or the deformation
gradient) at finite element interfaces. This assumption holds in homogenious media.
An even more natural choice would be to assume continuity of stresses.

8.4 Asynchronous variational integration

Asynchronous variational integrators were presented. The treatment is initially inde-
pendent from the physical problem, i.e. it may be applicable to other fields such as
molecular dynamics. The subsequent space-time discretization allows the fully asyn-
chronous case with individual time step sizes per integration point, the original AVIs
with individual time step sizes per finite element, r-RESPA with integer ratios between
the different time step sizes and synchronous time stepping (symplectic Euler or Ve-
locity Verlet).

The asynchronous procedure was extended to treat linear nodal restraint conditions
at runtime. This is achieved through filtering the momentum change of a KICK event
(due to the restoring force) such that the constraints are satisfied at all times. The pro-
jection is a specialisation of RATTLE to AVIs yielding an extraordinary simple scheme.
Although an elimination of restrained degrees of freedom prior the simulation would be
possible as alternative, the projection based on internal Lagrange multipliers is better
suited when combined with collisions and variable time steps.
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Of particular interest was the estimation of the critical time steps. When applied
to CAG elements, it is not easy to determine the critical time step. In the original AVI
method this is done using the CFL condition which uses elemental stiffness and mass
matrices. In the CAG method, no equivalent to the elemental stiffness matrix exists
due to the continuity of the strain interpolation. Two approaches to the CFL condition
were proposed which seem suitable for CAG elements. Examples illustrated that one
of them renders the time stepping scheme sufficiently stable and efficient. Problems
regarding resonances as observed in r-RESPA or in AVI applied to molecular dynamics
did not appear in the numerical tests.

Examples compare the performance of AVI and synchronous Velocity Verlet. In
case of irregularly dense meshes there exist great potential of AVI to save computing
time. A worst case scenario illustrated the numerical overhead of AVI related to stan-
dard Verlet. If all elements are of identical size then no benefit can be found because
the individual time step sizes do not vary within the model. Hence, the computing times
were much longer.

8.5 Variable time steps

In many dynamic explicit codes, the time step may be adopted if it endangers the
stability or the accuracy of the solution, for example if a finite element collapses or
becomes too stiff to ensure stability. But these corrections may happen only a few
times among a total number of a million time steps. When adopting the time step size at
every time step, one has to preserve the multisymplectic form. Some correction terms
must be added to the time stepping scheme in order to stay symplectic. Depending
on the choice of the time step function, this may lead to an iterative or even implicit
procedure. Emphasis of this research lies on time stepping schemes leading to explicit,
non-iterative equations.

The flow of fixed-step size AVI was interpreted by a sequence of KICK and DRIFT
elements, i.e. by events which modify the momentum only and time elements which
perform a motion with constant velocity. The time step function must be selected in
such a way that the symplectic correction terms do only lead to a velocity update and
not to a change of displacements. Hence, the time step function must depend on the
displacements only and not on the momentum. In order to allow individual step sizes
for each integration point when starting from a synchronous initial condition, every
integration point obtained its individual time counter which serves as additional degree
of freedom. The symplectic correction leads to a system of equations which is quadratic
in the momentum and linear in all other variables. A procedure, which transforms such
equations to a scalar quadratic form in synchronous variable step size integration, was
adopted to the asynchronous case. Various known time step functions were presented.
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SDOF examples showed the potential of variable time steps when applied to highly
nonlinear problems. They further illustrated accuracy and convergence of individual
step size strategies. The application to linear problems, however, did not improve ac-
curacy or efficiency when compared with constant time steps. On the contrary, most
symplectic step size methods required the assembly of the tangential Hessian (stiff-
ness matrix in elasticity) rendering the schemes inefficient. Furthermore, the tuning of
the parameters of step size functions in order to obtain an efficient scheme turns to be
complex and problem dependent. The stability of explicit integrators may be improved,
but once the critical time step is passed the integration error becomes inadmisible.

The examples clearly illustrate the need of symplectic updates in favour of adhoc
adaptation of the step sizes. Furthermore, the numerical trajectories converged to the
correct solution in the presented examples. The long-term instability of SEM is not
inherited by variable step size methods based on time transformations.

The problems of SEM integration were illustrated in a small SDOF example. Therein,
the appearance of unsolvable equations may render the subsequent time integration
inaccurate and even unstable. The problems are less obvious in MDOF systems of
elasticity. Therein, a quite large energy error appeared at the beginning of the simula-
tion while the energy is kept nearly constant in subsequent time steps. Nevertheless,
the large energy error at the beginning of the simulation is unaccepable.

MDOF examples from elasticity also compare time step functions with and with-
out symplectic correction in the synchronous context and in AVI. The asynchronous
schemes turn out to be unstable. Even when applied to synchronous time steps, there
is no benefit in accuracy or numerical efficiency when simulating a linear oscillator.
Only in the presence of extremely nonlinear effects, variable time steps may stabilize
and improve the solution.

Since there are no benefits of using variable time steps in linear elasticity, one
should try to improve the treatment of strong nonlinearities in a different manner. For
example, instead of using penalty contact forces a discontinuous momentum change
may lead to similar accuracy without the need of a smaller time step during the impact.

8.6 Asynchronous collisions

One component of the presented contact algorithm are discrete distance fields. An
overview on the development of this concept was presented. The existing approaches
are based on supplementary rectangular grids on which the distance field is interpo-
lated and on penalty contact forces applied to first order tetrahedral finite elements.
The approach using distance fields was extended to arbitrary finite element types and
a Lagrange multiplier formulation. No supplementary grid is required. Instead, the dis-
tances are interpolated on the same finite element mesh. This formulation requires a
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stabilization for some geometries. An approach based on assumed distance gradients
was proposed to achieve this. Furthermore, assumed gradients lead to some kind of
’edge smoothing’ near corners and allow the treatment of general contact problems.
No user input is required where the contact pairs are defined before the simulation.

The discrete distance field approximates the closest point projection. Hence, it pro-
vides a robust and unique quantity being used as impenetrability constraint. It does not
assume any smoothness requirements on the boundary as required by closest point
projection. The collision detection is simple to implement and robust. Its accuracy
only depends on the density of the integration points in the contact integral. Further-
more, the contact tractions always balance linear and angular momentum. This is not
satisfied for procedures based on closest point projection in the presence of friction.

The distance field was used in conjunction with a spatial node-to-element integra-
tion scheme in asynchronous time stepping. The idea is that in synchronous contact
detection, the smallest surface patch decides on the time step size between two colli-
sion detections. In the presence of small and large finite elements in the same mesh,
the frequency at which each element is tested on collision can be adopted to the el-
ement size. The approach assumes that the collision response does not affect the
critical time step which is true for DCR. Furthermore, DCR only changes the momen-
tum and, thus, can be interpreted as a KICK event in the asynchronous procedure. An
additional procedure which directly eliminates spurious interpenetrations seems to be
very difficult in AVI.

DCR was applied to AVI termed Asynchronous Collision Response. The treatment
of collisions includes inelastic impacts, Coulomb friction and the presence of nodal re-
straints. All of them can be solved by very small systems of equations since only one
constraint is treated at one time. Hence, the algebraic solution is very fast compared
with synchronous contact where the coupling of degrees of freedom leads to large ma-
trices to be factorized. The asynchronous treatment further eliminates the appearance
of overconstrained configurations where the two-pass node-to-element integration gen-
erates two equivalent constraints. The asynchronous collision reponse provides three
interpretations in the implementation: (1) An adaptation of individual time steps for
each boundary node with respect to accuracy (velocity and element sizes). (2) a fixed
step size strategy where the individual step sizes are adjusted to the critical time step
of adjacent finite elements. (3) synchronous collisions where each contact constraint
is processed sequentially.

Examples verified the accuracy and efficiency of the asynchronous collision re-
sponse method and the robustness of the discrete distance field. Normal contact and
frictional contact were tested. Energy and momentum preservation was excellent. Fur-
thermore, the potential to save computing time turned out to be even greater than in
asynchronous integration of the strain energy. This was because the asynchronous
procedure allows the contact detection being less frequent than the evaluation of the
strain energy.
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Verification of CAG elements

The meshes of the following examples are generated using a uniform cartesian grid
of hexahedron elements which are either scaled or transformed into polar coordinates,
depending on the example geometry. Each mesh is described by the number of hex-
ahedral elements per edge, where ’edge’ denotes a boundary edge along one of the
coordinate directions. For reproduction purposes, the meshes with tetrahedral ele-
ments are based on hexahedral background meshes. Figure A.1 illustrates how simpli-
cial meshes are created: Any given brick element can be subdivided into at least five
simplices. By chosing 6 simplices a regular mesh can be created.

The nodally integrated C3D 4N NI is equivalent to the formulations of Bonet [21],
NICE [133] and NS-FEM [169]. C3D 8N NI is equivalent to NS-FEM and NICE in the
locations of the support points (and similar in coefficients). The face based tetrahe-
dron C3D 4N 1F is equivalent to the three-dimensional ES/FS-FEM [203]. It is im-
plemented for comparison. An implementation of hexahedra with facial support is not
tested due to its limited usability. Further results refer to the F-Bar method based on
nodal patches, F-Bar-SN-Q and F-Bar-SN-T [46]. The 10-noded tetrahedron elements
are implemented in order to test if the presented strategy stabilizes nodal integration
of higher order elements as well. They are used in modal analysis, but not in the
benchmark examples.

All elements were implemented straight-forward without any strategies to avoid vol-
umetric locking. When comparing the FS-FEM, then the implementation without sepa-
ration of volumetric and deviatoric strains is considered in the examples [203].

A.1 Patch test

The patch test verifies the ability to represent constant strain fields. To do so, a linear
deformation field is applied to a structure with irregular element geometries. In figure
A.2 a structure consisting of 3× 3× 3 8-noded hexahedron elements is shown, where

225
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Figure A.1: Mesh generation: Creating 6 simplex elements by subdividing a given
hexahedron. Left: surface and boundary edges. Right: subdivided simplex elements,
being shrinked around their centers by factor 0.5.

Figure A.2: Patch test

the nodal coordinates of the center element are randomly chosen. Application of a
displacement field given through the nodal displacements

uAα = u0α + aαXAα (A.1)

and measurement of the deformation gradients at all integration points proves the patch
test. The test may be expanded to other element types by inserting additional nodes
(for example for C3D 27N elements) or subdividing the hexahedra into tetrahedral ele-
ments.

A.2 Cantilever beam

This example illustrates the performance of assumed gradient methods when applied
to bending in linear elasticity. A cantilever beam as shown in figure A.3 with dimensions
L = 10m and b = h = 1m is subject to a vertical parabolic area load on its right edge.
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Figure A.3: A cantilever beam. Left: Geometry and loading. Right: von Mises stress
field using C3D 8N 27C elements, displacement is scaled by 150.

The load is of total P = −100N . The material is defined by E = 30 × 106kPa and
ν = 0. From plane stress theory for thin beams one can approximate the reference
solutions [257]

uz =
P

6EI

(
3νz2(L− x) + (4 + 5ν)

h2x

4
+ (3L− x)x2

)
(A.2)

σxz =
P

2I

(
h2

4
− z2

)
(A.3)

where I is the moment of inertia I = h3/12, uz the vertical displacement of the center
axis and σxz the shear stress.

The vertical deflection along the neutral line (y = z = 0) and the shear stress along
the midplane (x = L/2, y = 0) are plotted together with the reference solutions in
figures A.4 to A.7, individually for 1st order hexahedron and tetrahedron elements. The
maximum deflection and shear stress is illustrated using different mesh refinements,
i.e. 10e × e × e where e denotes the number of elements per edge. The shear and
deflection distributions are illustrated for e = 8.

The shear stress distribution is unsymmetric for the simplex elements due to unsym-
metric meshing. When comparing the edge and face supported elements and standard
FEM elements, the stress distribution is artificially worsened in the example. The plot-
ted values are nodally averaged values of an assumed interpolation of the stress inside
the elements. In particular, the face supported simplex element exhibits nodally aver-
aged stresses being even worse than those of the standard simplex element, although
the displacement distribution is reasonable good.
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Figure A.4: Maximal displacement of a cantilever beam for different meshes. Left:
brick elements. Right: simplex elements.
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Figure A.5: Shear stress at x = L/2, y = z = 0 of a cantilever beam for different
meshes. Left: brick elements. Right: simplex elements.

-0.014

-0.012

-0.01

-0.008

-0.006

-0.004

-0.002

 0

 0  2  4  6  8  10

V
e

rt
ic

a
l 
d

is
p

la
c
e

m
e

n
t 

u
_

y
(x

)

x

C3D_8N (FEM)
C3D_8N_NI (NS-FEM/NICE)

C3D_8N_8I
C3D_8N_1E

C3D_8N_27C

-0.014

-0.012

-0.01

-0.008

-0.006

-0.004

-0.002

 0

 0  2  4  6  8  10

V
e

rt
ic

a
l 
d

is
p

la
c
e

m
e

n
t 

u
_

y
(x

)

x

C3D_4N (FEM)
C3D_4N_NI (Bonet/NS-FEM/NICE)

C3D_4N_1I
C3D_4N_1E

C3D_4N_10C
C3D_4N_1F (ES/FS-FEM)

Figure A.6: Vertical displacement distribution of a cantilever beam at y = z = 0 for
e = 8. Left: brick elements. Right: simplex elements.



A.2. Cantilever beam 229

-160

-140

-120

-100

-80

-60

-40

-20

 0

-0.4 -0.2  0  0.2  0.4

S
h

e
a

r 
s
tr

e
s
s
 a

t 
x
=

L
/2

z

C3D_8N (FEM)
C3D_8N_NI (NS-FEM/NICE)

C3D_8N_8I
C3D_8N_1E

C3D_8N_27C

-160

-140

-120

-100

-80

-60

-40

-20

 0

 20

-0.4 -0.2  0  0.2  0.4

S
h

e
a

r 
s
tr

e
s
s
 a

t 
x
=

L
/2

z

C3D_4N (FEM)
C3D_4N_NI (Bonet/NS-FEM/NICE)

C3D_4N_1I
C3D_4N_1E

C3D_4N_10C
C3D_4N_1F (ES/FS-FEM)

Figure A.7: Nodal shear stresses of a cantilever beam at x = L/2, y = 0 for e = 8.
Left: brick elements. Right: simplex elements.
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A.3 Lamé problem

The Lamé problem of linear elasticity is given by a hollow sphere with inner radius
a and outer radius b subject to internal pressure p, as shown in figure A.8. For this
example, the analytical solution is available in polar coordinates (see [257]), i.e.

ur =
Pa3r

E(b3 − a3)

(
(1− 2ν) + (1 + ν)

b3

2r3

)
(A.4)

σr =
Pa3(b3 − r3)

r3(a3 − b3)
(A.5)

σθ =
Pa3(b3 + 2r3)

2r3(b3 − a3)
(A.6)

where r is the radial distance from the centroid of the sphere to the point of interest.

Due to the symmetry, only one eighth is modelled. Symmetry conditions are im-
posed on the three planes as ux = 0 for all nodes with x = 0, uy = 0 if y = 0 and uz = 0

if z = 0. The model parameters are given by the material E = 1, ν = 0.25, geometry
a = 1, b = 4 and the loading p = 1. The mesh generator creates equidistant nodes
along the radius r, the angle θz and the angle θr, see figure A.8 (right). The computed
nodal displacements and stress along the y-axis are plotted in figures A.9 to A.14 to-
gether with the reference solution. The stresses and radial displacement at the inner
boundary were computed for different mesh refinements, where 1.25e× e× e elements
were used along each polar coordinate direction. The distribution of displacement and
stress within the sphere is given for a mesh parameter e = 8.

The solutions of 1st order tetrahedra converge to values which are slightly different
from the reference solution. This effect is due to unsymmetric meshing. It is clearly
seen that the stresses and, in particular, the displacements oscillate in the interior
domain for the instable nodally integrated elements, see figures A.14 and A.12. The

a

b

p

Figure A.8: Lamé problem. Left: Geometry and loading. Right: von Mises stress field
using C3D 8N elements (e = 8), undeformed.
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boundary stresses are badly approximated by 1st order elements - the accuracy of
inner stresses is better. The boundary stresses are badly approximated by 1st order
elements - the accuracy of inner stresses is better. Therefore, the accuracy of the
displacements given in figure A.9 may be different from the accuracy in stress given
in A.10 and A.11. These two figures illustrate the different behaviour of the individual
methods to represent boundary stresses.

A.4 Cook’s tapered panel

This example is a commonly used problem, see [26, 53], to test combined bending
and shear for compressible and nearly incompressible materials. The geometry is
presented in figure A.15. A panel is clamped on its left side and subjected to a uniform
vertical shear load F = 100N/mm on its right side. The quantity of interest is the
vertical displacement uz of the top right corner A. Its convergence with respect to
the number of elements per edge can be used to measure the performance of the
used element types. If tetrahedral elements are used, then the number of elements
per edge is the number of corresponding hexahedral elements, each subdivided into
six tetrahedrons. The constitutive relation is a geometrically nonlinear linear-elastic
material with elastic modules E = 240.565N/mm2. The compressible case is defined
by Poisson’s ratio ν = 0, the nearly incompressible case by ν = 0.4999. The example is
originally a two dimensional plane strain problem. Since the assumed gradient field has
been implemented in three dimensions, an equivalent model is defined by constraining
the motion along the y-axis being perpendicular to the plane. Along direction y only
one element is used.

In figure A.16 the displacement uz is presented for various 1st order hexahedron
elements, in figure A.17 for various linear tetrahedrons. All assumed gradient ele-
ments show an improved accuracy compared with standard FEM. Notice the remark-
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Figure A.9: Inner radial displacement for the Lamé problem for different meshes. Left:
brick elements. Right: simplex elements.
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Figure A.10: Inner radial stress for the Lamé problem for different meshes. Left: brick
elements. Right: simplex elements.
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Figure A.11: Inner tangential stress displacement for the Lamé problem for different
meshes. Left: brick elements. Right: simplex elements.

ably well behaving unstable nodally integrated elements C3D 8N NI and C3D 4N NI
and the partially stabilized nodally integrated hexahedron C3D 8N 1I with one integra-
tion point in the interior. As being noted by several authors [168, 169, 280], the tetra-
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Figure A.12: Radial displacement distribution (nodal values) for the Lamé problem at
e = 8. Left: brick elements. Right: simplex elements.
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Figure A.13: Radial stress distribution (nodal values) for the Lamé problem at e = 8.
Left: brick elements. Right: simplex elements.
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Figure A.14: Tangential stress distribution (nodal values) for the Lamé problem at
e = 8. Left: brick elements. Right: simplex elements.

Figure A.15: Cook’s panel. Left: Geometry, loading and boundary conditions. Right:
C0-continuous von Mises stress field using C3D 8N 27C elements for ν = 0.
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hedron C3D 4N NI exhibits an overly-soft behavior, i.e. the displacement converges
from too large values. Volumetric locking is nearly eliminated in the incompressible
case by the nodally integrated elements. The stable assumed gradient hexahedral el-
ements (particularly with edge-based and higher order assumed gradients) reduce the
incompressible locking, but do not eliminate it. The stable assumed gradient tetrahe-
dra exhibit strong volumetric locking. The C3D 4N NI element leads to worse accuracy
when compared with the (identical) NICE-T4 element. This is due to different meshes
being used in this study and in the article [133] where the values are excerpted from.

A.5 Compressed block

The next example is often used to demonstrate the performance of assumed gradient
fields and enhanced elements, see [26, 53, 223] in case of near incompressibility and
large strains. The structure is a three-dimensional cuboid block. Due to symmetry
along the x−z and y−z planes only one quarter is modeled. The geometry and loading
conditions are given in figure A.18. The material model is a nearly-compressible Neo-
Hookean with strain energy density function

Ud(J,C) =
1

2
µ (tr(C)− 3)− µ ln J +

1

2
λ (ln J)2 (A.7)

with J = det(F) and C = FTF. The parameters are given by λ = 400889.806N/mm2

and µ = 80.194N/mm2. Different loading levels p = αp0 may be considered with refer-
ence load p0 = 4N/mm2. Herein, the load factor α = 80 was used. The surface load
p is considered as “dead load”, i.e. it is assumed to act as a constant vertical load
specified in the reference configuration. The Dirichlet boundary conditions are uz = 0

for all nodes on the bottom surface and ux = uy = 0 for all nodes on the top surface
(if these conditions would be applied to all nodes on the bottom surface, some iterative
solution methods may fail). Due to symmetry, the model is subject to the constraints
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Figure A.16: Cook’s panel: vertical tip displacement uz for 1st order hexahedron
elements. Left: ν = 0. Right: ν = 0.4999.
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Figure A.17: Cook’s panel: vertical tip displacement uz for 1st order tetrahedron ele-
ments. Left: ν = 0. Right: ν = 0.4999.

Figure A.18: Compressed block

ux = 0 for all nodes on the y− z plane and uy = 0 for all nodes on the x− z plane. The
vertical compression of the upper center point will be studied with respect to the load
factors and the number of elements per edge.
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Figure A.19: Compression level in % versus number of elements per side for the
three-dimensional block for load level p/p0 = 80. Left: 1st order hexahedron elements.
Right: 1st order tetrahedron elements.
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Figure A.20: Block under compression, deformed configuration p/p0 = 80. Left: C0-
continuous von Mises stress field using C3D 8N 27C elements. Right: Deformed
configuration due to instabilities when using C3D 8N 1I elements

The results for the pressure ratio p/p0 = 80 are given in figure A.19. For the selected
mesh sizes up to 16x16x16 no convergence was obtained for all tested elements, al-
though the assumed gradient considerably improved accuracy when compared with
standard finite elements C3D 8N and C3D 4N. The unstable nodal integrated elements
diverged during the Newton iteration. Furthermore, the nodal integrated hexahedron
with one interior point, C3D 8N 1I, turned out to be unstable when being applied to this
example. Here, spurious deformation modes were activated, see figure A.20. Gener-
ally the edge-based and the higher order assumed gradient fields perform better than
the nodal-based field with bubble stabilization.

A.6 Performance of distorted elements

The purpose of this example is to test the sensitivity of assumed gradient elements
with respect to mesh distortion. A similar test was proposed in [222]. The geometry
and loading of a cantilever beam is presented in figure A.21. The beam is subject to
a parabolic vertical area load on its free edge. A horizontal point load is acting on one
of the vertices on its free end. The material is linear elastic. Geometrical nonlinearities
are considered. The model parameters are L = 10, h = b = 1, E = 3 × 107, ν = 0,
P = 100×103, F = 100×103. The maximum deflection is compared for different element
types and for different values of the mesh distortion parameter a. The percentages
denote the deviation of the actual value with respect to the undistorted mesh (a = 0).
For a 10× 2× 2 mesh the results are listed in table A.1. For a 20× 4× 4 mesh see table
A.2.
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Figure A.21: Beam with distorted mesh. Left: Geometry and loading. Right: Dis-
placement field using C3D 8N 27C elements.

The pure nodally integrated elements perform best. Among the stable methods, the
elements with higher order support yield the best results. The standard elements and
the face-based support (ES-FEM) exhibit the largest sensitivity.

A.7 Convergence of natural frequencies

This example is used to test the convergence and accuracy of dynamic eigenvalues.
The geometry is presented in figure A.22. A beam with square cross section is clamped
on its left side. The quantity of interest are the 1st, 2nd and the 200th eigenvalues. The
constitutive law is a linear elastic material with elastic modulus E = 30000N/mm2,

Table A.1: Maximum displacement and deviation for mesh distortion parameters a

and a mesh with 10× 2× 2 elements per edge

a C3D 8N C3D 8N NI C3D 8N 8I C3D 8N 1E C3D 8N 27C

0 4.68976 4.72447 4.79279 4.77723 5.07468
3 48% 29% 49% 55% 38%

4.9 68% 59% 77% 81% 61%

a C3D 4N C3D 4N NI C3D 4N 1I C3D 4N 1E C3D 4N 10C C3D 4N 1F

0 3.26678 5.35719 4.3898 4.96579 4.90264 3.94155
3 69% 1% 46% 44% 48% 63%

4.9 90% 23% 88% 88% 89% 89%
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Table A.2: Maximum displacement and deviation for mesh distortion parameters a

and a mesh with 20× 4× 4 elements per edge

a C3D 8N C3D 8N NI C3D 8N 8I C3D 8N 1E C3D 8N 27C

0 5.08042 5.09454 5.11962 5.11819 5.19704
3 23% 8% 16% 16% 10%

4.9 53% 29% 53% 57% 45%

a C3D 4N C3D 4N NI C3D 4N 1I C3D 4N 1E C3D 4N 10C C3D 4N 1F

0 4.43699 5.27465 4.94572 5.17902 5.16265 4.76144
3 39% 1% 21% 10% 12% 30%

4.9 82% 0% 75% 69% 71% 79%

Figure A.22: A cantilever beam

Poisson ratio ν = 0 and mass density 2400kg/m3. The convergence is measured with
respect to the number of elements per edge, whereby the number of elements along
the longitudinal axis are 10 times as much as along the other directions. The reference
values have been computed using a 27-noded hexahedron element with 100 × 10 ×
10 elements. Due to symmetry the 1st two bending modes must be equal and are
averaged in case of the tetrahedral meshes in order to obtain a unique representative
value.

In figure A.23 the first natural frequency for various families of finite element types
and ν = 0 are shown. The stable assumed gradient schemes exhibit a significantly im-
proved accuracy for 1st order tetrahedra. When considering 1st order hexahedra, only
C3D 8N 27C improves the accuracy of the first eigenvalues, while the other schemes
behave worse. Then all assumed gradient schemes perform better than standard FEM.
Furthermore, higher eigenvalues are well approximated by all stable assumed gradient
schemes, see figure A.24 for the 200th eigenvalue. Notice, the instable nodal inte-
grated elements converge to wrong solutions.

The 200-th eigenvalue of the element C3D 8N 1I converges to the exact value al-
though the formulation is instable. That means, modal analysis of a beam is not nec-
essarily a sufficient test to verify stability, even if higher eigenmodes are checked. An
indicator for the instability of C3D 8N 1I is that the error is not strictly monotonic de-
creasing.
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The 1st and 200-th natural frequencies of the 2nd order tetrahedra are plotted in
figure A.25. While the nodal integrated elements converge to the wrong solution, all
stable formulations converge to the accurate values.

A.8 Numerical efficiency

Objective quantities for the efficiency can hardly be obtained. Numerical efficiency can
be partially measured by the number of used integration points. This is at least true for
explicit solution methods in which the time to assemble the restoring force vector and
stiffness matrix grows with the number of material law evaluations, i.e. with the number
of integration points. For implicit methods, the structure and sparsity of the stiffness
matrix and the time used for assembling system matrices also play a significant role.
Furthermore, the time to evaluate a constitutive relation (plasticity, nonlinearity) and the
number of degrees of freedom must be balanced with the mentioned factors. The way
how data structures are handled by the codes also varies a lot, for example one could
aim at precomputing constant quantities; focus on parallel or distributed environments,
etc. Therefore, the computing time is not an objective quantity.

Figure A.26 compares the number of integration points for individual meshes. No-
tice, this number is proportional to the number of elements in standard FEM. For the
other methods this number depends on the actual mesh topology. Then, the number
of strain energy integration points must not be mistaken for the number of (Gaussian)
integration points which are used to compute geometric volume integrals being used
to determine the assumed gradient. More precisely, the number of material evaluation
points is considered which is the number of support points of the assumed gradient
field in this study (or the number of smoothing cells in SFEM).

Figure A.27 compares the sparsity of the stiffness matrix for individual meshes. In
particular, the number of nonzero stiffness components is related to standard FEM.
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Figure A.23: Modal analysis of a beam: 1st natural frequency, ν = 0. Left: 1st order
hexahedra. Right: 1st order tetrahedra.
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Figure A.24: Modal analysis of a beam: 200-th natural frequency, ν = 0. Left: 1st
order hexahedra. Right: 1st order tetrahedra.
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Figure A.25: Modal analysis of a beam: 2nd order tetrahedron, ν = 0. Left: 1st natural
frequency. Right: 200-th natural frequency.

The sparsity is even more dependent on the actual mesh topology than the number
of integration points. Obviously, the continuity condition decreases sparsity. This is,
in particular, the case when nodal averages are applied. Furthermore, the simplified
averaging of equation (4.108) is used in the plot. The approach using dual multipliers
behaves worse.

Figure A.28 plots the used CPU time for the assembly of the restoring force vector
with respect to the mesh size (cantilever beam example in section A.2). The times
required to assemble the restoring force vector and stiffness matrix turn out to be more
or less proportional to the number of integration points. Figure A.29 plots the relative
displacement error with respect to the CPU time which is needed to create the restoring
force vector. The relation between CPU time and displacement error may be different
for each example.
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Figure A.26: Relative number of integration points of different examples (FEM=1).
Left: brick elements. Right: simplex elements.
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Figure A.27: Relative sparsity of different examples (FEM=1). Left: brick elements.
Right: simplex elements.
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Figure A.28: CPU time for assembling the restoring force vector with respect to the
number elements per edge. Left: brick elements. Right: simplex elements.
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Figure A.29: Relative error in vertical displacement with respect to time needed for
restoring force assembly. Left: brick elements. Right: simplex elements.



Appendix B

Gradient interpolating functions of
CAG elements

Table B.1: Integration point coordinates of nodal-interior integrated elements

4N 1I 10N 4I 8N 8I

ξ1 = (0, 0, 0)

ξ2 = (1, 0, 0)

ξ3 = (0, 1, 0)

ξ4 = (0, 0, 1)

ξ5 = (0.25, 0.25, 0.25)

ξ1 = (0, 0, 0)

ξ2 = (1, 0, 0)

ξ3 = (0, 1, 0)

ξ4 = (0, 0, 1)

ξ5 = (0.5, 0, 0)

ξ6 = (0.5, 0.5, 0)

ξ7 = (0, 0.5, 0)

ξ8 = (0.5, 0, 0.5)

ξ9 = (0, 0.5, 0.5)

ξ10 = (0, 0, 0.5)

ξ11 = (0.4, 0.4, 0.4)

ξ12 = (0.2, 0.4, 0.4)

ξ13 = (0.4, 0.2, 0.4)

ξ14 = (0.4, 0.4, 0.2)

ξ1 = (−1,−1,−1)

ξ2 = (1,−1,−1)

ξ3 = (−1, 1,−1)

ξ4 = (1, 1,−1)

ξ5 = (−1,−1, 1)

ξ6 = (1,−1, 1)

ξ7 = (−1, 1, 1)

ξ8 = (1, 1, 1)

ξ9 = (−1/3,−1/3,−1/3)

ξ10 = (1/3,−1/3,−1/3)

ξ11 = (−1/3, 1/3,−1/3)

ξ12 = (1/3, 1/3,−1/3)

ξ13 = (−1/3,−1/3, 1/3)

ξ14 = (1/3,−1/3, 1/3)

ξ15 = (−1/3, 1/3, 1/3)

ξ16 = (1/3, 1/3, 1/3)
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Table B.2: Integration point coordinates of edge integrated elements

4N 1E 8N 1E

ξ1 = (0.5, 0, 0)

ξ2 = (0.5, 0.5, 0)

ξ3 = (0, 0.5, 0)

ξ4 = (0.5, 0, 0.5)

ξ5 = (0, 0.5, 0.5)

ξ6 = (0, 0, 0.5)

ξ1 = (−1,−1, 0)

ξ2 = (−1, 0,−1)

ξ3 = (−1, 0, 1)

ξ4 = (−1, 1, 0)

ξ5 = (0,−1,−1)

ξ6 = (0,−1, 1)

ξ7 = (0, 1,−1)

ξ8 = (0, 1, 1)

ξ9 = (1,−1, 0)

ξ10 = (1, 0,−1)

ξ11 = (1, 0, 1)

ξ12 = (1, 1, 0)

Table B.3: Interpolation functions of node-interior integrated element C3D 4N

4N 1I

N1 = 1− r − s− t− 0.25N5

N2 = r − 0.25N5

N3 = s− 0.25N5

N4 = t− 0.25N5

N5 = 256rst(1− r − s− t)
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Table B.4: Interpolation functions of node-interior integrated element C3D 10N

10N 4I

N1 =− 62.5r3st− 125r2s2t− 125r2st2 + 75r2st+ 2r2 − 62.5rs3t

− 125rs2t2 + 75rs2t− 62.5rst3 + 75rst2 − 12.5rst+ 4rs+ 4rt− 3r + 2s2 + 4st− 3s

+ 2t2 − 3t+ 1

N2 =r(62.5r2st+ 62.5rs2t+ 62.5rst2 − 112.5rst+ 2r − 50s2t− 50st2 + 50st− 1)

N3 =s(62.5r2st− 50r2t+ 62.5rs2t+ 62.5rst2 − 112.5rst− 50rt2 + 50rt+ 2s− 1)

N4 =t(62.5r2st− 50r2s+ 62.5rs2t− 50rs2 + 62.5rst2 − 112.5rst+ 50rs+ 2t− 1)

N5 =− r(250rs2t+ 250rst2 − 200rst+ 4r + 250s3t+ 500s2t2 − 450s2t+ 250st3 − 450st2

+ 200st+ 4s+ 4t− 4)

N6 =rs(250r2t+ 500rst+ 250rt2 − 300rt+ 250s2t+ 250st2 − 300st− 50t2 + 50t+ 4)

N7 =− s(250r3t+ 250r2st+ 500r2t2 − 450r2t+ 250rst2 − 200rst+ 250rt3 − 450rt2

+ 200rt+ 4r + 4s+ 4t− 4)

N8 =rt(250r2s+ 250rs2 + 500rst− 300rs+ 250s2t− 50s2 + 250st2 − 300st+ 50s+ 4)

N9 =st(250r2s+ 250r2t− 50r2 + 250rs2 + 500rst− 300rs+ 250rt2 − 300rt+ 50r + 4)

N10 =− t(250r3s+ 500r2s2 + 250r2st− 450r2s+ 250rs3 + 250rs2t− 450rs2 − 200rst

+ 200rs+ 4r + 4s+ 4t− 4)

N11 =rst(1562.5r2 + 3125rs+ 3125rt− 2812.5r + 1562.5s2 + 3125st− 2812.5s+ 1562.5t2

− 2812.5t+ 1250)

N12 =− rst(1562.5rs− 312.5s− 312.5t− 1875r + 1562.5rt+ 1562.5r2 + 312.5)

N13 =− rst(1562.5rs− 1875s− 312.5t− 312.5r + 1562.5st+ 1562.5s2 + 312.5)

N14 =− rst(1562.5rt− 312.5s− 1875t− 312.5r + 1562.5st+ 1562.5t2 + 312.5)
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Table B.5: Interpolation functions of node-interior integrated element C3D 8N

8N 8I

N1 =(729r2s2 − 729r2s2t2 + 729r2t2 − 729r2 + 729s2t2 − 729s2 − 729t2 + 217)

· (r − 1)(s− 1)(t− 1)/4096

N2 =− (729r2s2 − 729r2s2t2 + 729r2t2 − 729r2 + 729s2t2 − 729s2 − 729t2 + 217)

· (r + 1)(s− 1)(t− 1)/4096

N3 =− (729r2s2 − 729r2s2t2 + 729r2t2 − 729r2 + 729s2t2 − 729s2 − 729t2 + 217)

· (r − 1)(s+ 1)(t− 1)/4096

N4 =(729r2s2 − 729r2s2t2 + 729r2t2 − 729r2 + 729s2t2 − 729s2 − 729t2 + 217)

· (r + 1)(s+ 1)(t− 1)/4096

N5 =− (729r2s2 − 729r2s2t2 + 729r2t2 − 729r2 + 729s2t2 − 729s2 − 729t2 + 217)

· (r − 1)(s− 1)(t+ 1)/4096

N6 =(729r2s2 − 729r2s2t2 + 729r2t2 − 729r2 + 729s2t2 − 729s2 − 729t2 + 217)

· (r + 1)(s− 1)(t+ 1)/4096

N7 =(729r2s2 − 729r2s2t2 + 729r2t2 − 729r2 + 729s2t2 − 729s2 − 729t2 + 217)

· (r − 1)(s+ 1)(t+ 1)/4096

N8 =− (729r2s2 − 729r2s2t2 + 729r2t2 − 729r2 + 729s2t2 − 729s2 − 729t2 + 217)

· (r + 1)(s+ 1)(t+ 1)/4096

N9 =− (729(r2 − 3r3 + 3r − 1)(s2 − 3s3 + 3s− 1)(t2 − 3t3 + 3t− 1))/4096

N10 =(729(s2 − 3s3 + 3s− 1)(t2 − 3t3 + 3t− 1)(3r − r2 − 3r3 + 1))/4096

N11 =(729(r2 − 3r3 + 3r − 1)(t2 − 3t3 + 3t− 1)(3s− s2 − 3s3 + 1))/4096

N12 =− (729(t2 − 3t3 + 3t− 1)(3r − r2 − 3r3 + 1)(3s− s2 − 3s3 + 1))/4096

N13 =(729(r2 − 3r3 + 3r − 1)(s2 − 3s3 + 3s− 1)(3t− t2 − 3t3 + 1))/4096

N14 =− (729(s2 − 3s3 + 3s− 1)(3r − r2 − 3r3 + 1)(3t− t2 − 3t3 + 1))/4096

N15 =− (729(r2 − 3r3 + 3r − 1)(3s− s2 − 3s3 + 1)(3t− t2 − 3t3 + 1))/4096

N16 =(729(3r − r2 − 3r3 + 1)(3s− s2 − 3s3 + 1)(3t− t2 − 3t3 + 1))/4096
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Table B.6: Interpolation functions of edge integrated element C3D 4N

4N 1E

N1 = −(8r2 + 8rs+ 8rt− 8r − 2s2 − 4st+ 3s− 2t2 + 3t− 1)/3

N2 = (2r2 + 12rs− r + 2s2 − s)/3
N3 = (2r2 − 8rs+ 4rt− 3r − 8s2 − 8st+ 8s+ 2t2 − 3t+ 1)/3

N4 = (2r2 + 12rt− r + 2t2 − t)/3
N5 = (2s2 + 12st− s+ 2t2 − t)/3
N6 = (2r2 + 4rs− 8rt− 3r + 2s2 − 8st− 3s− 8t2 + 8t+ 1)/3

Table B.7: Interpolation functions of edge integrated element C3D 8N

8N 1E

N1 = ((r − 1)(s− 1)(2rs− s− r + rt2 + st2 − 2t2 + 2))/24

N2 = ((r − 1)(t− 1)(2rt− t− r + rs2 + s2t− 2s2 + 2))/24

N3 = ((r − 1)(t+ 1)(r − t+ 2rt− rs2 + s2t+ 2s2 − 2))/24

N4 = ((r − 1)(s+ 1)(r − s+ 2rs− rt2 + st2 + 2t2 − 2))/24

N5 = ((s− 1)(t− 1)(2st− t− s+ r2s+ r2t− 2r2 + 2))/24

N6 = ((s− 1)(t+ 1)(s− t+ 2st− r2s+ r2t+ 2r2 − 2))/24

N7 = ((s+ 1)(t− 1)(t− s+ 2st+ r2s− r2t+ 2r2 − 2))/24

N8 = ((s+ 1)(t+ 1)(s+ t+ 2st− r2s− r2t− 2r2 + 2))/24

N9 = ((r + 1)(s− 1)(s− r + 2rs+ rt2 − st2 + 2t2 − 2))/24

N10 = ((r + 1)(t− 1)(t− r + 2rt+ rs2 − s2t+ 2s2 − 2))/24

N11 = ((r + 1)(t+ 1)(r + t+ 2rt− rs2 − s2t− 2s2 + 2))/24

N12 = ((r + 1)(s+ 1)(r + s+ 2rs− rt2 − st2 − 2t2 + 2))/24





Appendix C

Variations on the contact interface

Variations of parameterized quantities in contact frame

This paragraph serves to develop directional derivatives of the parameterized quanti-
ties following standard textbooks [141,273].

For problems not involving contact, one would have

Dδφ̂(i) [φ̂
(j)] = 0, ∀ i 6= j (C.1)

stating that the fields φ̂(1) and φ̂(2) are independent. In contact situations, however,
both functions are coupled through the contact frame, i.e. the fields are dependent
on ξ̂. When computing their variations and subsequent directional derivatives, it must
be emphasized that any perturbed quantity based on X̄(i)(ξ̂) includes implicitly the
identification of ξ̂(X̂(i)). The variation of this identification must also be considered
leading to a term containing δξ̂β as will be shown.

• The variation of a point x̂ = φ̂(X̂) being located on the contact frame can be
obtained from

δx̂ =
d

dε

∣∣∣∣
ε=0

[φ̂(X̂) + εδφ̂] =
∂φ̂

∂X̂
δX̂ + δφ̂ = F̂(X̂) · 0 + δφ̂ (C.2)

• The variation of the mapped quantity

x̂(i) = φ̂(i)(X̂(i)) = φ̂(i)(X̄(i)(ξ̂(i)))

is

δx̂(i) =
d

dε

∣∣∣∣
ε=0

[φ̂(i)(X̄(i)(ξ̂(i))) + εδφ̂(i)]

=
∂φ̂(i)

∂X̄(i)
· ∂X̄(i)

∂ξ̂(i)β
δξ̂(i)β + δφ̂(i)
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since it depends on the parametrization of the contact frame. Using equations
(7.12) and (7.13), one obtains

δx̂(i) = δφ̂(i) + τ̂
(i)
β δξ̂(i)β (C.3)

Notice, in feasible contact, i.e. g(ξ̂) = 0, it is assumed that the surfaces C(1)

and C(2) are described by the same tangential planes, i.e. τ̂ (1)
β = τ̂

(2)
β = τ̂β and

ξ(1) = ξ(2).

• The variation of the gap function (7.24) becomes

δĝ =δ
(
x̂(2) − x̂(1)

)
· ν̂ +

(
x̂(2) − x̂(1)

)
· δν̂

=
(
δφ̂(2) − δφ̂(1) + τ̂

(2)
β δξ̂(2)β − τ̂ (1)

β δξ̂(1)β
)
· ν̂ +

(
x̂(2) − x̂(1)

)
· δν̂ (C.4)

Due to the perpendicularity condition τ̂ (i)
β · ν̂ = 0 and and with ν̂ · δν̂ = 0 [273], this

can be simplified to
δĝ = ν̂ ·

(
δφ̂(2) − δφ̂(1)

)
(C.5)

• The variation of the glide path ξ̂β may be obtained implicitly starting with the
perpendicularity condition [141](

x̂− x̂(i)
)
· τ̂α(x̂) = 0 (C.6)

which holds since x̂(i) is assumed to be an orthogonal projection of x̂ onto C(i).
Computing its directional derivative yields

0 = δ
(
x̂− x̂(i)

)
· τ̂α(x̂) +

(
x̂− x̂(i)

)
· δτ̂α(x̂) (C.7)

The first term writes

δ
(
x̂− x̂(i)

)
= δφ̂− δφ̂(i) − τ̂ (i)

β δξ̂(i)β (C.8)

For the second term, the tangential variation is obtained from (7.13)

δτ̂α = δΨ̂t,α(ξ̂) = Ψ̂t,α,β(ξ̂)δξ̂β + δΨ̂,α (C.9)

and the mapping x̂ onto C(i) is rewritten as

x̂− x̂(i) = ĝ(i)ν̂ (C.10)

Equation (C.7), therefore, yields

0 =
(
δφ̂− δφ̂(i) − τ̂ (i)

β δξ̂(i)β
)
· τ̂α + ĝ(i)ν̂ ·

(
Ψ̂t,α,β(ξ̂)δξ̂β + δΨ̂,α

)
(C.11)

Defining the symmetric matrix

A
(i)
αβ := τ̂

(i)
β · τ̂α + ĝ(i)ν̂ · Ψ̂,α,β (C.12)
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one obtains
A

(i)
αβδξ̂

(i)β =
(
δφ̂− δφ̂(i)

)
· τ̂α + ĝ(i)ν̂ · δΨ̂,α (C.13)

In case of perfect sliding, ĝ(i) = 0, (C.13) may be simplified to

δξ̂(i)β =
(
δφ̂− δφ̂(i)

)
· τ̂β (C.14)

Using the definition of δξ̂β to be the relative variation of C(1) with respect to C(2)

δξ̂β := δξ̂(1)β − δξ̂(2)β (C.15)

one obtains from (C.14)

δξ̂β =
(
δφ̂(2) − δφ̂(1)

)
· τ̂β (C.16)





Appendix D

Spatial discretization of the contact
boundary

D.1 Exact integration domains

In the original application of distance fields to collision detection [95] a finite element
mesh based on first order tetrahedra is used. Then the intersection of the one body’s
boundary and the second body’s volume is determined. The resulting interface is tri-
angulated, see figure D.1 on the left. The contact constraints are enforced using a
quadratic penalty function. The integration of the contact tractions on the interface
can be done analytically: The integration domains are first order triangles with linearly
interpolated displacements. The gap function is interpolated using the same ansatz
functions.

Beside the disadvantages of the employed penalty method, the resulting algorithm
is computationally expensive. The collision detection requires the parametrization of
triangles within local element coordinate systems of individual tetrahedra, the identifi-
cation of the actual cutting plane boundary, a triangulation and the integration for each
triangular integration cell. When comparing the inaccuracy of the penalty method with
the complexity of the collision detection and integration, other methods may be better
suited. In many contact methods [89,99,140,201,230,274] it is common to represent
the contact boundary by a point cloud, see figure D.1 on the right. Each point serves as
a numerical integration point and represents a finite part of the contact interface. An in-
tersection test of a point and a finite element is very simple, but one has to approximate
a suitable sampling density in order to stay accurate.

Noteworthy is the approach of [120, 213] for thin walled structures, where two sur-
face triangles are tested on intersection. Furthermore, a simple formula for the signed
spanned volume of both triangles is presented which can be used directly for collision
detection and as a constraint function. The strategy is, however, difficult to apply to
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distance fields and fails for surface triangles which lie completely in the interior of a
body.

D.2 Integration strategies

Some strategies to define the integration points on the contact interface are described
in the following paragraphs. Let a contact pair denote a pair of two bodies, the contactor
and the target.

Node-to-segment The contact frame is identical with the boundary of the contactor
body. Nodes on the contact frame are associated to points on the target. When using
closest point projection, these points are projection points on the target’s boundary,
see figure D.2(a). When using distance fields, these points are those points on the
boundary or in the interior of the target which have the same deformed coordinate as
the contactor nodes.

Node-to-segment integration [230] is simple, but error-prone. Intersections may
not be detected if a contactor node slides off a target segment or if the target mesh
is of finer detail than the contactor boundary. These problems can be improved by
a two-pass strategy, i.e. one considers the same contact pair twice by exchanging
the contactor and the target, see figure D.2(c). The sampling density may still be
too rough. Then one may add support for topological features such as finite element
edges, leading to edge-to-edge and edge-to-segment search algorithms. In specific
situations, the two-pass approach leads to overconstrained systems. Herein, some
discrete constraint functions are linearly dependent or even identical for both sides.
This may happen if both contacting boundaries are planes.

A further issue with node-to-segment integration is the representation of curved
interfaces as pointed out in [144, 218]. Assume the discretization of curved surfaces

Figure D.1: Exact integration domain versus point cloud for the intersection of a trian-
gle and a tetrahedron. Left: Triangulation of the exact intersection. Right: Intersecting
discrete points which are sampled on the triangle.
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by linear elements, see figure D.3. Exact enforcement of the nodal contact constraints,
with the contactor being the right body, may lead to interpenetrations as in figure D.3(a).
Let the contactor be the left body or assume the application of the two-pass approach.
Then exact enforcement of the nodal constraints leads to gaps between both interfaces,
see figure D.3(b). A strategy to improve the representation of curved interfaces is to
interpolate the geometry of contact boundaries by C1-continuous functions [52,61,62,
131,249].

Segment-to-segment Compared with node-to-segment, the accuracy of the contact
tractions is improved by application of a C0-continuous interpolation of the contact
tractions. They may be interpolated on the boundary of the contactor, figure D.2(b)
[144,216,218,219], or independently on an intermediate surface, figure D.2(d) [73,187,
220,221]. The problem of finding a sufficiently high sampling density of the integration
points remains the same as in node-to-surface integration. If bodies with different mesh
refinements are used, the interpolation of the contact tractions on the rougher boundary
may eliminate essential information. Using an independent mesh on the intermediate
surface complicates the problem by switching from a nonconform mapping between
two surfaces to a pair of nonconform mappings involving three interfaces.

Simple segment-to-segment approaches may be used to eliminate overconstraint
in two-pass node-to-segment integration, figure D.2(c). The issue of curved interfaces
can be improved by enforcing the contact constraints in a weak sense, see figure
D.3(c). The enforcement of the average of positive and negative gap function values
leads to a deformed configuration with only small regions that overlap or exhibit gaps.
Since the discrete distance field is only defined for nonnegative values, this benefit is
not available.

(a)

C∂Ω
(1)
C ∂Ω

(2)
C

(b)

C∂Ω
(1)
C ∂Ω

(2)
C

(c)

C∂Ω
(1)
C ∂Ω

(2)
C

(d)

C∂Ω
(1)
C ∂Ω

(2)
C

Figure D.2: Integration point strategies on the contact frame. (a) one-sided node-
to-segment. (b) segment-to-segment on one boundary. (c) both-sided node-to-
segment/node-based segment-to-segment. (d) segment-to-segment on the contact
frame.
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(a) (b) (c)

Figure D.3: Node-to-segment contact on curved interfaces. (a) one-sided node-to-
segment. (b) both-sided node-to-segment. (c) segment-to-segment.

D.3 Mortar method

The subsequent paragraphs follow the approach of [187] who applied the mortar method
to contact problems using an intermediate surface.

The contact frame as well as the bodies are discretized using finite sets of elements
such that

Ω(i) ≈ Ω(i)h =
⋃
e

Ω(i)
e , C(i) ≈ C(i)h =

⋃
e

C(i)
e (D.1)

with the discretized deformed coordinates

φ(i) → φ(i)h , φ̂(i) → φ̂(i)h (D.2)

The displacement fields of the bodies, measured in the global frame and in the contact
frame, are generally nonconform, but represent the same dynamics. Hence, the dis-
cretized displacements of the two bodies must be equal when measured in the global
frame x(i) and in the contact frame x̂. The condition φ(i) = φ̂(i) is weakly enforced
by associating it with a spatially dependent Lagrange multiplier field λ(i) such that the
constraint will be weakly enforced through the mortar integral

G(i)
m (φ(i)h , φ̂(i)h , λ(i)h) =

∫
∂CΩ(i)h

(
φ(i)h(X(i))− φ̂(i)(X̂(i))

)
λ(i)h(X̂(i))dΓ = 0 (D.3)

Therefore, the contact surfaces become interfaces coupling the mortar side, i.e. the dis-
placement fields belonging to the finite element structure, with the non-mortar side, i.e.
the equivalent fields defined in the contact frame. Adding the equations for both bod-
ies, taking the first variation, adding the result to the virtual work in equation (7.9) and
applying the substitution (7.20) yields a constrained variational problem which states:
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Find φh, φ̂h, λh such that

0 =Gdyn(φh, δφh) + ĜC(φ̂h, δφ̂h) +Gm(δφh, δφ̂h, λh)

0 =Gm(φh, φ̂h, δλh) (D.4)

Discretization The contact quantities are expanded in terms of finite element shape
functions. Assume that the multipliers, deformations fields and their variations may be
interpolated as

λ(i)h(X(i)) =
n(i)∑

A(i)=1

M
(i)

A(i)

(
ξ̂(i)(x(i))

)
λ

(i)

A(i)

φ(i)h(X(i)) =
n(i)∑

C(i)=1

N
(i)

C(i)

(
ξ(i)(x(i))

)
x

(i)

C(i)

φ̂(i)h(X(i)) =
n̂(i)∑

E(i)=1

N̂
(i)
E

(
ξ̂(i)(x(i))

)
x̂

(i)
E (D.5)

Therein, M (i)

A(i) denotes the interpolation function of the multiplier on the interface, N (i)

C(i)

is the finite element shape function being isoparametric and N̂
(i)
E is an isoparamet-

ric shape function interpolating the contact frame coordinates on the interface. That
means, ξ̂(i) ∈ R2 and ξ(i) ∈ R3.

If the discretization of the contact frame is identical with the mesh of one of the
boundaries, the multipliers λ(i)

A(i) can be replaced by the contact traction t̂A(i) and the
contact integral itself takes the character of the mortar integral [218].

The variation for the discrete multipliers λ(i)

A(i) leads to the discrete equation

0 =
∑
C(i)

n
(i)

AC(i)x
(i)

C(i) −
∑
E

n̂AEx̂
(i)
E , n

(i)
AC =

∫
∂CΩ(i)

MAN
(i)
C dΓ, n̂AE =

∫
Ch
MAN̂EdΓ

(D.6)

where the integration domain becomes ∂CΩ(i) ≈ C(i) ≈ Ch. The Lagrange multipliers
are stored at the nodes of the contact frame and, therefore, the matrix n̂AE is quadratic.
For a given spatial configuration vector x(i) one can solve for x̂(i) requiring the inverse
of n̂AE. In the standard mortar method, the interpolation function of the multipliers is
the finite element shape function, i.e. MA = N̂A, and n̂AE is positive definite. The matrix
is sparse but its inverse is dense leading to an expensive operation. Therefore, a dual
multiplier space is often used [272]. Herein, the interpolation function MA is chosen
such that it obeys the biorthogonality condition∫

C

MAN̂BdΓ = δAB

∫
C

N̂BdΓ (D.7)

More details on dual multipliers are presented in section 4.4.3 on page 105. If the
Lagrange multipliers are defined on the finite element structure instead of the contact
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frame, then one is chosing M to enforce the biorthogonality of n(i)
AC computing x(i)

explicitly from a given x̂(i).

D.4 Node-to-element integration

Let the contact frame C be identical to the boundary ∂CΩ(1) of the contactor Ω(1). Then
one has to find the intersection of the contactor boundary with the target Ω(2). If there
is contact, the resulting interface may partially lie on the boundary (feasible contact) or
in the interior (infeasible contact) of the target. The mortar method involves only one
integral, i.e. the contact integral which has to map the contact tractions and displace-
ments of the contactor side of the interface to the generally nonconform target side of
the interface. The contact tractions will be interpolated using the finite element shape
functions of the contactor. On the target side, the contact tractions are surface loads
which are applied to material points in the interior or on the boundary of finite elements.

The numerical integration scheme influences the accuracy of the interpolation of
contact tractions, the accuracy and robustness, but also the efficiency of collision de-
tection. In this work, integration points are coincident with finite element nodes on the
contactor’s boundary.

A general contact strategy is assumed, i.e. no contact pairs are defined by the user
a-priori. Instead, all boundaries may be in contact with all bodies in the system. As
a result, no assumption about the mortar side can be done in order to reduce over-
constraint in a two-pass node-to-element strategy. This would require a clear definition
of contact pairs such that the algorithm can merge the integration points on the non-
mortar side into the mortar integral.

Using the collision response presented in section 3.8.5 improves some problems
with two-pass node-to-element integration being mentioned earlier in section D.2. The
issue of curved interfaces is circumvented by enforcing constraints on the relative nor-
mal velocity which is independent from the actual penetration depth. Overconstraint
issues do not exist in the asynchronous collision algorithm where the individual dis-
crete contact constraints are applied sequentially.

With MA(ξB) = δAB the mortar condition (D.6) simplifies to

x̂
(1)
A =x

(1)
A (D.8)

x̂
(2)
A =

∑
B

N
(2)
B (ξ(2)(x̂

(1)
A ))x

(2)
B (D.9)

which are used to express the variations of the gap function and the glide path in the
contact integral (7.30) with respect to the virtual displacements in the global frame.

The gap function (7.61) requires the evaluation of two distance fields, i.e. the dis-
tance d(1)

A of the point x̂
(1)
A to the contactor’s boundary and the distance d(2)

A of the point
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x̂
(1)
A to the target’s boundary. Only the latter must be evaluated since d(1)

A = 0. It should
be noted that this simplification can not be applied to the variation of the gap (7.64), i.e.
δd

(1)
A 6= 0, but the gradient of d(1)

A is assumed to be identical with the negative gradient
of d(1)

A , γ(1)
A = −γ(2)

A .





Appendix E

Collision detection

During the simulation, the contact conditions must be satisfied at discrete points in
time. Depending on the temporal discretization of the contact constraints, this may
require an iterative solution process involving the evaluation of the constraints at pre-
dictor configurations. For the solution algorithm one generally requires information on
the activity of the constraints, the current residuum at the predictor configuration and
eventually the first derivative or even the second derivative of the residuum.

Given a predictor coordinate vector x one requires the following steps:

1. Global search One has to identify the local element coordinates ξ(i) on the con-
tactor and target side for each given x. This is equivalent to the inverse mapping
φ−1 with x = φ(X(ξ)). A brute force approach would compare all finite elements
with x which unnecessarily increases numerical complexity. Instead, a global col-
lision phase is done before the actual contact detection. In this phase, the set of
possible collision candidates is reduced to a reasonably small number by means
of very fast methods. These are potential contact pairs where each member is
sufficiently close to the other.

2. Local search The local search does the accurate collision detection, i.e. it
performs the inside-outside test for the specified finite element geometry and
finds the local coordinates ξ(i) = ξ(i)(x).

3. Generation of constraint equations For each positive detection, the discrete
constraints are evaluated and temporarily stored (including discrete gradients,
etc.).

4. Computation of response Given the active set of constraints the response is
computed.

If an iterative solution procedure is used, one repeats the process until the desired
accuracy is obtained. Since the number of constraints may be large, it is advisable to
integrate points 3 and 4 with the local detection phase: Once a positive interpenetration
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of a node with some finite element was found the response will be applied immediately
before the next local intersection test takes place. This will reduce the number of
temporary data objects.

E.1 Global contact search

E.1.1 Bounding volume hierarchies

Plain collision detection algorithms require a large amount of geometrical intersection
tests, checking if any of the polygons used to model the surface of one entity touch
or penetrate any member on the other body. To improve the efficiency, hierarchical
representations of entities are generated to localize the regions where the actual colli-
sion appears or to delimit the domain where the exact collision test must be performed.
Such representations approximate the topology of an object at different levels of detail.
These include bounding volume hierarchies like sphere trees [25, 101, 210, 212, 246],
shell trees [130], OBB-trees (Oriented Bounding Boxes) [77], AABB trees [246, 260]
and hierarchies of k-DOPs (Discrete Orientation Polytopes) [128], as well as spatial
partitioning like octrees (octant trees) [265], bucket trees [67], kd-trees [15] and position
code algorithms [49, 50, 208], or totally different approaches like spatial hashing [254]
or image based methods [255]. Surveys may be found in [160, 255]. Most of these
algorithms involve two or more phases of detection at varying levels of accuracy.

The performance of the individual methods depends on the represented object ge-
ometry and behavior. Obviously, the requirements for the representation of a convex
rigid body are different from an arbitrarily shaped deformable body consisting of a very
large number of finite elements. Continuing the list of examples, in small deformation
analysis an algorithm with large computational cost for the creation of the data structure
and fast intersection time may be more efficient than a procedure with small computing
times for coordinate updates and only reasonable intersection times. Furthermore, the
number of levels must be balanced against the complexity of the bounding volume.
The more accurate the bounding volume, the less levels of accuracy are required, but
the more time is needed to build the data structure and to perform the intersection test.

A very simple bounding volume, being suitable for finite elements, are axis-aligned
bounding boxes (AABBs). They require two coordinates to be saved which describe the
minimal and maximal distribution of a three-dimensional object along the coordinates
axis’. Intersection tests can be performed easily using the separating axis theorem [77]
for convex polytopes, see figure E.1. When creating an AABB as a convex boundary
approximation to a finite element, a safety margin (halo) may be applied [50]. Depend-
ing on the element’s velocity and of the size of the margin, the next coordinate update
of the hierarchical data structure is, therefore, not required at all time steps.
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Figure E.1: Separating axis theorem for two AABBs.
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Figure E.2: AABB tree (left) and binary tree (right) in one dimension. The highlighted
areas are the bounding volumes to be tested on intersection with the given point. The
AABBs below level 0 are bounding volumes representing a single finite element. The
highlighted AABBs are the objects to be eventually tested on intsersection.

A further general design decision is if the bounding volumes within individual lev-
els may overlap or if they describe mutually exclusive domains, see figure E.2 which
compares an AABB-tree with an octree (binary tree) in one dimension. For the first
case, only one bounding volume is required per element, but a coordinate update re-
quires the update of all bounding volumes at higher levels and intersection tests need
more comparisons among individual bounding volumes. For the second case, multi-
ple bounding volumes may be required for one element, but coordinate updates and
intersection tests require less comparisons.
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E.1.2 Position codes

An approach to global collision detection based on position codes is presented in [49,
50, 269]. Therein, the complete space is subdivided into mutually exclusive cells. The
spatial cooordinates of each cell are constant in time. Objects in the structure are then
associated to the intersecting cells. When the objects’ coordinates are changing, one
checks if an update of the associated cells is necessary at all before the actual update
takes place.

To each cell one can assign a position code, i.e. a unique integer number which
identifies the cell. This code is dependent on the number of levels l and the spatial
dimension n = 3. Each level contributes 2n further subdivisions into octants, i.e. 2(n·l)

possible codes exist. Therefore, position code algorithms are related to spatial parti-
tion methods, in particular to octrees [265]. Using a plain octree, see figure E.2, one
traverses from the top level to the bottom in order to find the appropriate cell (level 0)
for a given coordinate. On each level, one has to decide on 8 suboctants (in three
dimensions). On the contrary, by using position codes one creates a one-dimensional
ordered space. Then one can use optimized search algorithms which are based on
plain order conditions, for example binary trees or hash tables.

In synchronous time stepping schemes, the main question in collision detection is:
What are the finite element nodes which intersect with a given finite element? In this
case, the cells contain the appropriate finite element nodes. One assumes that all cells
are assigned to a sorted set in ascending order (one actually creates a sorted set of
nodes which are ordered with respect to their position code). For the given element one
creates a bounding volume and then computes the smallest and the largest position
code of all cells which intersect with the bounding volume. Subsequently, one searches
for the cell with smallest position code. Starting at this cell one iterates through all cells
within the sorted set until the cell with largest position code is reached. For each iterate
one obtains the list of contained finite element nodes for which the local intersection
test will be performed.
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Figure E.3: Space-filling curves in two dimensions. Highlighted is the base shape.
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There exist approaches which reduce the number of required iterates by changing
the ordering of the cells. The aim is to reduce the average index distance, i.e. the
distance in the sorted set between the minimal and maximal position codes of a given
finite element. The position code is interpreted as a space filling curve. Improvements
over linear position codes [208] were found through Lebesgue curves (standard octree
scheme); even more efficient are Hilbert curves and the slightly better βΩ pattern [268],
see figure E.3. Both patterns are circular whereby βΩ is constructed from two compet-
ing rules which define the rotation of the base ”U”. The contact detection must be
adopted: First, the level is identified where the bounding volume does not exceed the
level’s cell bounds, see figure E.4. Within this level, there are at most four cells inter-
sected - one for each AABB’s vertex in two dimensions. The AABB is cut by at most
one separating plane of the following finer level, splitting the search domain into eight
coherent octants (or four adjacent quadrants).

E.1.3 Application in dynamics

The advantage of cell based approaches, such as position codes and octrees, is that
the data structures must be updated locally only if a contactor point moves from one
cell to the other. The opposite is true for AABB trees, where one needs to update the
complete hierarchy if an AABB on the base level changes its coordinates. In explicit
time stepping schemes, the coordinates change only little and an update of the position
code is usually required at a few times only. Additionally, the AABB enclosing a target
element can be enlarged by a safety distance, forming the halo box [269]. Then one
can determine the bounding position codes or, respectively, octants for the halo. The
associated search needs not be repeated at each time step; it takes only place when-
ever the target element’s coordinate changes (since the last search) become larger
than the safety distance.

Figure E.4: Contact detection using a Lebesgue curve. Highlighted are the four cells
to check.
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The examples of this chapter were tested with a modified octree. The base cell size
is determined by the average element size. The origin and dimension of the domain
to be subdivided is defined prior the simulation and remains fixed. Then one creates
only those cells which intersect with contactor nodes or the AABBs of target elements.
The cells are sorted according to an octree hierarchy (Lebesgue position codes). Each
cell is associated to a list of points and target AABBs which intersect the cell. Each
contactor point and target AABB obtains a list of associated cells. After each time step,
one checks if a point has changed its position code and moves it to the appropriate
cell. If a target AABB has changed the position codes of its vertices, then one has
to determine which cells must be added to and removed from the list of associated
cells. These operations may include the creation of new cells. After the octree update
one has to delete all cells, which do not contain any points or AABBs. Although quite
memory consuming, the actual collision test is very efficient. Since the points and
elements are stored at each cell, one can very efficiently determine lists of contact
candidates given the questions

1. For a given target element, which contactor points intersect the same cells?

2. For a given contactor point, which target elements are located at the same posi-
tion code?

The global collision test includes the test on intersection of contactor points with asso-
ciated target AABBs.

E.2 Local contact search

For each collision candidate pair obtained in the global detection one has to decide if
the contactor point is inside of the target element. To do so one has to determine the
local target finite element coordinate ξ(2) of the point coordinate x̂(1). Two strategies
are proposed:

1. The target element is subdivided into first order simplices. The space of coordi-
nates of each tetrahedron is linear with respect to the local coordinate system of
the simplex ξS which in turn can be obtained by a linear transformation from the
local coordinates ξ(2) of the target finite element. The local simplex element ξS

can be obtained by solving a linear equation. For each tetrahedron, an intersec-
tion test takes place. If no tetrahedron of the target element intersects with the
contactor point, the intersection test has failed.

2. The local finite element coordinate can be iteratively obtained by solving the sys-
tem of equation given by (7.68). This strategy is applied in the examples. The
number of iterations is limited to 5. After obtaining the local element coordinate,
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the intersection test takes place. A point with local coordinate ξ intersects a tetra-
hedron if

ξ1 ≥ 0, ξ2 ≥ 0, ξ3 ≥ 0, 1− ξ1 − ξ2 − ξ3 ≥ 0 (E.1)

It intersects a hexahedron if

−1 ≤ ξα ≤ 1, α = {1, 2, 3} (E.2)

The local finite element coordinate found during the local collision test can be directly
used to evaluate the distance field gradient given by equation (7.50).
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meshes. Left: brick elements. Right: simplex elements. . . . . . . . . . 232

A.12 Radial displacement distribution (nodal values) for the Lamé problem at
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8. Left: brick elements. Right: simplex elements. . . . . . . . . . . . . . 233

A.15 Cook’s panel. Left: Geometry, loading and boundary conditions. Right:
C0-continuous von Mises stress field using C3D 8N 27C elements for
ν = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

A.16 Cook’s panel: vertical tip displacement uz for 1st order hexahedron ele-
ments. Left: ν = 0. Right: ν = 0.4999. . . . . . . . . . . . . . . . . . . . 234

A.17 Cook’s panel: vertical tip displacement uz for 1st order tetrahedron ele-
ments. Left: ν = 0. Right: ν = 0.4999. . . . . . . . . . . . . . . . . . . . 235

A.18 Compressed block . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235

A.19 Compression level in % versus number of elements per side for the
three-dimensional block for load level p/p0 = 80. Left: 1st order hex-
ahedron elements. Right: 1st order tetrahedron elements. . . . . . . . 235

A.20 Block under compression, deformed configuration p/p0 = 80. Left: C0-
continuous von Mises stress field using C3D 8N 27C elements. Right:
Deformed configuration due to instabilities when using C3D 8N 1I ele-
ments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

A.21 Beam with distorted mesh. Left: Geometry and loading. Right: Dis-
placement field using C3D 8N 27C elements. . . . . . . . . . . . . . . 237



List of Figures 277

A.22 A cantilever beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

A.23 Modal analysis of a beam: 1st natural frequency, ν = 0. Left: 1st order
hexahedra. Right: 1st order tetrahedra. . . . . . . . . . . . . . . . . . . 239

A.24 Modal analysis of a beam: 200-th natural frequency, ν = 0. Left: 1st
order hexahedra. Right: 1st order tetrahedra. . . . . . . . . . . . . . . . 240

A.25 Modal analysis of a beam: 2nd order tetrahedron, ν = 0. Left: 1st natural
frequency. Right: 200-th natural frequency. . . . . . . . . . . . . . . . . 240

A.26 Relative number of integration points of different examples (FEM=1).
Left: brick elements. Right: simplex elements. . . . . . . . . . . . . . . 241

A.27 Relative sparsity of different examples (FEM=1). Left: brick elements.
Right: simplex elements. . . . . . . . . . . . . . . . . . . . . . . . . . . 241

A.28 CPU time for assembling the restoring force vector with respect to the
number elements per edge. Left: brick elements. Right: simplex ele-
ments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

A.29 Relative error in vertical displacement with respect to time needed for
restoring force assembly. Left: brick elements. Right: simplex elements. 242

D.1 Exact integration domain versus point cloud. . . . . . . . . . . . . . . . 254

D.2 Integration point strategies on the contact frame. . . . . . . . . . . . . . 255

D.3 Node-to-segment contact on curved interfaces. . . . . . . . . . . . . . . 256

E.1 Separating axis theorem for two AABBs. . . . . . . . . . . . . . . . . . 263

E.2 AABB tree and binary tree in one dimension. . . . . . . . . . . . . . . . 263

E.3 Space-filling curves in two dimensions. . . . . . . . . . . . . . . . . . . . 264

E.4 Contact detection using a Lebesgue curve. . . . . . . . . . . . . . . . . 265





Bibliography

[1] R. Abedi, B. Petracovici, and R.B. Haber. A space-time discontinuous galerkin
method for linearized elastodynamics with element-wise momentum balance.
Computer Methods in Applied Mechanics and Engineering, 195(25-28):3247 –
3273, 2006.

[2] B. O. Almroth, P. Stern, and F. A. Brogan. Automatic choice of global shape
functions in structural analysis. AIAA J., 16:525–528, 1978.

[3] H. Andersen. RATTLE: A ”velocity” version of the SHAKE algorithm for molecular
dynamics calculations. Journal of Computational Physics, 52(1):24–34, October
1983.

[4] F. Armero. Assumed strain finite element methods for conserving temporal inte-
grations in non-linear solid dynamics. International Journal for Numerical Meth-
ods in Engineering, 74(12):1795–1847, 2008.

[5] J. C. Baez and J. W. Gilliam. An algebraic approach to discrete mechanics. Lett.
Math. Phys., 31:205–212, 1994.

[6] E. Barth and B. Leimkuhler. Symplectic methods for conservative multibody sys-
tems. Fields Institute Communications, 10:25–43, 1996.

[7] T. J. Barth and J. A. Sethian. Numerical schemes for the Hamilton-Jacobi
and level set equations on triangulated domains. J. Comput. Phys., 145:1–40,
September 1998.

[8] K. J. Bathe. Finite Element Procedures. Prentice Hall, 2nd edition, 1995.

[9] S. Beissel and T. Belytschko. Nodal integration of the element-free Galerkin
method. Computer Methods in Applied Mechanics and Engineering, 139(1-4):49
– 74, 1996.

[10] T. Belytschko and R. Mullen. Mesh partitions of explicit-implicit time integration.
In K. Mathe, J. Oden, and W. Wunderlich, editors, Formulations and Computa-
tional Algorothms in Finite Element Analysis, pages 673–690. MIT press, New
York, 1976.

279



280 Bibliography

[11] T. Belytschko and R. Mullen. Explicit integration of structural problems. Finite
Elements in Nonlinear Mechanics, 2:669–720, 1977.

[12] T. Belytschko and R. Mullen. Stability of explicit-implicit mesh partitions in
time integration. International Journal for Numerical Methods in Engineering,
12:1575–1586, 1978.

[13] T. Belytschko and S. Ong. Hourglass control in linear and nonlinear problems.
Computer Methods in Applied Mechanics and Engineering, 43:251–276, 1984.

[14] M. Benes and K. Matous. Asynchronous multi-domain variational integrators
for nonlinear hyperelastic solids. Computer Methods in Applied Mechanics and
Engineering, 199(29-32):1992 – 2013, 2010.

[15] J. L. Bentley. Multidimensional binary search trees used for associative search-
ing. Communications of the ACM, 18:509–517, 1975.

[16] C. Bernardi, C. Y. Maday, and A.T. Patera. A new nonconforming approach to do-
main decomposition: The mortar element method. Nonlinear Partial Differential
Equations and Their Applications, pages 13–51, 1992.

[17] Jeffrey J. Biesiadecki and Robert D. Skeel. Dangers of multiple time step meth-
ods. J. Comput. Phys., 109:318–328, December 1993.

[18] T. C. Bishop, R. D. Skeel, and K. Schulten. Difficulties with multiple time stepping
and fast multipole algorithm in molecular dynamics. Journal of Computational
Chemistry, 18(14):1785–1791, 1997.

[19] S. Blanes. High order numerical integrators for differential equations using com-
position and processing of low order methods. Appl. Numer. Math, 37:289–306,
2001.

[20] S. Blanes and C. Budd. Explicit Adaptive Symplectic (Easy) Integrators: A Scal-
ing Invariant Generalisation of the Levi-Civita and KS Regularisations. Celestial
Mechanics and Dynamical Astronomy, 89:383–405(23), August 2004.

[21] J. Bonet and A.J. Burton. A simple average nodal pressure tetrahedral ele-
ment for incompressible and nearly incompressible dynamic explicit applications.
Communications in Numerical Methods in Engineering, 14:437–449, 1998.

[22] J. Bonet, H. Marriott, and O. Hassan. An averaged nodal deformation gradient
linear tetrahedral element for large strain explicit dynamic applications. Commu-
nications in Numerical Methods in Engineering, 17(8):551–561, 2001.

[23] C. L. Bottasso. A new look at finite elements in time: a variational interpreta-
tion of Runge-Kutta methods. Applied Numerical Mathematics, 25(4):355–368,
1997.



Bibliography 281

[24] N. Bou-Rabee and J. E. Marsden. Hamilton-Pontryagin Integrators on Lie
Groups Part I: Introduction and Structure-Preserving Properties. Found. Com-
put. Math., 9:197–219, March 2009.

[25] G. Bradshaw and C. O’Sullivan. Sphere-tree construction using dynamic me-
dial axis approximation. ACM SIGGRAPH Symposium on Computer Animation,
pages 33–40, July 2002.

[26] M. Broccardo, M. Micheloni, and P. Krysl. Assumed-deformation gradient fi-
nite elements with nodal integration for nearly incompressible large deformation
analysis. International Journal for Numerical Methods in Engineering, 78:1113–
1134, 2009.

[27] R. Brown, P. Bryant, and H. D. I. Abarbanel. Computing the Lyapunov spectrum
of a dynamical system from an observed time series. Phys. Rev. A, 43(6):2787–
2806, Mar 1991.

[28] Luigi Brugnano, Felice Iavernaro, and Donato Trigiante. On the existence of
energy-preserving symplectic integrators based upon gauss collocation formu-
lae. Technical Report arXiv:1005.1930, CERN, May 2010.

[29] C. Bucher. Stabilization of explicit time integration by modal reduction. In Trends
in Computational Structural Mechanics, Barcelona, 2001. CIMNE.

[30] C. Bucher and S. Wolff. SLangTNG - a numerical tool for linear algebra, stochas-
tics and structural analysis. http://tng.tuxfamily.org, 2007-2011.

[31] M. P. Calvo and J. M. Sanz-Serna. The development of variable-step symplec-
tic integrators with application to the two-body problem. SIAM J. Sci. Comput.,
14:936–952, July 1993.

[32] B. Cano and J. M. Sanz-Serna. error Growth in the Numerical Integration of
Periodic Orbits, with Application to Hamiltonian and Reversible systems. SIAM
J. Numer. Anal., 34:1391–1417, August 1997.

[33] A. S. L. Chan and K. M. Hsiao. Nonlinear analysis using a reduced number of
variables. Comp. Meth. in Appl. Mech. and Eng., 52:899–913, 1985.

[34] Anil B. Chaudhary and Klaus-Jürgen Bathe. A solution method for static and
dynamic analysis of three-dimensional contact problems with friction. Computers
& Structures, 24(6):855 – 873, 1986.

[35] J. Chung and G. M. Hulbert. Time integration algorithm for structural dynamics
with improved numerical dissipation: the generalized-alpha method. Journal of
Applied Mechanics, Transactions ASME, 60(2):371–375, 1993.



282 Bibliography

[36] F. Cirak and M. West. Decomposition Contact Response (DCR) for Explicit Finite
Element Dynamics. International Journal for Numerical Methods in Engineering,
64(8):1078–1110, 2005.

[37] S. Cirilli, E. Hairer, and B. Leimkuhler. Asymptotic error analysis of the adaptive
verlet method. BIT Numerical Mathematics, 39:25–33, 1999.

[38] R. Courant, K. Friedrichs, and H. Lewy. On the partial difference equations of
mathematical physics. IBM J. Res. Dev., 11:215–234, March 1967.

[39] A. Czekanski and S. A. Meguid. Analysis of dynamic frictional contact problems
using variational inequalities. Finite Elements in Analysis and Design, 37:861–
879, 2001.

[40] A. Czekanski and S. A. Meguid. On the use of variational inequalities to model
impact problems of elasto-plastic media. Int. J. Impact Eng., 2:1485–1511, 2006.

[41] M. Van Daele and G. Vanden Berghe. Geometric numerical integration by means
of exponentially-fitted methods. Applied Numerical Methematics, 57:415–435,
2007.

[42] K. Y. Dai, G. R. Liu, and T.T. Nguyen. An n-sided polygonal smoothed finite
element method (nsfem) for solid mechanics. Finite Elements in Analysis and
Design, 43:847–860, 2007.

[43] W. J. T. Daniel. A study of the stability of subcycling algorithms in structural
dynamics. Computer Methods in Applied Mechanics and Engineering, 156(1-
4):1 – 13, 1998.

[44] W. J. T. Daniel. A partial velocity approach to subcycling structural dynamics.
Computer Methods in Applied Mechanics and Engineering, 192(3-4):375 – 394,
2003.

[45] E. A. de Souza Neto, D. Peric, M. Dutko, and D. R. J. Owen. Design of simple
low order finite elements for large strain analysis of nearly incompressible solids.
Int. J. Solids Struct., 33:3277–3296, 1996.

[46] E. A. de Souza Neto, F. M. Andrade Pires, and D. R. J. Owen. F-bar based
linear triangles and tetrahedra for finite element analysis of nearly incompressible
solids. Part I: formulation and benchmarking. International Journal for Numerical
Methods in Engineering, 62:353–383, 2005.

[47] P. Deuflhard. A study of extrapolation methods based on multistep schemes
without parasitic solutions. Z. angew. Math. Phys., 30:177–189, 1979.

[48] P. Deuflhard, R. Krause, and S. Ertel. A contact-stabilized newmark method for
dynamical contact problems. Int. J. Numer. Meth. Engng., 73:1274–1290, 2008.



Bibliography 283
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