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Abstract

Real-time systems are used in a wide range of applications ranging from traffic light
control to spacecraft navigation. The correctness of a real-time system’s action does not
solely depend on the logical correctness of its computations, but also on the instant of
time at which the results are available. Results that are not available within a certain
amount of time can result in catastrophic events. To prevent this an integral part of system
development is determining the worst case response time of an application.

Providing operating system mechanisms that ensure temporal isolation of all tasks makes
it easier to determine the worst case response time of a task. Calculating the worst case
execution time (WCET) of an application is one crucial step in determining the response
time of a system. Unfortunately, as a result of the complexity of modern systems, calcu-
lating the WCET can still require a huge effort.

This thesis demonstrates the development of a real-time operating system that ensures
temporal isolation of all tasks, as well as constant execution times of all its functions.
Subsequently, analysing the execution time can be carried out by a small number of mea-
surements.

The programming approaches and operating system concepts crucial to these goals are
discussed, and the details of the implementation as well as insights gained from the im-
plementational experience are presented.

The evaluation showed that a small number of measurements is sufficient to determine all
function’s temporal properties, as well as affirmed that the execution times of all operating
system functions are constant.
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Kurzfassung

Die Anwendung von Echtzeitsystemen reicht von der Steuerung von Ampeln bis zur
selbstständigen Navigation von Raumschiffen. Bei Echtzeitsystemen hängt die Korrekt-
heit des Systemverhaltens nicht nur von der logischen Korrektheit aller Berechnungen
sondern auch von dem Zeitpunkt zu welcher die Resultate vorliegen ab. Resultate die
nicht innerhalb einer gewissen Zeitspanne vorliegen können katastrophale Auswirkungen
haben. Um dies zu verhindern ist die Bestimmung der maximalen Reaktionszeit eines
Programms von entscheidener Bedeutung.

Betriebssystemmechanismen, welche die zeitliche Isolation aller Anwendungen garantie-
ren, vereinfachen die zeitliche Analyse von Anwendungen. Die Bestimmung der maxima-
len Ausführungszeit einer Anwendung ist ein wichtiger Schritt in der zeitlichen Analyse
eines Systems. Aufgrund der Komplexität moderner Systeme stellt die Bestimmung der
maximalen Ausführungszeit leider immer noch einen hohen Aufwand dar.

Diese Diplomarbeit beschreibt die Entwicklung eines Betriebssystems das zeitliche Iso-
lation aller Programme gewährleistet. Weiters weisen alle Betriebssystemfunktionen kon-
stante Ausführungszeiten auf, welche durch eine geringe Anzahl an Messungen bestimmt
werden können.

Im weiteren Verlauf werden die verwendeten Programmieransätze und Betriebssystem-
konzepte vorgestellt, sowie auf die Implementierung und die dabei gewonnen Erkenntnis-
se eingegangen.

Die Evaluierung zeigt, dass eine geringe Anzahl an Messungen ausreicht um das zeitli-
che Verhalten aller Betriebssystemfunktionen zu bestimmen, sowie die Ausführungszei-
ten dieser konstant gehalten werden konnten.
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CHAPTER 1
Introduction

Today computer systems are used in a many applications ranging from controlling traffic
lights to navigating spacecrafts. Computer systems that are only part of a bigger system
are called embedded systems. Often they have some control over object in the environ-
ment it is located in. Examples for such embedded systems are the flight computer of an
aircraft or the motor control of a car.

These systems often have to fulfil strict timing requirements and are subsequently called
real-time systems. Real-time systems differ from non real-time systems in that the cor-
rectness of calculation results also depends on the point in time at which the results are
produced. The response of a system to an input has to be carried out within a certain
amount of time to be useful. The point in time after which results become useless is
called a deadline. Results that are not available before the deadline has passed have no
use any more. In hard real-time systems missing a deadline constitutes a failure and can
even lead to catastrophic events [Kop97].

As an example for such a real-time system, and to highlight the importance of predictable
temporal behaviour, consider the release of an airbag during a car crash. It is not enough
to ensure that the air bag opens but it has to open before the person hits the dashboard and
is injured. The response time between the instruction to inflate the airbag until the point
it is actually inflated must be smaller than the time until the person is injured.

To prevent such accidents it is essential to determine beforehand if the worst case re-
sponse time of an application to an input is small enough to always meet the deadline.
Timing behaviour is usually carried out in two steps. First the worst case execution time
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1. INTRODUCTION

(WCET) of all tasks in the system are calculated. Subsequently a schedulability analysis
is performed to determine whether it is possible to execute the tasks in some order that
allows all of them to meet their deadlines.

Systems where missing deadlines does not lead to catastrophic events, but still provide a
useful service are called soft real-time systems. Examples are VoIP applications where
not delivering a package in time might lower the sound quality but understanding the other
person is still possible. In the following, when talking about real-time systems, we always
mean hard real-time systems.

1.1 Motivation

Many features used by modern microcontrollers and processors are intended to optimize
the common cases, owing to their big impact on responsiveness and hence usability of
non real-time systems.

On the other hand these features often have no or even negative impact on the worst case
execution time (WCET) and/or the temporal analysability of the application and need to
be evaluated carefully before being used in a real-time system. Another problem is that
the complexity of typical industrial applications tends to be too high for automatic timing
evaluation due to the state explosion problem. Many methods require the assistance of an
experienced engineer by annotating the source code with additional information about the
program. Determining a safe upper bound on the WCET that way is an error prone and
very time consuming task, which is in general only deemed economical for the most time
sensitive and critical applications.

1.1.1 WCET-oriented Programming

One approach improving WCET analysis of applications for tools and engineers is to
place the emphasis on algorithms and programming styles that have better temporal char-
acteristics, like a better analysability or execution time jitter. Eliminating input data de-
pendent control decisions is usually the first step required to make the temporal behaviour
of applications possible to analyse. A more elaborate method that allows an application
to consist only of a single execution path, from the start to the end of a code piece is the
so-called single path approach. Using code transformations it is possible to generate code
that consists of only a single path eliminating all needs for branches. This removes all
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1.1. Motivation

the complexity that arises from the extremely high number of different paths potentially
being traversed during the execution of the application. This eliminates the main obsta-
cles in finding and analysing code for its WCET and makes the execution time constant
in all cases. It is then possible to determine the (worst case) execution time of the pro-
gram simply by taking a single measurement. The drawback of this approach is that it
requires hardware support by providing predicated instructions which are not available on
all processors [PB02].

1.1.2 Operating Systems

Due to the paramount importance of operating systems to software development it is es-
sential to evaluate the suitability of operating system concepts for WCET-oriented and
constant execution time oriented programming carefully [SR04]. Over the last decades
real-time operating systems (RTOS) have been a heavily researched subject and many
concepts have been developed that allow the execution times of operating system mecha-
nisms to be bounded [SR04].

The requirement of only using algorithms whose execution time can be bounded is the
main difference between real-time and traditional operating system. One basic idea, not
only applicable to operating system code but all applications, is that if an upper bound on
the execution time of every specific part of the system can be found, it is possible to de-
termine whether or not the whole system adheres to the timing requirements. Evaluating
small parts of the system instead of the whole system tends to make the temporal analysis
easier by greatly lowering the number of states, required to be analysed.

A simple serialization of local worst case paths to form a global one usually provides
a safe upper bound on the WCET but it could form a path which might not actually be
reachable and therefore the real worst case path is shorter, leading to overestimation. This
overestimation could result in the deployment of more powerful, than actually necessary,
hardware, driving system cost up. Stricter requirements than merely having bounded
execution times have to be applied to improve the temporal behaviour and analysis of a
RTOS.
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1. INTRODUCTION

1.2 Goal of the Master’s Thesis

This master thesis demonstrates the development of a RTOS that is time-predictable. This
means that concepts specially tailored towards providing operating system functions with
constant execution times are applied. Also good temporal analysability properties on the
system level is required to determine the overall response time.

RTOS concepts have to be analysed for their suitability for reaching these goals and ap-
propriate algorithms have to be designed and implemented.

The question we are trying to answer in this project is whether it is possible to write all
operating system functions in a way that keeps the execution time constant. This is done
by trying to eliminate all but a single execution path from all functions and equalize the
execution time of the remaining paths if branches cannot be avoided. If it is not possible
to have only a single path through each function, one would ask what additional measures
have to be taken to reach a constant execution time and determine how large the jitter is
in case it cannot be avoided.

The RTOS is to be implemented in the programming language C using the LEON3 soft
core CPU by Gaisler Research because of its hardware characteristics, its extendibility
and open nature. Another goal is to provide easy means to configure the operating system
and to make it easy to port to other platforms.

The timing characteristics of the system calls are to be determined by measurements. A
measurement approach is sufficiently suited for this purpose if the number of branches in
the functions is sufficiently small. The test data is generated following a white box testing
approach to determine the data that can have an impact on control decision.

The main goals can be summarized as:

• Evaluate operating system concepts for their temporal properties and derive meth-
ods suited for keeping the execution time of all operating system functions constant.

• These methods should furthermore be beneficial for the evaluation of the system’s
overall temporal behaviour.

• Programming methods suited for eliminating as many execution paths from the sys-
tem as possible and keeping the execution time of remaining branches as constant
as possible should be evaluated and applied.
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1.3. Structure of the Master’s Thesis

• The execution times of the operating system functions have to be evaluated to de-
termine whether execution time jitter exist.

• If execution time jitter persists it should be determined if it can be eliminated by
changes to the code and evaluate the reasons if not.

1.3 Structure of the Master’s Thesis

The rest of the thesis is organized as follows. Chapter 2 will give a short overview of
WCET oriented programming and approaches that can guarantee a constant execution
time. In Chapter 3 a brief introduction in RTOS concepts and related work is given. Chap-
ter 4 will summarize the most important characteristics of the chosen hardware platform
and software used, Chapter 6 will give an overview of the operating system and Chapter
7 subsequently covers the detailed implementation of said concepts and also covers how
the operating system can be configured and extended. Chapter 8 will deal with the sample
applications developed to demonstrate the operating system functionality and used for the
measurement. The measurement results and lessons learned during the measurements and
how the operating system was modified accordingly are also given. The thesis concludes
with a short summary and some ideas for future work.
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CHAPTER 2
WCET-oriented Programming

Introduction

This chapter starts with a short explanation of why WCET-oriented programming is needed.
We talk about algorithmic concepts that are, respectively are not, well suited for WCET-
oriented programming and list programming concepts that should be avoided. Methods
used to improve the worst case path and the so-called single path approach are discussed
subsequently.

2.1 The Goal

Traditional programming is concerned with providing high performance for the most fre-
quent cases. By analysing the properties of the input data, certain methods are used to
improve the performance for the most likely occurring cases. For example specialized
functions for different data sets can be used instead of a single generic one to exploit cer-
tain data properties that can result in a speed-up. Also special checks for (trivial) corner
cases can be performed. This leads to a shorter execution time in some cases.. Those,
however, are not beneficial for real-time systems because they either harm analysability
or increase the execution time jitter. Avoiding those is usually a good first step towards
improving the WCET.

“WCET-oriented programming (i.e., programming that aims at generating code with a

7



2. WCET-ORIENTED PROGRAMMING

good WCET) tries to produce code that is free from input-data dependent control flow
decisions or, if this cannot be completely achieved, restricts operations that are only exe-
cuted for a subset of the input-data space to a minimum.“ [Pus03]

Additional goals Puschner states for WCET-oriented programming in [Pus05] are:

• Safe, simple, and high-quality WCET analysis

• Small execution-time jitter

• Good worst-case code execution times

2.2 Algorithmic Considerations

The first step towards good worst case behaviour is the selection of the appropriate algo-
rithms with the same constant asymptotic complexity over the whole input space. If they
have inherently different execution times depending on the input data they are not suited
for real-time systems. As an example consider quicksort. On average and in the best case
it has an execution time of O(n log n) but in the worst case it requires O(n2) time. Better
alternatives for real-time systems are for example merge sort that is on average slower
than quicksort, but always exhibits the same time requirement of O(n log n) [Pus99].
Also often different algorithms are invoked depending on the data set size. Quicksort for
example has a high overhead and for small data set sizes insertion sort is used instead that,
although having a higher asymptotic complexity, is faster for small input sizes.

Considering the complexity of an algorithm alone is of course not sufficient because it
does not consider additive and multiplicative constants at all.

2.3 Programming Optimizations Harming WCET

Many optimizations common to traditional programming have to be avoided for WCET-
oriented programming as a result of their emphasis on optimizing the frequent cases but
not necessarily the worst case. The idea behind this is summarized in Figure 2.2. By
removing dependencies on the input data set the execution time is constant in all cases.

8



2.3. Programming Optimizations Harming WCET

Figure 2.1: Traditional vs. WCET-oriented programming [PK10]

Another important code change is that all loops should have a constant loop bound in-
stead of depending on the input data. Experiments performed in [Pus05] evaluated the
difference between code that avoids input dependencies and traditional code. These show
that the execution time jitter of the WCET-oriented solution lies in the magnitude of 10%,
while the jitter of traditional versions is around 50%. Also the improvements on the
WCET path, over the unoptimized version, are between 10% and 20% for the analysed
applications.

Finding constant loop bounds is unfortunately not always an easy task. It is not always
possible to substitute a constant for a dynamic loop bound. Sometimes it is possible to
simply continue performing the same operations although the termination condition in the
unbounded loop would have already been met. In some cases this might lead to wrong
results. This occurs for example if a data is continuously modified by these instructions
or the instructions are performed on an undefined memory area. Also the loop body has
to have the same execution time before and after the point when termination condition
would have been met.

Other problematic statements that potentially introduce execution time jitter are break/-
continue statements. These constructs alter the program flow and often depend on some
data properties and should be avoided.

Heuristics that make it less likely for an application to enter the worst case path are also
strictly prohibited. Again a good example for such an heuristic is applied on quicksort.

9



2. WCET-ORIENTED PROGRAMMING

Figure 2.2: Timing jitter in traditional vs. WCET-oriented programming [PK10]

A popular heuristic for pivot element selection is to use the median of three values. This
lowers the likeliness of picking a pivot element that leads to the worst case, resulting, on
average, in a speed up. This idea however is not suited for real-time systems because
the worst case is not improved by this. Analysing the data set at hand and using specific
functions that can exploit certain data properties to be faster than a generic function, is
also not applicable for WCET-oriented programming.

Avoiding these constructs is good practice in keeping the execution time difference be-
tween the best case and the worst case small. In general it also makes the temporal
characteristics of the code generally easier to determine. The before-mentioned methods
alone cannot, however, be used to decrease the WCET. They more often than not actually
increase the WCET. Eliminating data dependencies and algorithms ill-suited for real-time
applications must however be a first step to optimize the WCET.

2.4 Programming Optimizations for the WCET

Optimizations for the worst case can be tricky to perform. As a first step the worst case
itself has to be determined. Once this has been done and suitable optimizations have been
performed it is necessary to find the worst case path again. This is needed to determine
whether the optimized path is still the worst case or a different path forms a new worst
case. This procedure has to be repeated until a worst case path is found that remains so
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2.4. Programming Optimizations for the WCET

after the optimizations after which the program can not be improved further. If we find a
new worst case path this can either be the case if the previous worst case became shorter
that a different path, or because the optimizations are not safe, e.g. the optimization
increase other execution paths. Either way the optimizations have to be applied to this
path until no new worst case path is found.

One way to optimize the worst case path is superblock forming [ZKW+05]. The idea is
to remove branching code from the longest path by duplicating and splitting code. Re-
moving branching and jumping code decreases the computational overhead. An example
transformation is displayed in Figure 2.3. The path in bold marks the worst case path.

Loop unrolling and loop fusion are other safe optimization targeted at reducing the over-
head of loops [MM92]. The first method eliminates the loop by sequentially executing all
loop iterations without any branches. This obviously increases code size which could have
a negative effect in cases where memory constraints are pressing. Loop fusion lowers the
overhead by merging loops if their loop headers are identical.

Dead code optimization can be beneficial in reducing the WCET as well [MM92]. This
is the case if it improves caching behaviour by not polluting the cache with instructions
that are never going to be executed. Removing those potentially results in more useful
instructions being kept in the cache. Another speed-up can occur if the code includes
branches with invariant conditionals. Removing the test of a condition that always has
the same outcome does not alter the semantics of the program but decreases execution
time. An optimization that can sometimes be useful is to replace potentially expensive
operations by simpler ones like replacing a = b ∗ 2 by a = b + b. This depends on the
specific hardware architecture at hand and can result in a speed-up but it can also have a
negative impact on portability.

An example for an optimization that is not always safe, meaning that it can actually end up
increasing the WCET by making the execution time of a different path longer, is invariant
code motion [MM92]. Invariant code motion moves code, that always has the same result
(e.g. an assignment with a constant),from inside loops to a position outside of the loop.
This decreases the execution time spend in the loop body by removing the unnecessary
assignments that occur if the loop executes more than once. In the case that the loop
is never executed, however, execution time is higher than the execution time of the non
optimized loop.

All these optimizations are not sufficient to keep the execution time constant. Most of
those optimizations can, and should, be implemented in the compiler framework because
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they are hard to get right on the source code level. Determining the worst case path during
development is impossible and all unsafe optimizations therefore not applicable without
additional development overhead. Avoiding constructs that harm the WCET will usually
make the execution time of all possible paths more equal but may, or may not, improve
the WCET. Using optimizations will then lower the execution time on the worst case path
resulting in the sketched situation in Figure 2.2 where the jitter and the WCET are lower
than in the traditional version.

(a) Program flow (b) Program flow after super block forming

Figure 2.3: Superblock forming [ZKW+05]

One method to equalize the execution time spent on all paths is instruction padding. All
paths shorter than the worst case path are extended by inserting NOP (No Operation)
instructions until they have the same length. This can however only work on architectures
that do not use features like caches, branch predictions etc.. Imagine that one path has a
memory access and the other does not. If caches are used the access time to the data will
vary and no constant number of NOPs can make up for that difference.
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2.5 Single Path Approach

The so-called single path approach described in [PB02] is a method for writing code that
has a truly constant execution time. Using code transformations, which can be applied
either manually or completely automatic, all input data dependent control decisions are
transformed to sequential code with a single execution path, if the code is boundable.

The methods discussed in the previous section did not require any hardware support. The
single path approach however requires the CPU to provide predicated instructions. Predi-
cated instructions are instructions whose execution depends on a Boolean value, the pred-
icate, evaluated by the CPU prior to the instruction’s execution. If the predicate evaluates
to true the instruction is executed, otherwise it is skipped. Fully predicated CPU architec-
tures provide such a capability for all instructions; partially predicated CPU architectures
provide at least a predicated move (conditional move) operation. The experiments per-
formed in [Pus05], mentioned in the previous sections, have also evaluated a single path
version of the WCET-oriented algorithms. The execution times were between 10% lower
and 10% higher than the WCET optimized version, showing that the single path approach
does not negatively impact the execution times by a prohibitive large amount.

In the following paragraphs we are going to describe the transformations used by this
approach. The formalization for the translations is taken from [Pro08]. The execution of
every operation depends on some precondition. Only input dependent statements have to
be transformed because non input dependent statements do not contribute multiple paths.
To formalize the translations we define a function ID(statement) that returns true if the
statement is input dependent and false if it is not. We use δ as a counter to create unique
predicates subsequently and σ as the inherited precondition from previously transformed
code constructs.

The translation is defined as a recursive function SP [[p]]σδ where p is the code that is
being transformed. Figure 2.4 demonstrates the translation of a single statement. If the
predicate is always true it is executed, if it is always false it is removed. If the value of the
predicate is not known before hand it will be evaluated during execution.

13
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SP[[S]]σδ ⇒


S if σ = t

if σ = f
[σ]S otherwise

Figure 2.4: Transforming a sequence of statements

Th if-translation displayed in Figure 2.5 uses the condition as an additional predicate
called guard. It transforms the statements of both bodies using the guard and σ as the
predicate for the translation of the statements. Depending on the precondition and the
guard one of the conditional bodies is executed.

SP[[if cond then S1 else S2 endif]]σδ ⇒

guardδ = cond;
SP[[S1]](σ ∧ guardδ)(δ + 1); if ID(cond) = t
SP[[S2]](σ ∧ ¬guardδ)(δ + 1);

if cond then
SP[[S1]]σδ

else if ID(cond) = f
SP[[S2]]σδ

endif

Figure 2.5: Transforming an if statement

The loop-transformation displayed in Figure 2.6 uses the termination condition to set a
guard endδ depending on whether the loop has to execute the body or not. It inserts a
conditional statement at the beginning of the loop (which now executes exactly N times
instead of at most N times). This conditional is then subsequently transformed using the
if-translation. The loop body is then executed depending on the value of the endδ guard
set by the transformed conditional. If the loop is not input dependant only its body is
transformed.
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SP[[while cond max N times do S endwhile]]σδ ⇒

endδ = t;
for countδ = 1 to N do

SP[[ if ¬cond then endδ = t endif]]σ(δ + 1); if ID(cond) = t
SP[[S]](σ ∧ endδ)(δ + 1);

endfor

while cond max N times do
SP[[S]]σδ if ID(cond) = f

endwhile

Figure 2.6: Transforming a loop

SP[[funcname(parameters)]]σδ ⇒
{
funcname(parameters) if σ = t
funcnamesp(parameters, σ) otherwise

Figure 2.7: Transforming a function call

The transformation of functions and their calls is demonstrated in Figure 2.8 and Figure
2.7. Function calls within input dependent code segments have to use the condition from
before the function call as an additional function parameter. The function body is then
transformed using this as an additional guard.

SP[[func f(parameters) S end]]σδ ⇒
func fsp(parameters, precond)

SP[[ S ]](precond)(0)
end

Figure 2.8: Transforming a function
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CHAPTER 3
Related Work

Introduction

In the course of this chapter we will explain some required terms and explore the basic
ideas that lead to this project. The first part we present an overview of concepts important
for real-time systems. It discusses different kinds of control transfers and task structures
and how they are related. This is followed by an investigation of scheduling decisions and
inter-process communication. These each include a short section explains the temporal
characteristics of these methods. The chapter is concluded by a discussion of WCET
analysis and work related to this project.

3.1 Real-time System Classifications

Before talking about RTOS concepts it is important to discuss how control can be exer-
cised and the structure tasks can have. These are important system properties and influ-
ence the operating system structure greatly.

3.1.1 Control Signals

Control signals are entities that instruct an application to perform certain actions like
sending messages, activating tasks etc. One possible way to generate control signals is
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based on events in the environment, or the computer system itself. A typical example for
an event is an interrupt. These events do not occur at predetermined points in time but
occur sporadically. These event-triggered systems experience high flexibility and usually
a fast response time because they can react to inputs fast. They are however harmful to
the temporal analysability of real-time systems as a result of the indeterminism of the
frequency and instant of time when events occur.

Another category consists of time-triggered systems. These kind of systems base all con-
trol decisions on the progression of time. The benefit is that due to the complete determin-
ism temporal analysability is easier. The drawbacks are a lower flexibility and potentially
higher response times. This is a result of the problem of not being able to detect ex-
ternal events exactly when they occur, but only at predefined time at which the system
can check the condition [Kop97]. Naturally a combination of both types is possible to
increase flexibility and suitability to certain scenarios.

3.1.2 Tasks

“A task is the execution of a sequential program. It starts with reading of the input data
and of the internal state of the task, and terminates with the production of the results and
updating the internal state” [Kop97].

A task that does not contain any synchronization points in its body is called a simple
task (S-task). Started S-tasks can run to completion without having to explicitly wait
for computational results of other tasks. The response time of a S-task hence is only a
function of its own computations. The worst case response time of such a task is equal to
its WCET, but can be increased by indirect interactions introduced by task preemptions.
These prolong the execution time of the task but do not change the time required for
individual operations executed in the body [Kop97]. Figure 3.1 shows typical states a
S-task in a time-triggered system can assume. A task is running when it currently has
control of the CPU, ready when it was interrupted by a different task and inactive if it has
not started execution yet.

A task that contains blocking synchronization statements like semaphores within its body
is called a complex task (C-task). Such a C-task requires actions on resources shared
with other tasks. The risk of conflicting accesses makes it necessary to guard the resource
against undefined read/write or write/write access patterns. The amount of time such
statements have to prevent the task from accessing the resource depends directly on the
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behaviour of other tasks in the system. The response time of a C-task therefore includes
not only the WCET of the task, but also time time for all computations of other tasks that
are performed while it is in the blocked state. This constitutes a global, and not just local
problem, making temporal analysis much harder if not even impossible [Kop97].

Figure 3.2 shows typical states a C-task in an event-triggered system can assume. A task
is running when it currently has control of the CPU, ready when it was interrupted by a
different task and inactive if it has not started execution yet. New is the suspended state.
A task is “blocked” when it is waiting for access to a shared resource that is currently in
use by someone else or not yet produced. Once this is produced or the task blocking it left
its critical section (the code section where the task accesses the resource) all “blocked”
tasks transition to the ready state.

Figure 3.1: State transitions in TT systems with preemptive scheduling and S-tasks

Figure 3.2: State transitions in ET systems with preemptive scheduling and C-tasks
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3.2 Real-time Operating Systems

Real-time operating systems (RTOS) are still an active research area and many different
implementations, tailored for specific needs, exist. Some are extensions to non real-time
kernels like Linux or MACH while others are custom made for specific applications or
with a specific design goal in mind [SR04].

Real-time extensions for popular operating systems like Linux have the benefit of lever-
aging the flexibility provided by the vast ecosystem they supply. Reusing methods and
coding styles inherited from the non-real-time world unfortunately limits the predictabil-
ity of the operating system. This is fine as long as only soft real-time requirements are
demanded but can be detrimental for hard real-time systems. Workarounds improving
this have been implemented to various degrees, but these come at the expense of higher
complexity, or have to sacrifice flexibility again.

A different approach to RTOS is developing small kernels specialized to the applications
needs. These kernels are typically intended for small embedded systems where resource
constrains forbid the use of the more complex RTOS based on non real-time operating
systems. They often follow a micro kernel approach providing only the absolutely neces-
sary services needed by the system. Some of the typical characteristics RTOS usually are
usually optimized to provide given in [SR04] are:

• Fast context switch

• small code size

• fast response to interrupts

• minimize intervals during which interrupts are disable

Features they most often provide are for example [SR04]:

• fixed or variable partitions for memory management

• provide primitives for IPC and synchronization

• support multi tasking and priority-based preemptive scheduling

• bounded execution time for most primitive
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As a minimum a RTOS has to provide mechanisms for scheduling, inter-process com-
munication and/or synchronization as well as some input/output mechanism. Even today
RTOS features are often simply designed to be “fast” although this is not sufficient for
real-time systems [SR04]. Processing speed does not guarantee that deadlines are met.
However for some simple applications it can potentially still be possible to demonstrate
that all timing requirements are met. The more complex a system gets the less suited such
an approach becomes.

Much research has gone into replacing mechanisms that are merely “fast” by bound-
able and predictable mechanisms. The following sections will describe some approaches
that are commonly used for scheduling and communication in RTOS. These include ap-
proaches from both the “fast” as well as the “predictable” category.

3.2.1 Scheduling

“The aim of processor scheduling is to assign processes to be executed by the processor
or processors over time, in a way that meets system objectives, such as response time,
throughput and processor efficiency.” [Sta01]

For real-time systems the primary objective is that every process (task) finishes its exe-
cution before its deadline. Many scheduling problems are known to be NP-complete, for
example if multiple processors exist, or in certain configurations with shared resources
and precedence relationships. Many heuristics and approximations have been developed
that deal with these constraints in a computationally traceable way. Still special care has to
be applied concerning scheduling algorithms owing to their suitability depending heavily
on the specific scenario [RS94] [Kop97].

Scheduling decisions can either be taken online, during the system execution, or be de-
termined offline, before system execution. If the scheduler can only start a new task after
the complete execution of a currently executing task it is called non preemptive. The
policy that allows invoking the scheduler at any arbitrary point in time is called preemp-
tive [Sta01]. The decision which task to execute next is often based on priorities assigned
to the tasks either statically or dynamically, depending on the system environment.

A rough classification of the most important real-time scheduling approaches has been
given in [RS94]:

• Static table-driven: A static schedulability analysis is carried out prior to system
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run-time and a resulting schedule (stored in a table) is read during run-time.

• Static priority-driven preemptive: Again a static schedulability analysis is per-
formed during system design, but during run-time tasks are selected based on the
highest priority instead of using an explicit table.

• Dynamic planning-based: Feasibility analysis is performed during run-time when
new tasks become ready for execution. Ready tasks are only selected if it is feasible
that all tasks meet their deadlines.

• Dynamic best effort: No feasibility analysis is performed at all. It is not guaranteed
that tasks meet their deadlines.

Priority-driven preemptive scheduling is one of the most common approaches used for
real-time and non real-time systems. The priority is typically based on the deadlines the
tasks need to fulfil. This can be done either statically, which means that the priority of a
task never changes, or dynamically where the system state and other tasks are taken into
account to determine the tasks’ priorities.

The classic algorithm for determining schedulability using static priorities, is the rate
monotonic algorithm. It allows the scheduling of periodic tasks, which are strictly pe-
riodic and experience neither precedence constraints nor resource sharing. Priorities are
based on the task periods and the tasks with the shortest period get the highest priority.

Assigning the priorities statically has the benefit that it has a low run-time overhead and
once the schedule is found to be acceptable it does not have to be re analysed. The
FreeRTOS operating system is an example for an RTOS that uses this mechanism [Bar09].

Dynamically assigning the priorities on the other hand can be used to schedule for spo-
radic tasks, as well at the cost of a higher overhead.

Dynamic planning based algorithms perform a feasibility check every time a new task
is ready to execute. Tasks are guaranteed to meet their timing constraints only if the
assumptions the algorithm relies on hold. These assumptions could be about the tasks
WCET, resource needs, etc.. If it is found to be feasible under the current system state the
schedule is modified accordingly.

This approach provides the highest flexibility especially in mostly event-triggered sce-
narios, but requires the highest computational overhead [RS94]. A similar approach,
typically with lower overhead and complexity is the dynamic best effort scheduling. It
does no feasibility checking at all but its scheduling decisions are based on simple criteria
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and it simply hopes to satisfy all deadlines. The criteria the priority is calculated from are
similar to static priority and include for example FIFO, earliest deadline first or even ran-
dom. Confidence in the temporal correctness has to be gained by testing and simulation,
typically non exhaustive approaches, which clearly constitutes a drawback.

If the requirement that all deadlines must be met is the primary criteria for the scheduler,
as is usually the case in real-time systems, the static table approach provides a priori
knowledge about the feasibility of the schedule. During system design heuristics can be
used to construct a schedule that allows every task to meet its deadline. This information is
stored in a scheduling table that is evaluated by the operating system during run-time. This
table contains all the times at which tasks are activated. During run-time the scheduler
cyclically reads this table and starts the task at the next table entry. If a schedule with the
length of the least common multiple of all tasks periods can be found it can be concluded
that it is feasible. The requirement for this to work is that all tasks have to be periodic.
This means that sporadic tasks have to be transformed to periodic ones. This is possible
if the worst case inter arrival periods of these tasks are known. Using this knowledge
a periodic task that runs exactly at these points in time can be created to service these
events [Kop97]. The benefit of this approach is the complete predictability of the system
but at the expense of flexibility and utilization. As a result of the schedule’s feasibility
being known before system run-time no such checks have to be performed during the
execution of the system. This guarantees that the run-time overhead of the scheduler is
low.

Temporal Properties

The usefulness of the different approaches depends on the characteristic of the system.
The dynamic best effort approach is reliably applicable only to soft real-time system. Its
low overhead during run-time it make it well suited if objectives like throughput or pro-
cessor utilization are important. Missed deadlines are however only recognized after they
are already missed [RS94]. Many, even real-time, applications use best effort scheduling
due to its low computational overhead. If resources are limited and the system complexity
is low enough to conclude that all deadlines are met nevertheless [SR04].

As systems grow more complex and the timing requirements become more stringent this
approach becomes less suited as a result of the lack of predictability. This makes it is hard,
or even impossible, to conclusively demonstrate the correctness of the system. Dynamic
planning approaches can guarantee the timing requirements but their higher complexity
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in both the time and functional domains make them harder to analyse compared to the
other approaches.

Static priority-driven and static table provide a-priori knowledge about the feasibility of
the schedule. Already before the system executes it is known if all deadlines can be met.
The static table based scheduler does not need to find the task with the highest priority but
simply takes the task at the next position in the table. This leads to a lower complexity
and hence potentially a simpler analysis.

Figure 3.3 shows typical decisions taken in time-triggered and static priority based schedul-
ing. Although a scheduling approach using static priorities is already well suited for real-
time systems and has a very predictable structure it can still be seen that the time triggered
approach has an even simpler structure, that makes it more suited for keeping the execu-
tion time constant. Dynamic scheduling approaches would be even less suited for the
overall timing behaviour. The dynamic nature of the priority generation also makes the
scheduler itself more receptive for jitter in its execution times.

24



3.2. Real-time Operating Systems

(a) Time-triggered
scheduling

(b) Priority driven scheduling with C-tasks

Figure 3.3: Scheduling decision comparison

3.2.2 IPC and Synchronization

Inter-process communication (IPC) is, as the name implies concerned with the data ex-
change of (concurrently) running tasks. If access to a common resource is required, syn-
chronization between the accessing tasks has to be ensured to prevent conflicting access
patterns like interrupting a read operating by a write.

Messages can either contain state or event information. Event information is used to
update a state piecewise and therefore must be read exactly once and strictly in order of
arrival. As an example for such an event information consider a node with a temperature
sensor that always sends only the difference to the previous measurements to a different
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node. The changing of the temperature constitutes the event. The receiving node then uses
this value to update its own temperature variable. If such a message is read multiple times
the receiving node will update its variable too often leading to a wrong value. Reading
these messages out of order will result in the receiving node having a wrong value until
all outstanding messages are read.

State information contains information about a state, in our temperature reading example
this would be the current temperature. If the sending node always sends the current value
read from the sensor and not just the temperature difference to the previous measurement,
reading such a message multiple times causes no harm. Also old versions of the message
can be dropped as soon as a newer one is available.

Data is exchanged either using message semantics, which requires some identification
mechanisms to identify sender/receiver or the message itself, or using common data ar-
eas which constitutes a more indirect message exchange mechanism [Kop97]. For the
latter case special care has to be taken that tasks do not concurrently access this shared
resource and data corruption can occur. For these explicit approaches like implementing
the synchronization with the application code, for example with the Dekker algorithm, or
operating system provided semaphores can be used [Dij02].

Software approaches to the problem of shared resources are usually very error prone,
incur a high computational overhead and are generally considered not suited for real ap-
plications. Therefore operating systems commonly provide semaphores to guard shared
resources against conflicting concurrent accesses.

Semaphores are simple data structures. They typically consist of a counter, indicating
how many tasks are allowed to access the shared resource guarded by the semaphore, and
a queue specifying the order in which blocked tasks can access the resource once it is
available again. Two functions, wait and signal are used to access the value. The wait
function is called before a task enters the critical section, the section of its code during
which it accesses the resource. This function forces the task to wait until the value of
the semaphore is ≥ 0 (the resource is ready to be accessed) and places the task in the
associated queue if it is ≤ 0 (the resource is not ready to be accessed). Usually this
wait function invokes the scheduler which starts a different task that is currently ready for
execution.

Tasks leaving their critical section call the signal function which increases the semaphore
value again. This would allow the next tasks in the semaphores queue to enter its critical
section once it is executed again. This signal moves the first task currently waiting for the
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resource in the queue from the suspended to the ready state as sketched in Figure 3.2.

For processor utility reasons a context switch is typically executed whenever a task is
blocked to not waste processor time until the other tasks release the semaphore [Sta01].

A scenario where a task with a low priority blocks a task with a higher one, effectively
inheriting the higher tasks priority, is called priority inversion. To handle shared resources
with semaphores the priority ceiling protocol is used on top of the rate monotonic algo-
rithm. A task can access a shared resource if its priority is higher than the priority of all
tasks that may access currently locked resources. If it can access the resource it executes
its critical section either using its own priority, or inherits the highest priority of all task
that it blocks It can be shown that this way no low priority task can block a task with a
higher priority [Kop97] [Sta01] [RS94].

Another useful mechanism is message passing. It usually consists of 2 functions, send and
receive that require the destination, respectively the source, to specify which message to
transmit and read. Obviously a task can only read a message that has actually been sent,
therefore synchronization is needed between the sender and receiver. Possible options
are [Sta01]:

• Blocking send and blocking receive: Both tasks are blocked until the message is
delivered.

• Nonblocking send and blocking receive: The receiver waits until the message is
completely transmitted but the sender can carry on without waiting for the message
arrival.

• Nonblocking send and nonblocking receive: Neither wait for the message delivery

If the sender-receiver relationship is not one-to-one and/or multiple messages can be sent
before they are consumed, messages have to be stored in a queue to prevent message loss
. Assuming every time that, to reach an up-to-date system view, an amount of messages
equal to a maximum queue depth has to be read is detrimental for the WCET analysis.
If there is no maximum queue depth the WCET is even not determinable when event
messages are used.

The problem with all of these approaches is that it either places a burden on the schedu-
lability checks, semaphores experience this problem, or message queues are used which
potentially lead to a high WCET overestimation. A solution to the reader/writer problem
using a shared memory area that provided non blocking send and receive operations is
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Initialization:1
CCFi := 0;2

Write message i:3
CCFold := CCFi4
CCFi := CCFold + 15
<write bufi >6
CCFi := CCFold + 27

Read message i:8
do {9

CCFbegin := CCFi10
<read bufi >11
CCFend := CCFi12

} while(CCFend 6= CCFbegin ∨ CCFbegin = odd);13
Algorithm 3.1: The NBW Algorithms [KR93]

the Non Blocking Write Protocol [KR93]. The NBW Protocol assumes a 1-to-n relation
between sender and receiver using a shared memory. The algorithm is shown in Algo-
rithm 3.1. Before and after a writer accesses a buffer it increments a global flag variable.
A reader tests this variable before and after it reads the buffer. If the value is the same
both times it knows that no write occurred during the read and the content is uncorrupted.
If however the value changed in between it tries to read again. Kopetz and Reisinger
showed that it is possible to bound the number of times a reader has to reread due to
writer interference.

Another approach is the Double Buffer Algorithm presented in [HS02]. The algorithm is
shown in Algorithm 3.2. It uses a 2-dimensional array with #tasks+ 1 rows. Every row
has a variable associated with it indicating the number of readers currently accessing the
buffer (ReaderCnt) and a flag indicating which buffer contains the most recent message
(Cl). Also a pointer latest indicates the most recent buffer. The writer parses the row for
an ReaderCnt entry that has no reader currently accessing its buffer. It then writes to the
older of the 2 buffers associated with this row as indicated by the Cl flag. It subsequently
updates the flag indicating that this buffer is now more recent and sets the pointer latest
to the new buffer.
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Initialization1
int NReaders;2
int Nrows = NReaders +1;3
int Latest;4
message Buff[NRows][2];5
int ReaderCnt[NRows];6
boolean CI[NRows];7

Readeri()8
ridx := Latest;9
ReaderCnt[ridx]++;10
cl = Cl[ridx];11
read Buff[ridx][cl];12
ReaderCnt[ridx]–;13

Writeri()14
for(i=Latest;;i++) {15

if(ReaderCnt(i mod NRows] == 0 break;16
cl = not Cl[i];17
write Buff[i][cl];18
Cl[i] = cl;19
Latest = i;20
}21

Algorithm 3.2: The Double Buffering Algorithm [HS02]

Temporal Properties

Especially semaphores, but also message queues, are hard to analyse in the temporal do-
main. Analysing the access pattern to a shared resource with semaphores is a global
problem, potentially encompassing all tasks and all resources in the system. Determining
the temporal behaviour of a task in isolation is therefore impossible. Scheduling analysis
with shared resources and precedence constraints is very hard and algorithms for schedul-
ing table generation have to be evaluated carefully. Message queues can in certain cases
be easier to analyse because the execution time of a sending task does not depend on
the receiver. Reading all enqueued messages, however, depends on the relative speed of
sender/receiver.

Using non blocking write protocols makes it easier to reason about their execution times
and schedulability. Especially in time-triggered systems tasks do not have to spend an
unknown time waiting for other tasks to finish their critical section and can be analysed
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in isolation. Huang et al. [HPS02] compared some approaches, including the NBW and
Double Buffer Algorithms, and showed that these approaches provide a far better worst
case behaviour than locking based ones. Furthermore they found out that the execution
time jitter is much lower. The retry mechanism of the NBW protocol makes it impossible
to reach a constant execution time. Double Buffering write access execution depends on
which buffers are in use but this could probably be made constant by using a bounded
loop. As a result both mechanisms are not suited for keeping the execution time constant
but Double Buffering can, with additional memory overhead, be adapted to this end.

3.3 WCET Analysis

There are two methods for analysing the temporal characteristics of an application. [PK10]
Generating exhaustive test data and measuring execution traces to determine and quantify
the worst case path on the one hand. A static analysis that analyses the source code to
determine the worst case path and give an upper bound for the its execution time on the
other.

Generating all input data is infeasible for all but the simplest applications, therefore only
an interesting subset of the possible input data is generated. This data generation is often
guided by heuristics like evolutionary algorithms. Given the right tool support this can be
done quite efficiently, but incorporates the risk of not actually finding the real worst case
path which leads to underestimating the WCET, at the risk of missing deadline violations.
For soft real-time systems this method is in general suited well enough but clearly is not
applicable for hard real-time systems.

Static analysis on the other hand can not be completely automated, but requires extensive
support from the developer by specifying timing characteristics of the hardware platform
and providing annotations helping the tool extract information from the source code. This
is a time consuming and error prone task, but if done right provides a safe upper bound
on the WCET of the system. Although extensive research has been carried out over the
last two decades the size of the problems that can be analysed remains fairly small but is
already good enough for many real-time applications [WEE+08] [PB00].
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3.4 State of the Art - RTOS and Analysability

FreeRTOS [Bar09] is an example for a RTOS targeting embedded systems with a small
resource foothold. Its main focus is not on temporal predictability but on functional cor-
rectness and small computational overhead. FreeRTOS uses a static priority scheduler,
which is periodically invoked by a timer interrupt. It provides semaphores and queues for
synchronization and IPC. Given the unpredictable nature of these features, conclusively
arguing about the temporal safety of applications developed using this RTOS is therefore
not a trivial task.

RTEMS [Cor03] is another RTOS that caters to applications with stringent real-time
requirements. It offers similar mechanisms as FreeRTOS and the analysability by a
static WCET tool was determined in [CP01]. Apart from hard to analyse features like
semaphores, being a schedulability issue which is not a concern in this paper, some parts
of the operating system were found to depend on run-time properties. The scheduler for
example can experience different behaviour depending on what kind of interrupts can
occur in the system and the occurrence of the timer interrupt.

Examples for operating systems focusing specifically on temporal predictability are the
MARS and the Spring operating systems [Rei93] [SR04]. The MARS operating sys-
tem employs a strictly time-triggered approach which performs scheduling and IPC only
at predefined times. A special task is invoked to copy IPC data from privately owned
memory to a global buffer. This implements the state-message semantics proposed by
Kopetz [Kop97] and allows precise control over the time when data is produced. As dis-
cussed before this reduces flexibility but has the benefit of complete a-priori knowledge
about the temporal characteristics of the system. The operating system was not optimized
to have a constant execution time nor was it specially WCET-optimized beyond avoiding
unpredictable constructs.

Procter and Shackleford [PS01] demonstrated that execution time jitter is not merely a
problem for temporal analysability but that some applications are impacted negatively
by the jitter as well. They experimented with a motor control application using a RTOS
running on an x86 CPU. The jitter negatively affected the torque load which could cause a
loss of position steps. This further demonstrates the need of research on WCET oriented
programming and more predictable hardware architectures.

In recent years many RTOS were analysed using static WCET tools [LGZ+09] [SEGL04].
The focus on static tools was mostly due to the safe upper bounds they provide compared
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to measurement based methods. Also in some cases another goal was to determine the
effort in applying them to operating system code. Many constructs were found to be
hard or impossible to analyse and manual intervention was needed to gain results on most
analysed functions. Depending on the method used by the tools unstructured control flow
(e.g. goto statements and loops with multiple exits) presented a problem. Recursions pose
another problem for some methods as well. Implicitly this means that WCET-oriented
programming techniques had to be applied to the code first to get results at all. Espe-
cially troublesome seemed to be a close connection of system parameters and run-time
properties, which either require manual annotations or are unboundable in general. Also
context switch times can depend on the time of interrupt arrivals which are unpredictable
by nature. The impact of blocking statements like semaphores were outside of the scope
of these papers as long as they were not used by the operating system functions. Being
a schedulability issue they do not contribute to the WCET of a task, only impacting the
overall timing behaviour of the system.

Khyo et al. [KPD08] demonstrated that it is possible to design an operating system that
experiences a constant execution time. They closely followed the concepts for scheduling
and IPC demonstrated in the MARS operating system and combined it with the single path
approach using a custom made hardware architecture optimized for real-time systems.
[DHPS03] The results determined by measurements show that the execution time of the
demo application only depends on parameters known at compile time. This is in line with
the goal of having a-priori knowledge of the execution time. They also performed a small
experiment removing the single path transformations from parts of the code to determine
the jitter. They however did not explore if the resulting jitter could be removed with code
changes following the WCET-oriented programming approaches.

This work differs from the operating systems developed by Reisinger [Rei93] in that
[Rei93] did not focus on the WCET analysability of the operating system and tasks.
Reisingers prime objective was to evaluate the suitability of the time-triggered approach
for operating system design. Khyo’s [KPD08] operating system on the other hand re-
quired the single path approach and used specially optimized hardware while this work
is based on WCET-oriented programming paradigm, that does not require special CPU
support.
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CHAPTER 4
Infrastructure Description

Introduction

For reasons of reproducibility this chapter gives a short overview of the hardware and
software used in this project.

4.1 Development Board

The hardware used for the development of the operating system is a Nios Stratix II De-
velopment Board from Altera. The board provides a Stratix II FPGA which is big enough
for many different configurations of the LEON3 CPU design and provides the following
features that are used by this thesis for communication and debugging:

• RS232 serial port

• Push buttons

• LEDs

• 2 7-segment displays

• Prototype headers for general purpose IO
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Figure 4.1: LEON3 high level block diagram [Gai10]

Two boards are used to demonstrate IO operations. The boards are connected via the
RS232 port for data transfer and a GPIO pin that is used to start the execution on the slave
board.

4.1.1 CPU Core

The CPU is a LEON3 soft-core developed by Aeroflex Gaisler. This CPU implements
the SPARC V8 instruction set with the V8e extension. It is a 32-bit RISC instruction set
developed to be scalable from small embedded applications up to servers [Inc92]. It is
highly configurable with options ranging from no caches at all to different cache sizes
and replacement policies or scratchpad memory to an MMU and hardware multiplier and
a floating point unit. For expansion it uses an AMBA2 bus and Gaisler provides many
modules with its grlib collection of IP cores [Gai10]. Most designs are available under
the GNU GPL license.

The CPU implements a 7 stage in order pipeline with the instructing timings listed in
Table 4.1.
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Instruction Cycles
Double load 2
Single store 2
Double store 3
Taken Trap 5

Atomic load/store 3
SMUL/UMUL 4
SDIV/UDIV 35

all other instructions 1

Table 4.1: Instruction timing

The design used for the measurements has the following characteristics:

• No instruction and data caches

• Local instruction and data scratchpad memory

• No MMU

• No FPU

• UART module

• Debug Unit

• 4 Timers

• 32 bit GPIO module

Other designs that used caches and/or the DDR2 RAM available on the development
board were used and tested during development. Due to the indeterministic nature of these
hardware features these were not used for measurements. For real-world applications the
scratchpad memory alone will most likely not be large enough, therefore using the DDR2
memory is a viable option if memory requirements are too high. Synthesising a working
design with the DDR2 controller required the use of Altera Quartus in version 7.1 and the
option “Allow Synchronous Control Signals“ had to be disabled. Neither higher versions
nor only using this option did suffice to get it to work. The reason for this could not be
determined.
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4.2 Software

The build infrastructure used is the Bare-C Cross-Compiler System for LEON provided
by Aeroflex Gaisler in version 1.0.36b. As compiler it uses a SPARC v8 port of the Gnu
C Compiler version 4.4.2 and provides a libc implementation called newlib.
For IRQ handling and for debugging single node applications also the stdio functions of
the newlib C library are used. The context switch code has been adapted from the SPARC
v8 port of the FreeRTOS operating system and also uses macros provided by the newlib
library (version 1.13.0-1.0.31) [Gai10] [Bar09].

For developing and debugging the Eclipse CDT plugin in combination with the grmon-
eval tool also provided by Gaisler was used.
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CHAPTER 5
Overview of the Operating System

Introduction

In this chapter we are going to describe the overall structure of the operating system
and give a rough overview of the concepts implemented in this project. It is explained
why the chosen concepts are suited for temporal predictability and for providing constant
execution times. We introduce the different execution phases and explain the need for
this distinction. We give a high level description of the task structure, scheduler, IPC
operations and the I/O mechanisms to explain why these concepts were choses. The
details of the remaining modules and the specific implementation is given in Chapter 6.

5.1 Structure of the Operating System

The operating system provides mechanism for scheduling, task management, two slightly
different IPC mechanisms, a time-triggered I/O module and simple memory management.
As mentioned in Chapter 2 these are the required mechanism a RTOS has to provide. The
high level view of the operating system’s components is displayed in Figure 5.1. Using
a micro-kernel approach many mechanisms are outsourced to tasks. Having only the
features that are absolutely essential as a direct part of the operating system code ensures
that the complexity of the operating system stays low.
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Figure 5.1: Structure of the operating system

The goal of this project is to develop an operating system with good temporal predictabil-
ity on the system level as well as each function having constant execution times. The
algorithms implemented hence cannot use blocking statements and no decisions are al-
lowed to be based on run-time properties. Subsequently the implementation of these
algorithms must be carried out in a way that ensures that the execution times are constant
or at least have only a small jitter.

The scheduler is based on a time-triggered static table approach using S-tasks as described
in Chapter 2. No blocking statements are required, guaranteeing temporal isolation of the
tasks by the scheduler. As a result the response time of the tasks is equal to its WCET
plus the overhead introduced by preemptions.

The system is executed cyclically. This means that its execution never stops and tasks are
started and interrupted only based on the progression of time. All tasks have to be created
at the beginning of the system’s execution and every task has to be cyclic, meaning that
they can never return or exit. There are no sporadic tasks in the system. This is needed
to ensure the strictly time-triggered nature of the operating system. As a result of the
a-priori knowledge of all the instants of time tasks are starts, good temporal analysability
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is guaranteed. Completely stepping through the scheduling table once constitutes one
execution round of the cyclic system execution.

Changes in the task state do not require scheduler activation, as would be the case if a task
executes a wait operating on a semaphore, leading to predictable behaviour at the system
level. Also the low number of decisions guarantees a low execution jitter in the scheduler
functions.

The IPC mechanisms are based on a shared memory approach which offers a data ex-
change mechanism with low overhead, based on state messages.

When using the state message approach the number of messages to read depends only
on the number of tasks that communicate with the receiver. When using event messages
instead messages would have to be enqueued and the execution time would additionally
depending on how often a sending task sends a message to the receiver. The receiving task
would be required to read all messages that were sent by every sender since the task’s last
execution, instead of only the last message from each sender. A shared memory approach
with state messages hence offers better temporal predictability than using message queues
and event messages.

The operating system follows a micro-kernel approach by executing as many operations
as possible in tasks that do not differ from tasks created by an application programmer.
The following tasks are provided by the operating system and can be used depending on
the specific configuration.

• IPC send operations can either be executed directly by the sending task or are sched-
uled at a later time using the ipc_send_msg task structure.

• A simple clock synchronization task, wait_sync_msg is provided that exchanges
clock information and brings the clocks closer together following a client/server
approach.

• Send and receive I/O operations accessing the communication medium are con-
tained in corresponding tasks called ttio_send_msg and ttio_receive_msg.

Chapter 6.8 describes the details on how to configure the system.

Furthermore the operating system prints error messages, either to a console, or displays
an error code on the LEDs and 7-segment displays. The list of error codes and their
meanings is included in Appendix A.
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5.2 Task Structure

Each task must consist of a pair of functions, an initialization function and a task function
that serves as the main function of the task and implements the desired functionality. The
task function has to encapsulate all operations within an infinite loop whose first operation
has to be a context switch to the idle task. This is needed to prevent the execution of code
meant for the next execution round by entering the next loop iteration prematurely. The
tasks are based on the S-task model, which means that tasks are never blocked and that
all input is available at the time the task execution starts. The indeterminism introduced
by the required blocking mechanisms prohibits the application of C-task. Each task has
its own stack which is used to store its local variables and the context whenever it is
preempted by the scheduler. A rough overview of the structure of a task is given in Figure
5.2.

Figure 5.2: Structure of tasks

5.3 Execution Phases

The execution of the system is split into two phases, the initialization phase and the
real-time phase. The initialization phase is executed first to perform operating system
and other initializations and the real-time phase is executed subsequently and is never
exited. During the initialization phase no function has to have constant execution times,
nor are any operations required to meet deadlines. As a result of not having real-time
requirements these functions also do not have to be analysed for their temporal properties.
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After all initializations have been carried out the real-time phase is entered during which
the tasks are executed cyclically and timing has to be strictly bounded. Figure 5.3 shows
the division into these phases and sketches what actions they perform.

Figure 5.3: Execution rounds

5.3.1 Initialization Phase

The initialization phase is the non real-time phase during which the operating system
initializes its data structures and creates the tasks with their associated message buffers, if
they require IPC. Using a heap array from where the operating systems allocates memory
for the tasks, the task control block (TCB), the tasks’ message buffers and the stacks are
created and initialized.

After all initializations have been performed the scheduler is started and the cyclic ex-
ecution of the schedule begins. The first round is still executed in the context of the
initialization phase during which the tasks’ local variables are created ,put on the stack
and the infinite loop is entered This is succeeded by an immediate release of control by a
context switch to the idle task. After the schedule has been completely executed once all
tasks are in an interrupted state just prior to the return from the context switch function,
the real-time phase is entered.
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5.3.2 Real-Time Phase

The real-time phase is started after the operating system, the hardware drivers and all tasks
have been initialized. During the real-time phase tasks are not allowed to allocate further
memory. Every task has to be executed as an infinite loop which gets preempted every
time its execution for a given period is finished (or the task gives up execution voluntarily).
Tasks can either run to completion by allowing it to execute until they perform the context
switch to the idle task or can be preempted by the scheduler. Deadlines must be met under
all circumstances.

5.4 Scheduler

The operating system uses a static table-driven, time-triggered preemptive scheduler as
described in Chapter 2. As a result of the strict temporal control over task activations
this approach guarantees good temporal predictability. The scheduler is only activated at
predefined times and its invocation does not depend on the state of the tasks, as might be
the case with C-tasks where blocking statements make scheduler invocation necessary. Its
simple run-time decisions and low run-time overhead makes it a very well suited approach
for keeping execution time jitter low.

The scheduler consists of a pre-run-time generated scheduling table that contains all the
information needed to determine which task has to be started at what point in time. This
table has to be created in a way that satisfies all precedence and mutual exclusion re-
quirements. Hence the scheduler itself does not need to perform feasibility checks, which
keeps the run-time overhead low. Not having to make any complicated run-time deci-
sions, like determining the highest priority tasks, nor performing feasibility checks are
the key benefits of this time-triggered approach. These ensure the temporal predictability
at the system level as well as having a low number of possible decisions during execution.
This small number of potential decisions keeps the number of branches to a minimum and
enables the functions to have a constant execution time.

The scheduler is invoked every time an interrupt from the timer unit occurs and moves
to the next entry in the scheduling table. It loads the new timer value from the table and
performs a context switch to the next task. First all the values stored in the currently
executing task’s register are stored on the task’s stack. Afterwards the register values of
the next task are fetched from its stack, restoring the context of its last execution, giving

42



5.5. Inter-process Communication

the task control over the CPU back.

One execution round has been performed once the scheduler has completely moved through
the whole scheduling table once and is ready to start the task at the first position in the
table.

Resulting from the unpredictable timing of the hardware and the unknown characteris-
tics of the application code, every task’s first operation in the infinite loop has to be a
context switch to the idle task. This is required to prevent the task from executing instruc-
tions which are supposed to be executed in the next run prematurely, in the case that the
execution time is lower than the specified WCET.

If a multi node configuration is used the scheduling tables of all nodes have to share the
following common structure:

• Each entry in the table must contain the same time value to prevent them from
executing out of sync. A less strict requirement the sum of all time values of all
tasks executed between input/output tasks has to be equal.

• whenever one task executes a ttio_send_msg task the corresponding task on the
other node has to execute a ttio_receive_msg task. The hardware module’s buffer is
too small to store a useful amount of data for later reception.

5.5 Inter-process Communication

Task communication is implemented based on state-message semantics and uses a shared
memory mechanism which supports 1-to-n non-consuming data exchange. As a result
of using the state-message approach, old messages are completely superseded by newer
versions, old messages do not have to be kept. This way a receiving task only needs to
read the last message it received from any task that sends to it. If the communication
were based on event-messages it would be required to read all messages a sending task
has sent.

To prevent conflicting read/write accesses a circular buffer is used for each message. A
situation with a writer using a circular buffer of size 9, sending a message for the third
time in this execution round is described in Figure 5.4. Each time it writes a message it
moves to the next position in the buffer. Reading tasks always follow-up and only access
the buffer that was valid at the time of the reading tasks first access to the message. If
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the reading task is preempted by a sending task it will continue to read the old message
even if the sender generated a new one. This is required to prevent conflicting read/write
accesses, while still providing mechanisms with a constant execution times. The details
of this mechanism are discussed in Section 6.4.

Figure 5.4: Circular buffer for a message to prevent overlapping read/write accesses

A global memory area, called message base, contains the start addresses of those buffers
and the size of the message that has been stored there. Reading tasks can access the
message base and fetch the pointer to the current buffer and directly access this memory
area.

Two mechanisms to post the pointer to those buffers in the message base can be used.
One is to store the pointer once the content of a message has completely been written to
the buffer, or before the end of the task’s current execution round. This has a very low
overhead but the points in time when messages are made available for the reading tasks is
not known.

The other method is to use an ipc_send_msg task that is scheduled with all the other
tasks. The sending task stores the pointer in an intermediary message base which only
an ipc_send_msg task reads. This task is invoked by the scheduler at predefined times. It
reads the pointer in the intermediary message base and copies it to the permanent mes-
sage base. All reading tasks can subsequently access the new message. The benefit of
this approach is that the points in time when a message is made available to the reading
tasks are known a-priori. The drawback is that it incurs a higher overhead than the other
method.
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5.6 Input/Output

For communication between different nodes a time-triggered I/O module is implemented.
This consists of a globally accessible memory area called the I/O message base and two
tasks used to access the communication medium at predefined times. The I/O message
base directly contains the buffers used to store the message for delivery over the commu-
nication medium, respectively for the receiving task to read a received message. Normal
tasks can read and write the buffers, indexed by I/O message IDs, in the I/O message base.
This mechanism implements a temporal firewall as described in [Kop97]. The access to
these buffers can happen at any time during the execution of the tasks. Special tasks are
used to access the communication medium and send/receive the messages by accessing
the I/O message base.

Figure 5.5 shows a sketch of this mechanism. The tasks can write into the I/O message
buffers in the I/O message base at any time, indicated by the lines consisting of alternating
dots and dashes, but the messages are exchanged only at predetermined times by the I/O
tasks, indicated by the solid line.

Figure 5.5: Time-triggered communication
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CHAPTER 6
Implementation of the Operating

System

Introduction

In this chapter we are going to discuss the implementation of the operating system. All
the remaining modules are described and the details needed for application development
are presented. We discuss the implementation and structure of tasks, the scheduler, IPC
mechanisms and I/O mechanisms. The chapter is concluded with a description of how the
operating system can be configured and envisioned extensions are mentioned.

6.1 Coding Style

The operating system is written using the WCET-oriented programming styles presented
in Chapter 2. All loops are bounded by constants and there are no break or return state-
ments in branching code. Also input data is never analysed in order to perform specialized
functions that can improve the execution time in certain cases. As noted before, the single
path approach cannot be used due to the missing conditional move instruction. The idea
of serialising the execution as much as possible is applied in cases where execution time
jitter could not be avoided otherwise. Whenever the execution time depends on certain
properties, like the maximum size of a message, these are defined pre-run-time and there-
fore do not result in varying execution times during the execution of the system, but for
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the analysis these variations have to be considered. Branches that could not be avoided
are written in a way that equalises the execution times of the alternatives as much as pos-
sible. This was done following a similar approach as the if-translation of the single path
approach. Also whenever dynamic data structures, like linked lists, would be used in tra-
ditional programming, arrays of predefined size are used as lookup tables indexed by the
associated IDs. This trades memory efficiency for temporal predictability but is essential
to keep the execution time constant and not just boundable.

6.2 Task Creation

During the initialization phase of the system tasks are installed by calling the task_create()
function. The following parameters have to be passed to this function:

• Function pointer to the tasks function

• A task name

• A unique taskID to identify the task

• The size of the stack in elements (this should be of the type double)

• A typeID that states what type of task it is (TASK, TTSEND, TTRECEIVE, WAIT-
SYNC and IPCSEND)

The task_create() function allocates memory for the task control block (TCB) and initial-
izes it. The TCB structure is summarized in Table 6.1. This structure contains the stack
pointer, as well as pointers to the start/end of the stack and a variable indicating the stack
size. It also contains an array of size MAX_MSG that contains pointers to the position in
the circular buffers (of each message). If a send operation takes pace it writes to the buffers
these pointers point to. In order to link tasks to the schedule a TaskID field is present and
a task name can be assigned. Using the taskID the scheduler (parse_schedule()) can link
the entry of the scheduling table, which is implemented as an array, to the task that is
being created and store the pointer to the TCB in this scheduling array.

As a last step in the task creation the stack is initialized by calling the port_initialise_stack()
function. This function depends on the hardware architecture and has to be adapted ac-
cordingly if the operating system is ported to a different architecture.
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Before the function returns it calls the task’s initialization function that can be used by
the programmer to create optional message buffers for IPC. If no IPC is required the
body of that function can be empty, but this function has to be present nevertheless. The
programmer is free to use this function for other initializations.

The main() function, used as the entry point of the system’s execution, has to consist of
the call to the OS_init() function as well as install all necessary tasks. If the scheduler is
started by an event rather than manually in the main() function, an infinite loop preventing
the exit of the system is required.

Field Name Description
*TopOfStack Pointer to the location of the last

item placed on the task’s stack
*Stack Pointer to the start of the stack

*EndStack Pointer to the end of the stack
TaskID ID of the task

StackSize max size of the stack
*msgBufferArray[MAX_MSG] Array holding the pointers to the

buffers of each message
TaskName[MAX_TASK_NAME_LEN] Descriptive name given to the task

when created.

Table 6.1: Task Control Block

6.3 Scheduler

The predictable temporal behaviour of the time-triggered static table-driven scheduler
makes it the ideal choice for this operating system. It provides the capabilities to have a
constant execution time due to the simple scheduling decision during run-time.

The scheduler cyclically reads the scheduling array which has to be generated before the
execution of the system. This array specifies the points in time the tasks have to be started.
The fields of the structure are summarized in Table 6.2. The TCBPtr field is used to link
the tasks to the array positions. This value is only known at run-time. To locate the task
in the scheduling array a taskID is needed. The iomsgID and ipcmsgID are required if the
tasks are I/O tasks, respectively the ipc_send_msg task. To determine the type of the task
the field type is used. Also to make it easier for the developer to identify tasks, a task name
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can be stored. The decision which task to execute next consists simply of a fetch of the
next task’s stack pointer from where the task’s context is restored. Afterwards a counter
variable, that indicates the position of the task to switch to next, is incremented, or set to
0 if the end of the array has been reached. These operations are completely independent
of the type of the tasks, the state the task is in and the number of tasks.

On architectures that do not support conditional move instructions (like the SPARC v8),
or use unpredictable hardware features, jitter in the task execution time can not be ruled
out completely. Therefore it is not always possible to specify a timer value that interrupts
the execution of the task directly after its last instruction has been executed. The execution
round of a task is equal to one iteration of the infinite loop. A timer value that is larger
than the tasks execution time allows the task to start executing instructions belonging to
the next round. The task then could generate data that is outdated by the time it is actually
allowed to execute, which is of course undesirable.

To prevent this glitch a task_finish() function call has to be placed at the beginning of
the tasks infinite loop. Depending on the operating system configuration this function
performs a context switch to an idle task, preventing the task from executing the next
round, or invokes the scheduler that starts the next task. The idle task is nothing more but
an infinite loop without containing any instructions. The time slot the scheduler assigns
to each task in a given round must be at least as long as the task’s WCET plus the time
needed to perform the context switch to the idle task. If a task is preempted, and therefore
executes more often than once in a given round, the sum of all it’s execution time must be
equal to it’s WCET plus the context switch to the idle task.

Due to the dependence of the timer’s decrementor on the number of implemented timers
one timer tick can only occur after as many clock ticks as the number of implemented
timers. This means that, if for example, 4 timers are implemented a timer tick can only
occur every 4th clock cycles. If more than one timer is used this overhead has to be
considered, when specifying the timer values as well.

The task_finish() functions implementation differs from the scheduler’s only in that it does
not set the timer to a new value and always performs the context switch to the idle task.

The operating system currently supports 3 possible task execution modes:

• Cooperative: The scheduler is not used in a time-triggered fashion by not enabling
the timer interrupt. Every task runs until it calls the task_finish() function which
invokes the scheduler.
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Figure 6.1: Composition of the timer value

• Preemptive: Tasks run until they are preempted by the scheduler. On architectures
where it is possible to have a constant execution time the scheduler is started exactly
after the last instruction of the task (not possible on SPARC v8).

• Combination: On architectures where the execution time is not constant a combi-
nation of both is needed. A task relinquishes control once it is done by calling the
task_finish() function. This prevents entering of the next loop iteration prematurely.
Also tasks can be preempted before that call as long as they are scheduled to finish
their execution later in the same execution round.

6.4 Inter-process Communication

The task communication is implemented based on state-message semantics outlined in
Chapter 5. It supports a 1-to-n non-consuming data sharing based on shared memory
mechanisms.

To communicate every sender has to create a circular buffer containing≥ 1 buffers of size
MAX_IPC_MSG_SIZE associated with each message. The number of buffers depends on
how often this task sends a message under the same ID within one execution round.
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Field Name Description
*TCBPtr A pointer to the TCB, this is added by the parse_schedule() function
taskID The ID of the task
time The timer value indicating the time when the next task is allowed to

start, this consists of the WCET of the current task + the overhead for
the context switch to the idle task

iomsgID If the task is a ttio_send_msg or ttio_receive_msg task we need to tell it
which I/O message to process

ipcmsgID If the task is an ipc_send_msg task we need to tell it which IPC message
to process

type The type of the task, possible values are: TASK, WAITSYNC, TTSEND,
TTRECEIVE, IPCSEND

taskName[] The name of the task

Table 6.2: Schedule table entry

A global memory area, called message base, contains the start addresses of the most
recently filled buffer of each message and the size of the message. Which buffer should
be accessed in the current execution round is being tracked in the task’s Task Control
Block (TCB).

Every task that needs to send messages has to call the msg_create() function in the task’s
initialization function. This function requires a message ID, the maximum size of the
message in bytes and the number of buffers as parameter. This function allocates the
required buffers and initializes the values in the message base. In case preemption is
allowed a sender must switch to a different buffer when the write access can overlap with
the data being read by a receiving task to prevent conflicting accesses. A safe upper
bound on the number of buffers needed to prevent such conflicts is the number of times
the sending task executes in one execution round.

To fill the correct buffers the tasks call a store_msg() function which needs the MSG_ID,
the size of the data element in bytes and the data element to be stored as parameters.
This function’s execution time depends on the MAX_IPC_SIZE constant that specifies the
maximum size a message can have.

Another possibility to access the buffer is to use the get_buffer_ptr() function which re-
turns the pointer to the current buffer for the specified msgID. This access method can be
useful if it is possible to store the data in this buffer without requiring to copy it there.
This can for example be the case if the data is contained in a structure. Overlaying the
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buffer with this structure allows to write the data directly, eliminating the overhead of the
copy mechanism.

There are two mechanisms to make messages available to the reading tasks. The first
method is by calling the send_msg() function which posts the pointer to the current buffer
to the message base for the other tasks to see. This function also prepares for the next send
operation by moving to the next position in the cyclic buffer. The sending task will then
write to a different buffer the next time it stores a message. If only one buffer is needed,
due to the sending task executing only once per round, this function sets the pointer to
the same address again. This superfluous action is needed to keep the execution time of
all cases constant, or otherwise the code executed in this function would depend on the
number of buffers and therefore different execution paths would be present.

The other mechanism is to use a special task to store the pointer in the message base.
If this IPC send mechanism is used the write-action done by the send_msg() function is
performed on an intermediary message base and the ipc_send_msg task takes the pointer
from the intermediary message base and stores it the pointer in the global message base
when it is started by the scheduler. This approach allows the precise control over the
instants of time a message is made available to reading tasks. It is therefore easier to de-
termine if a receiving task is operating on outdated data. This information is not available
when the other method is used owing to the lack of knowing whether a task is preempted
before or after executing a send_msg() call.

Figure 6.4 shows the possible methods for accessing and sending of IPC messages. The
full ellipses indicate operations of operating system functions whilst broken ellipses indi-
cate actions performed by application code.

A task that requires to access a specific message does so by first executing a get_msg()
function call which returns the pointer to the current buffer from the message base. Fol-
lowing this the task can access the buffer without any restrictions. Since no data protec-
tion mechanisms are available and every task can access the data, the programmer is not
allowed to write into this data segment.

The next time a task wants to store a new message under the same message ID it will
simply write into a different buffer. No reading task that has already accessed the buffer
has any knowledge about this other buffer, which prevents conflicting accesses. Data
consistency has to be guaranteed at compile time by specifying a sufficiently large number
of buffers for each message. The IPC module does not impose a particular structure for
the messages. Instead the programmer has complete control over this.
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The msgBuffer structure used in the message base is described in Table 6.3. It contains
an ID to identify the buffer (field msgID), the number of buffers (field NumberofBuffers)
required for the circular buffer, a pointer to the buffer most recently written to (MsgBuffer-
ArrayPtr), the size of the message in this buffer (field curSize) as well as the max size of
a message (field maxSize) and the position in the circular buffer indicated by the field cur-
Buff. During a send_msg() call the value of curSize and MsgBufferArrayPtr in the TCB
is stored in the message base. The message base is an array of the structure described in
Table 6.4 and contains the pointer to the msgBuffer (field msgBufferPtr) and the size of
the message stored there (field curSize). The array is indexed by the msgIDs and its size
depends on the MAX_MSG constant.

The execution times of all IPC related functions are constant either as a result of using
bounded loops and the lookup tables in the TCB and the message base.

Field name Description
msgID The ID of this message

NumberofBuffers The total number of buffers for this message
*MsgBufferArrayPtr The pointer to the current buffer

curSize The size of a message currently stored in the buffer
maxSize The maximum size of a buffer
curBuff The number of the buffer currently in use

Table 6.3: Structure controlling a message buffer

Field name Description
curSize The size of the message currently stored in the buffer

*msgBufferPtr Pointer to the currently used msgbuffer

Table 6.4: Message base entry

We will now discuss the sequence of actions taken by the system to successfully transmit
messages. Before the first message is sent the buffer pointer in the TCB structure points
to the start of the first buffer while the pointer in the message base is still null, as shown in
Figure 6.2. Figure 6.3a displays the state of the data structures after a first send operation
has been executed. The pointer in the TCB moves to the next buffer, the sending task is
therefore forced to write to a different memory location the next time it is executed. The
old address is posted in the message base for the reading tasks.

Another send operation during a subsequent execution of the same task again moves the
pointers to the next buffers and so forth. This can be seen in Figure 6.3b. If the correct
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Figure 6.2: State of the data structures before the first send operation

number of buffers is used the pointer will again reference the first pointer at the beginning
of the next execution round.

This is required to prevent a reader/writer access problem when a writing task and reading
task can be interleaved. Non blocking algorithms dealing with such a situation were
described in Chapter 2. The solution implemented here is similar in concept to the Double
Buffering Algorithm [HS02], using a circular buffer that is used to store all the messages
generated for the same message ID consecutively.

Let us now discuss the requirement for the circular buffer. Imagine that a sending task
always writes to the same buffer. The task can not be allowed to run more often than once
during an execution round or otherwise the preemption of a reading task by the sending
task could result in data corruption. This problem is demonstrated in Table 6.5.

A sending task writes the message ”1234“ during its first execution. While the reading
task accesses the buffer it is preempted and has read only the partial message ”12“. At
a later time but before the reader is allowed to continue to execute the sending task is
executed again and writes the new message ”5678“. Eventually the reading task is invoked
and continues reading but now reads the partial message ”78“ resulting in reading the
incorrect message ”1278“ instead of the correct old message ”1234“ or the newer version
”5678“. By using the circular buffer the reader will only read the message that was valid

55



6. IMPLEMENTATION OF THE OPERATING SYSTEM

(a) State of the data structures after the first send operation

(b) State of the data structures after the second send operation

Figure 6.3: Visualization of send operations

at the time it started accessing. During this read a sender might write a new message but
does not interrupt the reader by using a different buffer.

This problem could also be averted by switching to other message IDs every time the
accessing task sends a message under a previously used ID. This has the drawback that
it would require implementation work by the programmer or tool support. But this ef-
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fectively implements the same mechanism described above in user code and hence is not
advisable.

Time Sending task Buffer Reading task Event
Store value Element # Value read Element #

1 1 1 1 1
2 2 2 12 1
3 3 3 123 1
4 4 4 1234 1
5 4 1234 1 send done
k 1 1234 1 read task start

k+1 1 1234 1 1
k+2 1 1234 12 2
k+3 1 1234 12 2 task preempted

j 1 1234 12 2 send task start
j+1 5 1 5234 12 2
j+2 6 2 5634 12 2
j+3 7 3 5674 12 2
j+4 8 4 5678 12 2
j+5 4 5678 12 2 send done
h 1 5678 12 2 read task resume

h+1 1 5678 127 3
h+2 1 5678 1278 4

Table 6.5: Access problem without multiple buffers

6.5 Input/Output

For Input/Output operations a simulated time-triggered I/O module is implemented be-
cause no hardware module transparently dealing with data transfer between nodes was
available for this platform. Tasks can read and write a buffer called the I/O message base
which implements a temporal firewall [Kop97]. The I/O message base is a globally ac-
cessible memory area that contains buffers for all I/O messages. Figure 5.5 showed this
setup. The tasks write into the buffers and the messages are exchanged at predetermined
times by scheduled I/O tasks.

When using a hardware module data transfer between the host and the communication
medium uses a dual ported RAM which is accessed by a hardware module to handle the
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(a) Copy the data to the
buffer

(b) Use direct memory access to
the buffer

(c) Additionally use an IPC
task

Figure 6.4: 3 possible ways of IPC communication

time-triggered traffic. All access times to the communication medium as well as the RAM
itself could be determined beforehand.

Since such a module is not available for the LEON3 CPU the operating system uses two
special tasks called ttio_send_msg and ttio_receive_msg that are scheduled like any other
task. These tasks read and write to the temporal firewall and communicate with other
nodes via the UART hardware module. The programmer does not have to modify these
tasks but only add them to the scheduling array and provide a timer value large enough
to send a message of maximum size. This ensures that accesses to the communication
medium occur only at predefined times.

The scheduling arrays used by the nodes must share a common structure. The invocation
times of ttio_send_msg and ttio_receive_msg tasks have to be the same on every node and
when one node executes a ttio_send_msg task the other has to execute a ttio_receive_msg
task. This is required because the UART provides only a small buffer that is often not
sufficient to hold all data that has to be exchanged.

Due to the unpredictable nature of the communication medium the execution time of these
TT tasks cannot be constant.

To access these buffers the write_io_message() and read_io_message() functions are pro-
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vided, which require a task local buffer.

6.6 Memory Management

A memory allocation function called prvmalloc() is used to allocate memory from a global
array of constant size whose size has to be specified at compile time. The function is called
with a parameter specifying the size of the requested memory block and returns a pointer
to the start of such a block. The function keeps track of the next free element in the array.
A dummy free() operation is provided for consistency but calling it has no effect. Figure
6.5 shows the implementation. The array has size m and a pointer is used to keep track
of the sum of allocated elements. When memory is requested the pointer to the first free
element is returned (element n) and is moved to the element with index n + size where
size is the size of the requested data block.

Figure 6.5: Heap array and the pointer being returned to the caller

6.7 Drivers

Drivers for the following hardware features are provided:

• 2 7-Segment displays

• The IRQ module (IRQ 2 reserved for UART, IRQ8 reserved for the scheduler timer)

• Timers (Timer 0 used for the scheduler)

• LEDs
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• Switch button

• The general purpose I/O module

• UART I/O

6.8 Extending the Operating System

6.8.1 Configuration of the Operating System

To adapt the operating system to different environments many parts of the operating sys-
tem are configurable using pre-processor defines. This section describes the most impor-
tant defines. The following defines have an impact on the WCET:

• MAX_IO_MSG_SIZE: This constant defines the size an I/O message can have at
most. This has an impact on the loops in the write_io_message() and read_io_message()
functions.

• MAX_IPC_MSG_SIZE: This constant defines the size an IPC message can have at
most. This has an impact on the loop in the store_msg() function.

Defines adding additional features to the operating system:

• SCHEDULE_IPC: With this flag set IPC messages are only made available by a
special ipc_send_msg task which has to be scheduled instead of being sent by the
writing task.

• TTIO_MODSIM: This activates the a time-triggered I/O module. It adds a global
buffer to write messages to and requires ttio_send_msg and ttio_receive_msg tasks
to perform the communication.

The following defines change the functionality of the operating system:

• TTSCHEDULER: The scheduler is invoked by a timer interrupt and the task_finish()
function always performs a context switch to the idle task.
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• COOPERATIVE: The scheduler is invoked voluntarily by the task_finish() function
call at the end of the task’s execution round. (Note that using TTSCHEDULER and
COOPERATIVE is mutually exclusive)

• BOUNDED_LOOPS: If this define is not present loops run depending on the data
size instead of the provided constants. This makes WCET analysis impossible.

The following defines are used for debugging:

• DEBUG: enables debug code, must be combined with one of the following:

– PRINTF: This uses the printf function provided by the stdio.h from the newlib.
This can be used in single node mode when timing is not important to print to
the UART.

– SEG: This outputs error codes on the LEDs and the 7-Segment display.

• also each file provides a DEBUG_%MODULENAME define allowing to selectively
enable debug code/output for the specific files.

Defines changing the amount of memory used by the operating system are:

• HEAP_SIZE: The total size of the array used by prvmalloc(). This can be the total
size of the available memory.

• MAX_IO_MSG: The total number of possible I/O messages. This changes the size
of the buffer in the I/O message base.

• MAX_MSG: The total number of possible IPC messages. This define is used to
specify the size of the the message array in the TCB and the message base. See
Table 6.3 and 6.1.

6.8.2 Extending the Operating System

Some extensions to the operating systems were already envisioned during the develop-
ment and are described briefly in this section. In the current implementation a context
switch to the idle task is performed when the task reaches the end of its loop iteration for
the given execution. In case the execution time of the tasks are much shorter than the time
provided by the timer value in the scheduler a large amount of computational resources is
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wasted. In some scenarios there may exist tasks that do not have real-time requirements,
for these it would be enough to be executed sporadically. Therefore it could be beneficial
to implement a small non real-time scheduler that is invoked instead of performing the
context switch to the idle task. The non real-time tasks could use the remaining available
time until the next real-time task is executed to increase the CPU utilization instead of
executing the useless idle task. This scenario is shown in Figure 6.6.

Figure 6.6: Time composition using an additional non real-time scheduler

Another possible extension is to use a hardware time-triggered communication module.
Many such implementations use a dual ported RAM as the interface between the host and
the module. In the case that this is mapped into the address space of the CPU it would
be sufficient to overlay this memory location with the temporal firewall structure. If a
specific message structure is required by such a module changes to the read_io_message()
and write_io_message() functions would be required as well.

The IPC message creation function currently requires the programmer to specify the num-
ber of buffers needed to ensure data consistency. This could be automated by counting
how often a task is found when the scheduling array is parsed. The operating system
could then transparently generate the required amount of buffers . This would however
increase the memory overhead whenever a lower number of buffers will be sufficient, but
it would make the message creation less error prone.
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CHAPTER 7
Evaluation

Introduction

On the following pages we are going to discuss the goal of the evaluation and how it
was carried out. As a first step we present the applications that were used for testing and
measurements. Following that the measurement results of all operating system functions,
together with the various configurations, are presented and discussed. As a last step the
results are summarized and a short conclusion is given.

7.1 Aim of the Evaluation

As a first step of the evaluation the functional correctness of the system had to be verified.
For this a small demo application utilizing all modules at once was developed.

As a second step the WCET analysis tool aiT was used to locate branches that could
impact the execution time. Test data for these cases was then derived accordingly. As a
secondary goal it was also determined how easy it was to apply such tool to the operating
system code.

The concepts for IPC and scheduling guarantee predictable temporal behaviour as long
as the execution times of the applications are known. Owing to this it is essential that
all function the operating system provides have a constant execution time, or at least
experience only a small execution time jitter.
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To determine whether all operating system functions really have constant execution times,
and to determine the jitter if it can not be avoided, measurements were carried out. This
required to generate test data that covers all the possible variations that might have an im-
pact on the execution time, like the system state and the function parameters. If jitter was
found the code was revised trying to remove the jitter if possible, and the measurements
were repeated.

7.2 Test Application

To test the functional correctness of the operating system a two-node client/server setup
was used.

An interrupt triggered by a button press on the server activates an output of a GPIO pin,
This itself triggers an interrupt on the client. These interrupts start the execution of the
schedulers on both nodes. The first task execute was a wait_sync task. This task synchro-
nizes the client’s clock to the server’s with enough precision to allow the exchange of mes-
sages. Each node executes three tasks together with ttio_send_msg and ttio_receive_msg
tasks, an ipc_send_msg task and the before-mentioned wait_sync task.

The server node executes the following computations:

• Task 1 executes a write_io_message(), writing a hexadecimal value as a char to the
I/O message with ID 2, and increments the value.

• Task 2 does nothing but set LEDs to indicate that it was executed.

• The tasks ttio_send_msg and ttio_receive_msg are executed to send I/O message 2
and receive I/O message 1.

• Task 3 reads the I/O message with ID 1 from the I/O message base and displays the
value it received on the 7-segment display.

The client node concurrently executes the following computations:

• Task 1 communicates with task 2 via the IPC message with ID 0 that contains a
hexadecimal value which it incremented after it has been sent.

• Task 2 reads the message with ID 0 and stores the value in the I/O message base
with the I/O message ID 1.
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• The tasks ttio_receive_msg and ttio_send_msg are executed to receive I/O message
2 and send I/O message 1.

• Task 3 reads the I/O message with ID 2 from the I/O message base and displays the
value it has received on the 7-Segment display.

Figure 7.1: Testing application

7.3 Static Analysis

The tool aiT was used to identify branches that could lead to execution time jitter. Us-
ing the control flow graphs the tool generated test data was generated for the identified
branches.

Apart from assisting in the generation test data the tool also found a potentially infinite
recursion that could occur if an error is caught and the 7-Segment display used to display
the error ID is not available.

A short experiment was performed trying to analyse the temporal behaviour of the oper-
ating system with this tool. It was able to analyse all functions called during the real-time
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phase was able to find upper bounds for all loops. Some flow annotations were required
to inform the tool of branches that could not be entered in the same execution trace.

Unfortunately the hardware model used for the LEON3 core does not seem to be suffi-
ciently accurate, in that the results obtained differed a lot from the measurement results.
This tool calculated a nearly 2 times higher WCET for the write_io_message() function
than what the subsequent measurements revealed. The tool offers options to configure the
hardware model like deactivate caches and set the latency for the memory accesses. Al-
though the tool was configured not to use caches and that memory accesses have 0 cycle
latency different settings for the cache behaviour still resulted in different results. The
confidence in the correctness of the results is therefore rather low. The tool also encoun-
tered paths it sometimes, depending on the pipeline analysis selected, considered to be
impossible to analyse or unbounded.

7.4 Measurement Application

For the measurements a single-node setup was used on account of being able to use the
debugger for accessing the timer value register.

The application developed for the measurement has the following structure: Task 1 is used
to test the different possible IPC send mechanisms. It writes 6 different IPC messages:

• IPC message IDs 0 and 1 are used to store strings of different lengths that are stored
in local variables. This verifies that the size of the message has no impact on the
execution time.

• The pointers to the buffers associated with message ID 2 and 3 are retrieved by a
get_buffer_pointer() call and the same strings used for message IDs 0 and 1 are
written to the memory directly. This verified that the send_msg() function does not
depend on the way the message content has been stored.

• The pointer for message ID 4 are used to write a structure, containing a string array
and two integers, directly to the buffer. This verified that the send_msg() function
does not depend on the type of the message content.

• The same structure used for ID 4 is stored in the buffer for message ID 5 but this
time written by a store_msg() call. This verified that the send_msg() function does
also not depend on this combination of message content and way of storing it.
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Task 2 is used to access the messages sent by task 1 using the get_msg() function. It also
writes 2 strings of different lengths, that are stored as local variables, to the I/O message
base. Finally task 3 is used to read the I/O messages “sent” by task 2.

This setup allowed to measure of all IPC and scheduler functions as well as the access to
the I/O message base. The code for this application can be found in Appendix B.

7.4.1 Test Setup

To measure the execution times of all the function calls executed during the real-time
phase, the execution time (in cycles) was measured using the time tag counter provided
by the DSU3 Leon3 Hardware Debug Support Unit. This counter is a cycle-accurate 30
bit counter that is incremented each time an instruction is executed. Measurements were
performed using the debug facilities provided by the LEON3 IDE plug-in for Eclipse.
Breakpoints were set before and right after the function call of the function under mea-
surement. Due to this not only the execution of the function, but also the passing of the
parameters were included in the measurement. At each breakpoint the value of the time
tag counter was read from its memory location at 0x90000008 and the difference between
the values read at the breakpoint before and after the function call was calculated. The
LEON3 CPU executes a trap instruction each time a breakpoint is hit, adding a constant
5 cycles overhead to each measurement.

Each measurement assessed the execution time depending on the parameters that could
have an influence on the execution time of the function. This constitutes a white box
testing methodology in that the knowledge about the implementation was used to derive
test cases.

The LEON3 core used for these measurements uses dedicated instruction and data RAMs
synthesized into the FPGA. These provide constant 0 cycle access. No caches, branch
prediction hardware or external SDRAM were used due their dynamic timing that would
prevent us from determining whether the code or the hardware was responsible for jitter.

All tests were performed without optimizations unless noted otherwise. This ensured that
the code executed is actually as it was intended and prevent optimizations, that might not
be beneficial for the worst case and therefore introduce jitter from being carried out.

All functions were measured over four real-time execution rounds. This was sufficient
in that it allowed to observe every possible parameter that could impact the execution
time and the data generated in each round was the same. The only function that could
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experience different execution rounds depending on how often it is performed is the buffer
switching function. Usage of messages with different circular buffer sizes allowed to
observe all cases of buffer handling.

7.5 Scheduler

The different scheduler actions that were measured are:

• The execution time of the scheduler plus the context switch without the scheduled
IPC mechanism (IPC_SCHEDULE undefined).

• The execution time of the scheduler plus the context switch with the scheduled IPC
mechanism (IPC_SCHEDULE undefined).

• The execution of task_finish() when using the time-triggered scheduler (TTSCHED-
ULER defined and COOPERATIVE undefined).

• task_finish() invoking the scheduler (TTSCHEDULER undefined and COOPERA-
TIVE defined).

7.5.1 Results of the Context Switch

As a result of always allowing the tasks to run to completion this breakpoint was set
directly at the position in the task_finish() where the task was previously interrupted. The
start point of the measurements was set to the entry of the interrupt service routine. It
therefore also measured not only the scheduler function that determines the next task, but
also the execution time of the interrupt handler code provided by the newlib library.

Context Switch Without SCHEDULE_IPC

The execution of the context switch was measured using a scheduling array containing 4
entries (executing the wait_sync task and 3 user tasks). Two execution rounds using this
scheduling array showed a constant execution time of 990 cycles.
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Context Switch With SCHEDULE_IPC

Execution of the context switch was measured for a schedule array containing 5 entries
(executing the wait_sync task, the ipc_send_msg task and 3 user tasks). Two execution
rounds using this scheduling array showed an execution time of 1029 cycles. The dif-
ference to the execution without the ipc_send_msg task (IPC_SCHEDULE undefined)
originated from the removal of code needed only when using the scheduled ipc send
mechanism (not defining IPC_SCHEDULE removes that superfluous piece of code).

Context Switch With More Tasks and SCHEDULE_IPC

To show that the execution time does not depend on the number of tasks another mea-
surement was performed with a scheduling array containing 8 tasks (1 wait_sync task,
2 schedule_ipc tasks and 5 user tasks). Again the execution time was constant at 1029
cycles.

Further Context Switch Tests

Another measurement was performed without using the scheduled IPC send mechanisms
(IPC_SCHEDULE undefined) but with retaining the code piece that was removed in the
“context switch without IPC_SCHEDULE” test, that resulted in this 39 cycle difference.
This code has no effect in this configuration and can be executed regardlessly. This time
the execution was again 1029 instead of 990 cycles long. This version was also tested
with O2 optimizations enabled. This then experienced an execution time between 770
and 773 cycles, depending on which task to switch to next. This jitter was constant in all
observed execution rounds.

7.5.2 Results of the task_finish() Function

task_finish() With the Time-triggered Scheduler - TTSCHEDULER MODE

Measurements for the task_finish() functions were taken from before the execution of the
function to the infinite loop in the idle task before an i + + instruction. This instruction
was needed owing to the fact that without it the debugger would crash at the breakpoint.
The measurements experienced a jitter of 5 cycles due to the 7 cycle length of the infinite
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loop. This is due to the lack of knowledge the point in the 4 instruction long execution
trace, the execution is interrupted. The code that lead to this jitter is shown in Table 7.4. In
the worst case the task is interrupted just after the inc instruction which means that there
is a 7 cycle delay until the breakpoint is reached again. In the best case however the task
is interrupted before the ld instruction which means only a 2 cycle delay is experienced.

The results of 4 executions of the 4 tasks containing scheduling array (starting with the
first real-time round) showed an execution time of 768 to 773 cycles.

task_finish() Without the Time-triggered Scheduler - COOPERATIVE MODE

If we do not use the scheduler the call of task_finish() switches to the next task in the
scheduling table. This was measured from before the call of task_finish() to before the
first instruction in the next task. This was measured over 4 executions of the scheduling
table beginning with the first real-time round and showed a constant execution time of
781 cycles.

7.6 IPC

The following IPC functions were tested:

• store_msg()

• send_msg()

• get_buffer_ptr()

• get_msg()

• ipc_send_msg task

The impact of the parameters: message ID, size of the message and number of buffers
was evaluated.
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7.6.1 Results of the store_msg() Function

Three measurements for store_msg(int msgID, void* sourcePtr) were performed, 2 used a
constant arrays of a characters with different lengths, declared in the task function which
evaluated the behaviour of messages of different sizes (ID 0 and 1). Another measure-
ment was taken with a structure stored at the memory returned by get_buffer_ptr(int ms-
gID) and filled with data during the execution (ID5). Each measurement was performed
using a different msgID and each used a different number of buffers which evaluates the
assumptions, that neither the ID of a message nor the round it is stored in do not make a
difference for the execution time.

Results for ID0 and ID1 showed an execution time of 2081 cycles in each of the 4 times
the functions were executed (once per round). ID5, which passed a pointer to a structure
instead of an array, showed an execution time of 2080 cycles. This 1 cycle difference
originated from different code being generated by the compiler depending on whether to
pass the pointer directly or the array. The different instructions generated can be seen
in Table 7.2. Measuring these 2 function calls with optimizations (O2) showed the same
execution time of 896 cycles. In both cases the memory addresses were kept in a local
register. When no optimizations were enabled they were not kept in a register but always
fetched from memory even for subsequent accesses.

With a local variable With memory access
ld [ %fp + -28 ], %g1 sethi %hi(0x8f001000), %g1
st %g1, [ %fp + -40 ] or %g1, 0x3f0, %g1

ld [ %g1 ], %g2
ld [ %fp + 0x44 ], %g1
add %g1, 4, %g1
sll %g1, 2, %g1
add %g2, %g1, %g1
ld [ %g1 + 4 ], %g1
ld [ %g1 + 8 ], %g1
st %g1, [ %fp + -32 ]

Table 7.1: Memory access optimization

A trivial optimization is the elimination of all multi level pointer indirections by storing
the last of these pointer accesses in a local variable if it is dereferenced more often than
once. Using the general purpose registers removes the necessity for this and is therefore
not required when the compiler is allowed to perform optimizations. Storing the pointers
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in a variable subsequently removes many memory accesses. An example for the differ-
ence between the code pieces tmpPtr=oldPtr and
tmpPtr=pxCurrentTCB->msgBufferArray[ID]->BufferArrayPtr is dis-
played in Table 7.1. As it can be seen a second access to this pointer would benefit dra-
matically from this small optimization.

The execution time of this function depends on the MAX_IPC_MSG_SIZE constant de-
fined in the config.h header. Changing this will result in a different loop bound used for
copying content, leading to a different execution time of the function. Measurements with
different MAX_IPC_MSG_SIZE values showed that the execution time can be expressed
by the formula 97 +MAX_IPC_MSG_SIZE ∗ 31.

task1+164 add %fp, -56, %g1 task1+520 mov 5, %o0 ! 0x5
task1+168 mov 1, %o0 task1+524 ld [ %fp + -4 ], %o1
task1+172 mov %g1, %o1 task1+528 mov 0x11, %o2
task1+176 mov 0x11, %o2 task1+532 call 0x8e001310 store_msg
task1+180 call 0x8e001310 store_msg task1+536 nop
task1+184 nop

Table 7.2: Different execution traces of store_msg(0) vs store_msg(5)

7.6.2 Results of the send_msg() Function

send_msg(int msgID) was measured using 6 different msgIDs. Each execution showed
a constant execution time of 267 cycles. To show that using different buffers does not
change the execution time, messages with 1 (twice),2,3,4 and 5 buffers were used. The
measurement spaned 4 execution rounds, therefore all 3 possible cases of buffer handling
were observed. This is sufficient although the wrap-around of the messages with 4 and
5 buffers was not observed. The buffer handling does not in any way depend on how
the message is stored or its content making more execution rounds unnecessary. Also the
wrap-around was observed for the other message IDs, therefore all possible cases have
been observed nevertheless.

These cases were:

• Only 1 buffer is used so do not move to the next.

• More than 1 buffer is used so move to the next.
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• More than 1 buffer is used and a wrap-around is performed on account of already
having used all buffers in this execution round.

An earlier version of the operating system experienced jitter depending on whether or not
it moved to the next buffer or wrapped around. This originated from the different length
of if and else paths. Since no conditional move operation is possible the if-else paths can
not simply consist of sequential code and a conditional move instructions and therefore
have to branch. Tfhe if path has to contain a jump to the next instruction after the else
path. It was possible to convert the conditions to be exclusive transforming the if -else
paths into if -if paths which removed that difference. This is shown in Table 7.3. The
left hand side displays the assembler code of the if part of an if-else code piece. Two
branching instructions are seen one for the false path jumping to the else part (task1+96)
and one at the end of the if part (task1+112) to jump over the else part. Since the else path
does not need to skip the next instructions but can continue by simply loading the next
instruction it does not need the branch and nop instructions. On the right hand side the if
part in the case of an if-if code piece is seen. Only the branching instruction needed to
skip the if part is left. The former else part is evaluated by another if and therefore is not
skipped. The need to evaluate the expression twice increases the execution time, but no
branch instruction is needed. If both blocks have the same execution time the execution
time difference of the choices is eliminated.

Another measurement was performed with -O2 optimization levels to see how this coding
style is affected by optimizations. Tests revealed a jitter between 105 and 112 cycles,
depending on how many buffers were used for each message and how the buffers were
handled:

• Moving to the next buffer resulted in a 105 cycles execution time.

• Moving to the same (only) buffer again took 108 cycles.

• Setting to the first buffer again when more than 1 buffer was used resulted in an
execution time of 111-112 cycles.

This jitter is similar, albeit a bit larger, to the jitter observed before using the if-if paths.
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ldub [ %fp + -15 ], %g1 ldub [ %fp + -15 ], %g1
sll %g1, 0x18, %g1 sll %g1, 0x18, %g1
sra %g1, 0x18, %g1 sra %g1, 0x18, %g1
cmp %g1, 0 cmp %g1, 00
be 0x8e001a60 task1+120 be 0x8e001a60 task1+120 branch if false
nop nop
ldub [ %fp + -13 ], %g1 ldub [ %fp + -14 ], %g1
stb %g1, [ %fp + -15 ] stb %g1, [ %fp + -15 ]
b 0x8e001a68 task1+128 skip the else code
nop
position task1+120: position task1+120:
start of else part start of next if
position task1+128:
first instruction after else part

Table 7.3: if code part of if then-else vs. an if-if code piece

7.6.3 Results of the get_buffer_ptr() Function

This get_buffer_ptr(int msgID) function was measured with msgID 2,3 and 4. Each ex-
ecution took exactly 61 cycles and was independent of the message ID and the round it
was executed in.

7.6.4 Results of the get_msg() Function

This function get_msg(int msgID) was executed 6 times per execution round (msgID 0 to
5). Each execution took exactly 71 cycles and was independent of the message ID and the
round it was executed in.

7.6.5 Results of the ipc_send_msg() Task

Since ipc_send_msg is a task and not a function, that could be measured from the point
it is called to the instruction after it returned, the execution was measured from entering
the infinite loop to the execution of the task_finish() call and to the time the idle task is
started again. This measurement included the time used by the context switch to the idle
task.

74



7.7. I/O Message Base Accesses

This measurement unfortunately experienced a 5 cycle jitter. This occurs because a prior
execution could have been interrupted before any of 4 instruction, but the execution is
always interrupted before the execution of the i + + instruction. This unfortunately in-
troduces a 5 cycle measurement uncertainty. The assembler code of the loop is shown in
Table 7.4.

The execution until the break point in the infinite loop took between 765 and 770 cycles.
Measuring the execution time from before first instruction of the task until the instruction
before the call to task_finish() showed an execution time of exactly 61.

Because the measurements of the task_finish() call showed the same 5 cycles jitter it
is concluded that the jitter originates from the measurement uncertainty and not from a
difference of the ipc_send_msg to the other tasks.

Instruction Duration in cycles
idletask+4 ld [ %fp + -4 ], %g1 2 cycles
< breakpoint >idletask+8 inc %g1 1 cycle
idletask+12 st %g1, [ %fp + -4 ] 3 cycles
idletask+16 b 0x8e0023b8 <idletask+4> 1 cycle
idletask+20 nop 1 cycle

Table 7.4: Assembler code of the infinite loop

7.7 I/O Message Base Accesses

The functions measured and their parameters were:

• write_io_message(int IOMsgID, void *sourcePtr, int data_size_in_bytes)

• read_io_message(int IOMsgID, void *sinkPtr, int *dataSizePtr)

The access to the I/O message base was measured for two IDs which store messages of
different sizes (constant char arrays allocated on the stack). These functions use bounded
loops and do not take the structure, nor content, of the messages into account. This way
the execution time should not vary with the size of the message. Each function was
observed over four execution rounds. This is sufficiently long because the system state
relevant to these functions does not change between execution rounds.
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Each execution of write_io_message() took exactly 1761 cycles. Exactly the same was
the case for the read_io_message() function. Although this looks like a remarkable
coincidence it is actually a result of the completely symmetric nature of these 2 func-
tions. The execution time of these functions depends on the MAX_IO_MSG_SIZE con-
stant defined in the config.h header. Changing this results in a different execution time
because of a bounded loop used for copying content. Again, as with the store_msg()
function, the different handling of pointers and char arrays could be observed in a dif-
ferent experiment. When a pointer was used execution time decreased to 1760 cycles.
Measurements using different MAX_IO_MSG_SIZE values revealed that the execution
time depending on this constant can, for both functions, be calculated with the formula
97 +MAX_IO_MSG_SIZE ∗ 26.

7.8 Summary

The measurements have evaluated the temporal properties of the operating system func-
tions. Every function was tested using multiple test data to explore the impact of function
parameters and system state on the execution times. These results show that the execution
time of most functions is indeed constant and that the functions do not depend on run-
time properties. All functions that depend on constants have been measured with varying
values to determine a formula that can be used to calculate the execution time depending
on that constant beforehand.

Insights into cases, where special attention for writing C code with good temporal char-
acteristics is required, have been gained, as with the if-else paths and the pointer derefer-
ences optimization.

Unfortunately some parts of the system could not be measured with 1-cycle accuracy,
but the results of these parts were always within the accuracy of measurements. It is
therefore concluded that the goal of providing functions with constant execution times
has been reached. Knowing the invocation times of the tasks due to the time-triggered
scheduler and providing operating system functions that always have, a-priori known,
constant execution times makes it easy to argue about the temporal characteristics of a
system using this real-time operating system.

The measurement results for all analysed functions and the different configurations that
were used are summarized in Table 7.5.
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Measurement Results
Function Configuration Cycles

context switch
IPC_SCHEDULE 1029
!IPC_SCHEDULE 990
-“- & dummy code 1029
-“- & O2 770− 773

task_finish TTSCHEDULER 768− 773
COOPERATIVE 781

ipc_send_msg 61
get_msg 71
get_buffer_ptr 61
store_msg 97 +MAX_MSG_SIZE ∗ 31
send_msg 267

O2 105− 112
write_io_message 97 +MAX_IO_MSG_SIZE ∗ 26
read_io_message 97 +MAX_IO_MSG_SIZE ∗ 26

Table 7.5: Summary of measurement results
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CHAPTER 8
Conclusion

This thesis has demonstrated the development of a RTOS whose temporal characteristics
are fully known before run-time. The time-triggered approaches for the scheduler, I/O as
well as using a shared memory IPC-approach combined with the circular buffer guaran-
tee tight temporal control over all aspects of the operating system. Also no conditional
statement in the operating system code depends on run-time properties and all operating
system functions have constant execution times.

The low number of branches allowed the application of white-box testing based measure-
ment to determine the WCET of the operating system functions.

The measurements of all operating system functions during the real-time phase demon-
strated that the execution times of all functions are within the error of measurement.
This demonstrates that the goal of writing a time-predictable operating system has been
reached. This was achieved by avoiding algorithms and programming styles known to be
detrimental to worst case behaviour and instead using WCET-oriented programming pat-
terns, as well as borrowing some ideas from the single path approach like to sequentialize
execution of branching code.

Interesting insights into traps and pitfalls for writing time-predictable applications, like
the if-if paths and the pointer optimization, have been gained. The operating system
is easily modifiable and provides different configurations that can be useful in different
deployment scenarios. Also the WCET analysis of application code does not need to
analyse the operating system code because of their complete temporal characterization by
the constants and formulas determined by the measurements.
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8.1 Future Work

Porting the operating system to a CPU architecture that provides predicated instructions to
test the portability of the operating system would be an interesting experience. Also using
the same operating system code on different platforms provides an excellent opportunity
for comparing the different effort required to develop applications with constant execution
times.

An interesting extension would be to encapsulate the whole task state in its TCB. This
would make it easier to track the system state and allow synchronization between nodes
and/or recovery mechanisms easy by exchanging the TCB content.

It could be beneficial to be able to execute non real-time tasks whenever no real-time task
is required to run. This could be done by invoking a non real-time scheduler whenever a
real-time task reaches the end of its execution. The non real-time tasks could use the time
available until the next real-time task is executed to increase the CPU utilization.

As a result of the combination of the constant execution times and the extensible LEON3
CPU core, testing the impact of CPU features on the execution time can be done easily
and would constitute an instructive experiment.
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APPENDIX A
Error Codes

The following table shows the meanings of the error codes categorized by which module
generates them.

Error Code Meaning
Scheduler

1 the wait_sync_msg task returned
2 taskID negative
6 pointer to the tasks function is NULL
24 timer value is negative
28 sync msg not received
43 current TCB Pointer is NULL in ISR

Task
3 taskID < 0

4 type of the task < 0

5 stackSize <= 0

6 pointer to the tasks function is NULL
7 pointer to the tasks init function is NULL
8 allocate_TCB returned a NULL pointer
9 allocate_stack returned a NULL pointer
10 parse schedule returned 0, taskID not found in scheduling array
11 TCBPtr is NULL

IPC
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12 msgID negative or larger than MAX_MSG
13 number of buffers negative
14 malloc returned a NULL pointer
15 Buffer not large enough to store msg
16 tmpBufferPtr is still NULL
40 trying to set the next IPC msgID to < 0 or larger than MAX_MSG
41 msgID is bigger than MAX_MSG in get_buffer_ptr
42 msgID is negative in get_buffer_ptr

Temporal Firewall
17 IOMsgID bigger or equal the max number of msges or negative
18 trying to read a msg with zero or negative size
25 trying to write a msg with zero or negative size
36 size in the IOMsgbase is now negative although dataSize should be ok
37 iosize value in the msg base is negative or 0

TTIO
19 trying to set the next msgID to < 0 or larger than MAX_IO_MSG
26 next_msg_to_process invalid value
35 size of the msg we want to read is 0 or negativ
39 trying to write a msg which is larger than MAX_IO_SIZE

Memory
23 Not enough memory available, exiting now

Miscellaneous
27 MAIN returns

7−Segment Display
29 can not display such a hex value on a single 7segment, value bigger than 0xF
30 this 7seg display does not exist

UART
31 UART Overflow flag set
33 UART Parity error flag set
34 UART Frame error flag set
38 There seems to be data in the FIFO although we are initializing

GPIO
32 irq 1 is reserved for the gpio0 callback -pin gpio1 can not have an IRQ

Leds
21 that many leds do not exist
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22 led does not exist
Button

20 button does not exist
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APPENDIX B
Measurement Application Code

s t a t i c por t INT t a s k 1 _ i n i t _ f u n c t i o n ( tskTCB∗ TCBPtr ) {
TCBPtr−>msgBuf fe rAr ray [ 0 ] = m s g _ c r e a t e ( 0 , 2 ,
( u n s i g n e d por t INT ) (64∗ s i z e o f ( por t INT ) ) ) ;
TCBPtr−>msgBuf fe rAr ray [ 1 ] = m s g _ c r e a t e ( 1 , 4 ,
( u n s i g n e d por t INT ) (64∗ s i z e o f ( por t INT ) ) ) ;
TCBPtr−>msgBuf fe rAr ray [ 2 ] = m s g _ c r e a t e ( 2 , 3 ,
( u n s i g n e d por t INT ) (64∗ s i z e o f ( por t INT ) ) ) ;
TCBPtr−>msgBuf fe rAr ray [ 3 ] = m s g _ c r e a t e ( 3 , 1 ,
( u n s i g n e d por t INT ) (64∗ s i z e o f ( por t INT ) ) ) ;
TCBPtr−>msgBuf fe rAr ray [ 4 ] = m s g _ c r e a t e ( 4 , 5 ,
( u n s i g n e d por t INT ) (64∗ s i z e o f ( por t INT ) ) ) ;
TCBPtr−>msgBuf fe rAr ray [ 5 ] = m s g _ c r e a t e ( 5 , 1 ,
( u n s i g n e d por t INT ) (64∗ s i z e o f ( por t INT ) ) ) ;
r e t u r n 1 ;

}

s t a t i c por t INT t a s k 2 _ i n i t _ f u n c t i o n ( / ∗@unused@ ∗ / tskTCB∗ TCBPtr ) {
r e t u r n 1 ;

}

s t a t i c por t INT t a s k 3 _ i n i t _ f u n c t i o n ( / ∗@unused@ ∗ / tskTCB∗ TCBPtr ) {
r e t u r n 1 ;
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}

s t a t i c vo id t a s k 1 ( vo id ) {

i n t i ;
c h a r t o g g l e =1;
portCHAR msg0 [ ] = " msgID1 \ \ 0 " ;
portCHAR msg1 [ ] = " m s g I D 1 l o n g s t r i n g \ \ 0 " ;
portCHAR ∗msg2 ;
portCHAR ∗msg3 ;
T e s t ∗msg4 ;

w h i l e (TRUE) {
t a s k _ f i n i s h ( ) ;
s t o r e _ m s g ( 0 , msg0 , 7 ) ;
send_msg ( 0 ) ;
s t o r e _ m s g ( 1 , msg1 , 1 7 ) ;
send_msg ( 1 ) ;
msg2 = g e t _ b u f f e r _ p t r ( 2 ) ;

f o r ( i =0 ; i < 6 ; i ++) {
∗ ( msg2+ i ) = msg0 [ i ] ;

}

send_msg ( 2 ) ;
msg3 = g e t _ b u f f e r _ p t r ( 3 ) ;

f o r ( i =0 ; i < 1 7 ; i ++) {
∗ ( msg3+ i ) = msg1 [ i ] ;

}

send_msg ( 3 ) ;
msg4 = ( T e s t ∗ ) g e t _ b u f f e r _ p t r ( 4 ) ;

f o r ( i =0 ; i < 6 ; i ++) {
msg4−> t e s t s t r [ i ] = msg1 [ i ] ;
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}

msg4−>v a l u e 1 = 1 0 ;
msg4−>v a l u e 2 = 2 0 ;
send_msg ( 4 ) ;
s t o r e _ m s g ( 5 , msg4 , 1 7 ) ;
send_msg ( 5 ) ;

}
r e t u r n ;

}

s t a t i c vo id t a s k 2 ( vo id ) {

portCHAR ∗msg1 ;
portCHAR ∗msg2 ;
portCHAR ∗msg3 ;
T e s t ∗msg4 ;
T e s t ∗msg5 ;
i n t s i z e 1 , s i z e 2 , s i z e 3 , s i z e 4 , s i z e 5 ;
portCHAR iomsg0 [ ] = " IOmsgID1 \ 0 " ;
portCHAR iomsg1 [ ] = " I O m s g I D 1 l o n g s t r i n g \ 0 " ;

w h i l e ( 1 ) {
t a s k _ f i n i s h ( ) ;
msg1 = ( c h a r ∗ ) get_msg (0 ,& s i z e 1 ) ;
msg2 = ( c h a r ∗ ) get_msg (1 ,& s i z e 2 ) ;
msg3 = ( c h a r ∗ ) get_msg (2 ,& s i z e 3 ) ;
msg4 = ( T e s t ∗ ) get_msg (4 ,& s i z e 4 ) ;
msg5 = ( T e s t ∗ ) get_msg (5 ,& s i z e 5 ) ;
w r i t e _ i o _ m e s s a g e ( 1 , iomsg0 , 9 ) ;
w r i t e _ i o _ m e s s a g e ( 2 , iomsg1 , 1 9 ) ;

}
r e t u r n ;

}

s t a t i c vo id t a s k 3 ( vo id ) {
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por t INT i o s i z e 1 , i o s i z e 2 ;
portCHAR i o s i n k 1 [MAX_IO_MSG_SIZE ] ;
portCHAR i o s i n k 2 [MAX_IO_MSG_SIZE ] ;

w h i l e (TRUE) {
t a s k _ f i n i s h ( ) ;
r e a d _ i o _ m e s s a g e ( 1 , i o s i n k 1 , &i o s i z e 1 ) ;
r e a d _ i o _ m e s s a g e ( 2 , i o s i n k 2 , &i o s i z e 2 ) ;

}
r e t u r n ;

}
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