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Kurzfassung

Softwaremetriken waren in den letzten Jahrzehnten durchgehend ein Thema zur Unterstützung in
der Abwicklung von Softwareprojekten. Viele verschiedene und teils widersprüchliche Ergebnisse
liegen vor. Einige Studien kommen zu dem Ergebnis, dass aus statischer Softwareanalyse auf
die Qualität eines Softwareproduktes geschlossen werden kann. Andere hingegen behaupten das
genaue Gegenteil. Diese Arbeit konzentriert sich vor allem auf den Aspekt der Wartung im Bereich
von sicherheitskritischen Systemen. Es ist belegt, dass bis zu 80 Prozent der Gesamtkosten eines
Projektes auf Wartung zurückzuführen sind. Unterschiede zwischen verschiedenen Paradigmen
und Programmiersprachen wurden untersucht und Metriken auf die praktische Anwendbarkeit
geprüft. Dafür wurden Daten von erfahrenen Programmierern im Umfeld von sicherheitskritis-
chen Systemen gesammelt und auf Korrelation mit den Daten von statischen Softwareanalysetools
untersucht, wobei Wartbarkeitsmodelle auf der Basis des ISO 9126 Standards definiert wurden.
Außerdem erfolgte eine Implementierung eines Prototypensystems, das es ermöglicht, Metriken
aus mehreren Tools zu benzutzerdefinierten Warbarkeitsmodellen zu kombinieren. In den Ergeb-
nissen werden zwei Wartbarkeitsmodelle präsentiert, wobei eine Trennung von prozeduralen und
objektorientierten Sprachen eingeführt wird. Außerdem zeigen die Experimente, dass der Wart-
barkeitsbegriff zwar teils unterschiedlich interpretiert wird, es sich aber doch ein Konsensus zwis-
chen den Entwicklern bilden lässt. Zusammen mit dem entwickelten Prototypensystem, durch
das die Messung und Aggregation der benötigten Metriken erleichtert wird, zeigt diese Erkenntnis
die Sinnhaftigkeit des Einsatzes von Metriken in der Softwareentwicklung.

Abstract

With the aim of supporting the software development life cycle, software metrics have been sub-
ject of research for many years. Different and contradictory results were obtained concerning the
correlation between the measured properties and the quality of a software product. As maintain-
ability is an important criterion and contributes up to 80 percent to the software development
cost, this work focuses on this property in the field of safety-critical systems. Essential differences
between paradigms and languages were considered and metrics were examined to be useful or
not in this area. The work was validated by collecting data from experienced programmers and
correlating them with the data from the static measurement process performed by a tool. Models
based on the ISO 9126 standard were constructed for this purpose. Furthermore, a prototype
system was implemented which allows combining metrics from different tools to user defined
maintainability models. The experiments and results show that the individual developers share
a slightly different notion of maintainability. Furthermore, the results show that it is possible
and necessary to establish consensus about the maintainability notion. Together with the im-
plemented prototype system which supports the measurement and aggregation of the necessary
metrics, this finding demonstrates the usefulness of applying metrics in software development.
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1 Introduction

Software development plays a central role in the delivery and application of information technol-
ogy. Therefore, managers try to improve the process in the software development area. Several
approaches are possible, Object Orientation (OO) is one of the most prominent examples. With
the focus on process improvement also software metrics gained increasing interest and are subject
of research for many years. Any software metric is an attempt to measure or predict attributes of
a software product. In this work, the focus is on the attributes of the source code. More formally,
a software metric can be defined as a mathematical function mapping the entities of a software
system to numeric metric values [LLL08].

Considering the different phases of software development, software measurement can take place
in all of them. The earlier measurement is applied, the more useful it is. The problem is that in
the earlier phases, measurement is difficult and most measures are defined for the coding phase.
In this work, the focus is on the source code metrics, addressing the implementation phase.
Even so, measurement can also be successfully applied in the phases requirements and analysis,
specification and design.

Contradictory results were obtained by different studies. While some authors claim that there is a
correlation between the internal measured software metrics and external quality attributes, others
state the opposite. It is undoubted that to confirm the results of the studies, more data from the
industrial field have to be collected. This is one ambition of this thesis. Another interesting point
is the difference between different paradigms. In the procedural approach, the focus has to be set
on different properties than in the OO one. More specifically, differences between programming
languages should be considered. In this work, the experiments are implemented in a safety-critical
context with data obtained from the company Frequentis [4].

As maintainability is an important criterion and maintenance contributes up to 80 percent to
the software development cost, it would be helpful to point out which metrics are especially
useful to determine the maintainability of a software product. The fact that software is subject
to continuing change was realized already in the 1970’s, when Lehman formulated the laws of
program evolution [Leh80]:

1. Continuing Change
A program that is used and that as an implementation of its specification reflects some
other reality, undergoes continual change or becomes progressively less useful. The change
or decay process continues until it is judged more cost effective to replace the system with
a recreated version.

1



Introduction

2. Increasing Complexity
As an evolving program is continually changed, its complexity, reflecting deteriorating struc-
ture, increases unless work is done to maintain or reduce it.

3. The Fundamental Law of Program Evolution
Program evolution is subject to a dynamics which makes the programming process, and
hence measures of global project and system attributes, self-regulating with statistically
determinable trends and invariance.

4. Conservation of Organizational Stability (Invariant Work Rate)
During the active life of a program the global activity rate in a programming project is
statistically invariant.

5. Conservation of Familiarity (Perceived Complexity)
During the active life of a program the release content (changes, additions, deletions) of the
successive releases of an evolving program is statistically invariant.

The first law originally expressed that large programs are never completed. The message of the
second law should be intuitively clear. The third law describes the observed fact that the number
of decisions driving the process evolution (feedback paths, human interaction,. . . ) all combine to
yield a statistically regular behavior. Laws number four and five describe the management of well-
established organizations. They try to avoid dramatic change. The number of people involved
and the time delays in implementing decisions all work together to prevent drastic change [Leh80].

The first two laws confirm that actions have to be taken to assure and measure maintainability.
To construct a model fulfilling this purpose is not a trivial task. What is missing are reasonable
values for the weights of the metrics in use. To solve this problem, an experiment where subjective
opinions of expert developers are correlated with a maintainability model containing proposed
software metrics is performed in this thesis.

1.1 Notions of Quality and Maintainability

Many different definitions can be found to define the quality of software. The International
Standards Organization (ISO) gives the following one [11]:

“The totality of features and characteristics of a product or service that bear on its
ability to satisfy specified or implied needs.”

From the IEEE a different one is given [IEE90]:

“The degree to which a system, component, or process meets specified requirements
and customer or user needs or expectations.”

The problem when evaluating the quality of software is that different developers and managers
share different notions about quality. The ISO 9126 standard is an attempt to address this
problem. As depicted in Figure 1.1, the standards gives six main characteristics.

2
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Figure 1.1: ISO 9126 Quality Model

These are further divided into sub characteristics. Note that inside the sub characteristics the
compliance property is not stated here. Compliance refers to certain industry (or government)
laws and guidelines. This topic is not covered by this thesis.

The focus in this work is on the maintainability characteristic, which consists of the following
listed properties and is highlighted in Figure 1.2.

• Analyzability describes how easy or difficult it is to diagnose the system for deficiencies or
to identify the parts that have to be modified.

• Changeability describes how easy it is to adapt a system.

• Stability describes the possibility to keep the system in a consistent state during modifica-
tion.

• Testability describes how easy the system can be tested after and during the modification.

The idea is to measure each one of the sub-characteristics with metrics obtained from the source
code. The standard is not undisputed [AKCK05]. Especially the absence of exact advices which
metrics should be used with which weights is a weakness that has to be solved. As will be shown
in this work, this is not a trivial task and different attempts can be found to attack this problem.

To distinguish between Maintenance and Maintainability and to avoid confusion, the IEEE stan-
dard definitions are listed here [IEE93].

“Maintenance is the process of modifying a software system or component after de-
livery to correct faults, improve performance or other attributes, or adapt to changed
environment.”

“Maintainability is the ease with which a software system or component can be modi-
fied to correct faults, improve performance or other attributes, or adapt to a changed
environment.”

3
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Figure 1.2: ISO 9126 Maintainability Hierarchy

1.2 The Importance of Measuring Maintainability

Estimations show that up to 80% of the overall software development costs are related to main-
tainability activities [PO95, NAS04]. To improve the maintenance process, it is necessary to be
able to measure software maintainability. Many metrics exist for this task. The problem is that
most of them are hard to apply in practice. Therefore, even if the importance of maintainability
is identified, it is a challenging task to find and establish a measurement tool that supports the
software development group. Furthermore, improving maintainability means effort and cost. This
simple fact also prevents companies from investing in actions to improve the maintainability of
their software.

As the benefits of maintainability improvement actions have no immediate effect, it is hard
to convince developers of their importance. The proper recognition of the cost benefits is a
precondition to establish metrics for measuring maintainability. The author of [Mun81] already
discovered the problem in 1981:

“In this age of automation, we seem to be waiting for maintainability to be auto-
matically produced from our automated systems. It will in fact come about only as a
result of the proper recognition of the cost benefits and the successful implementation
of these first elementary efforts to achieve it.”

The cost benefit is not subject of this thesis, many literature about this topic exists. But what
is shown is that maintainability can be measured in an understandable, inexpensive way.

After these introductory aspects and before studying related work, a short overview about the
organization is given. After the introduction in Chapter 1, related work and some contradictions
are considered in Chapter 2. Chapter 3 gives an overview about the most important software
metrics for the procedural and the object oriented (OO) paradigm. Also the question how to
measure maintainability is examined in detail. Chapter 4 considers different aspects concerning

4
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the selection of a software metrics tool and examines if there are significant tool dependent differ-
ences in the measurement results. Furthermore, the implemented prototype system is introduced.
The experiments are described in Chapter 5. Together with the presentation of the results in
Chapter 6 this is probably the most valuable work as the collected data were obtained from the
industrial field in a safety-critical environment. The work is summarized in Chapter 7, where
ideas for future work are given as well.

5



2 Related Work

After the introduction in the preceding chapter, some relevant findings related to the topic of this
thesis are considered. There is a vast amount of literature available. The results are contradictory
and need to be examined carefully.

2.1 Motivating Results

A study with respect to software metric tools can be found in [LLL08]. Two important questions
are answered:

1. Given the same metric and the same input, will different tools calculate different metric
values?

2. If the metric values are tool dependent, do they lead to different conclusions or are they
irrelevant inaccuracies?

The result shows that different tools differ in their results for the same measured metric, meaning
that depending on the used tool, different (possibly wrong) conclusions will occur. This result is
important as it shows that the tool selection process is not trivial and automatically produced
metric values need to be considered critically.

Another important aspect in [LLL08] is the proposal of a maintainability model based on the ISO
9126 standard. The model makes it possible to create a ranking of several software classes with
respect to maintainability. This approach will be found in this work as well.

In [Kie06] an experiment with two safety critical and two standard applications was performed.
The tool in use was CTM++ which can be used for C/C++. The authors conclude that there
are significant differences in the metrics between safety critical and standard applications and
therefore the proposed metrics can be used to evaluate the quality of software during the devel-
opment life cycle. Considering this work, some questions arise. In the comparison of the metrics
a maintainability index appears, which is almost equal for the safety critical and the standard
applications (see Figure 2.1). But there is no explanation how this value is calculated or derived,
although this is important to interpret the value. It can just be assumed that this value repre-
sents the Maintainability Index (MI) that will be examined in Section 3.4.1.1. Furthermore, the
definitions of mental effort and program difficulty level are complex. This can lead to problems

6



Related Work

as will be described in Section 3.4.1.2. Another weakness might be the statistical significance, as
only two applications of the different fields were considered.

Figure 2.1: Results obtained by [Kie06], Kiviat graph reproduced by given data

Chahal and Singh [CS09] propose metrics to study symptoms of bad software design. Basically
they use the metric suite introduced by Chidamber and Kemerer in 1994 [CK94] and give corre-
lation coefficients for the different metrics. The idea is that once these coefficients are calculated
for a high quality OO design, these reference values can be used to find design mistakes in other
investigated projects.

The state of metrics in software industry is examined in [OH08]. Practices in the organizations HP,
Motorola, NASA and Boeing are considered. The conclusion from the authors is that software
measurement is lacking behind, although the importance of metrics is known since the early
1970’s. The discussed experiences indicate that

1. Software metrics can be used at each phase in the development life cycle.

2. Metrics can be used to find problems that can be potential sources for errors in the system.
Discovering them helps to decrease development cost.

3. Applying software metrics need not to be a time consuming effort.

Especially interesting in this work are the practices from NASA. A tool was developed by the
NASA Software Assurance Technology Center which helps to determine error-prone modules us-
ing measures for complexity, size and modularity of source code. They found that large modules
with the highest complexity tend to have the lowest reliability. Moreover, considering the main-
tainability, these modules are difficult to change or modify. They also declare that the metrics
in use for quality analysis lack industry guidelines. NASA developed a metrics data program,
named IV&V. This programs assists in gathering, verifying, sorting out, storing and distributing
software metrics data. Additional to that, NASA offers project non-specific data available in its
repository [2]. The association between the error data and metrics data in this database gives
the software community the possibility to investigate the relationship of metrics and the quality
of a software product. Note that the repository data is available at no cost. The only drawback
of this repository is that the source code is not available. This would have been of special interest
in the experiments part.

7
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The authors of [SSM06] suggest a model for code quality management based on ISO 9126. Many
interesting ideas are proposed. The basic idea is the introduction of Quality Benchmark Levels
(QBL). The higher the level, the more indicators are considered. Moreover, a cost-benefit analysis
is incorporated and the idea of applying thresholds (the higher the QBL, the stricter the threshold)
is given. The reference values for these thresholds come from a repository with more than 120
industrial projects which were analyzed. The aim of the QBL is to capture the overall quality
notion. This is not a trivial task, as many contrary aspects have to be considered. Therefore
different benchmark levels seem to offer a possibility to overcome this problem. Note that in this
thesis, the focus is on maintainability and not on capturing the overall quality notion. Figure 2.2
depicts the model, which can support in the following situations:

• Quality assurance in outsourced projects

• Acquisitions where source code has to be evaluated

• Product comparison

Especially outsourced projects are risky to fail. Estimations show that up to 50% of all outsourcing
projects are not completed successfully. The reason in most cases is the absence of proper quality
in the source code delivered. Therefore, the effort to maintain the product in-house afterwards is
higher than the estimated one. The QBL model offers a tool to prevent this scenario.

Figure 2.2: Quality Benchmark Levels proposed in [SSM06]

A necessary scientific basis for software measurement is provided by [Fen94]. The most valuable
work is the proof of the theorem, that the perceived subjective complexity of a program can
not be expressed with a single real number. This question was subject of research for many
years. Furthermore, typical pitfalls are examined that can lead to invalid results and conclusions.
Fenton’s work can help to avoid common mistakes. Many experiments can be found where the
expertise of [Fen94] is simply ignored.

8
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2.2 Contradictory Results

In [MR07] the correlation between internal software metrics and dependability metrics was ex-
amined. Therefore a collection of C/C++ programs was used, extracted from the programming
competition Online Judge (see [6]). The conclusion of the experiment is that there is no cor-
relation between the examined internal metrics and the introduced dependability metrics. This
is a surprising conclusion as software metrics were used to support the overall development life
cycle of software products over the last decades. Therefore it should be explained why the results
obtained in [MR07] are ambiguous.

As a first reason it should be mentioned that the languages C and C++ should be investigated
separately. In the object oriented (OO) paradigm (C++) different considerations have to be
made than in the procedural one (C). Although the statement mixing programming languages in
this research might invalidate the results, or at least complicate their interpretation is given by
the authors, the research is done for C and C++ programs together.

A second weakness in the investigation is that the used programs were produced mainly by non-
professional programmers. Therefore, it cannot be inferred that these results are also valid in the
industrial field.

As a last point of criticism, the evaluation of the number of defects in a program should be
mentioned. The method is defined in a way, that the first correct (as defined by the authors)
submission of an author has no defects and for every prior submission of the same author the
number of defects is increased by one. This definition misses scientific background.

A different investigation in safety related context for C# was performed in [Ger07]. The opinion
of expert developers was correlated with metrics collected by an analysis tool. The danger of
this approach is that opinions are subjective. The obtained results are that there is significant
correlation between

• Readability and Comment Density

• Code Clarity and Quality Notices 1

• Code Clarity and Return Points

whereas no significant correlation could be found for

• Internal Quality and Cyclomatic Complexity

• Internal Quality and Method Size

• Internal Quality and File Size

The most surprising fact here is that there is no correlation between internal quality and the
Cyclomatic Complexity (CC). Usually the CC is considered to be one of the most influencing
factors on maintainability. Therefore it would be interesting to confirm this result for other
programming languages and for a larger population of programs. The cause for the absence of
correlation between internal quality and file size can be explained by the use of modern develop-
ment environments. Modern tools allow to open or close complete methods in one file, yielding
to a better overview even in large files.

1Quality Notices are violations against established programming rules

9
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2.3 Problem Statement

The aim of this thesis is to develop an applicable model to capture the property maintainability of
a software system. Key challenges are to choose convenient metrics and to weigh them. The model
will be specified for different paradigms and in the field of safety critical systems. Furthermore,
experiments are needed to prove the benefit when introducing metrics in the software development
life cycle. Also, a prototype has to be implemented which allows the definition of a user specific
maintainability model. The metrics to evaluate the model are delivered by several standard tools
and are processed by parsers to fill a database.

10



3 Software Metrics

Before applying measurement, it is necessary to identify an entity and a specific attribute of it. A
lack of clear definitions can lead to misinterpretation and different meaning for different people.
Therefore in this chapter the metrics used later on are defined.

Basically the entities that can be considered in software measurement are the process, the product
and the resource. A process is any activity related to software development, a product any artifact
produced and resources can be hardware, people or software itself that is needed for the processes.

If the attributes of an entity are considered, it can be distinguished between the internal and the
external ones. An internal attribute can be measured only based on the entity and is referred
to as direct measure. An external attribute can be measured by incorporating the relation to
the environment and is therefore referred to as indirect measure. As an example for an external
attribute think of the reliability of a program, which not only depends on the program itself.
Also the compiler, the hardware, in a nutshell, the overall system is influencing this attribute.
Whereas size is an internal attribute that can be applied to any software document.

In the next part of the work a necessary scientific basis for software measurement given by [Fen94]
is considered. Although this work helps to prevent common pitfalls, measurement theory is often
neglected in software industry when applying metrics. A survey and discussion of software metrics
incorporating software measurement theory can be found in [Rig96].

3.1 Theory of Measurement

The science of measurement is relevant to software metrics. To evaluate proposed metrics, fun-
damental notions and theories are of importance. In software industry, the general notions of
measurement theory are generally not well understood. This can lead to wrong conclusions when
experiments are carried out, which do not follow the concepts of measurement theory.

3.1.1 Fundamentals

As a first step the term measurement itself needs to be defined [Fen94].

11
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“Measurement is defined as the process by which numbers or symbols are assigned
to attributes of entities in the real world in such a way as to describe them according
to clearly defined rules.”

The terms attribute and entity were already introduced. An important question in this definition
is what is meant by the numerical assignment describing the attribute. This is where Representa-
tional Theory comes into play that will be examined below, making this statement more precise.
“Informally , the assignment must preserve any intuitive and empirical observations about the at-
tributes and entities” [Fen94]. If the height of humans is considered, bigger numbers are assigned
to taller people. The height of human is well understood. But even so, there may be different
intuitive meanings. Whereas some people would say that hair height should be included, others
would not agree with that. Therefore a model needs to be defined, reflecting a specific viewpoint.
The definition of models is especially of importance in the software community. As will be seen,
even for the simplest code metric Lines of Code (LOC), this can be a problem. In this particular
case there is no consensus if comment lines should be counted or not for example.

3.1.2 Representational Theory

The questions that should be answered by measurement theory are the following ones [Fen94]:

• What is and what is not measurement?

• Which types of attributes can and can not be measured?

• Which type of scale can be used?

• How to define the measurement scale?

• How do we know if we have really measured an attribute?

To answer these questions, further terms are introduced. The first one is the Empirical Relation
System (C,R) where C is the set of entities and R is the set of empirical relations. The empirical
relations are formed by the intuitive understanding of the attribute. If the attribute height of
humans is considered again, the empirical relations could be is tall, taller than, . . .

The next term considered is the Representation Condition. A mapping M into a numerical
system is needed to measure the attribute that is characterized by (C,R). The numerical relation
system is denoted with (N,P ). Entities in C are mapped to numbers in N and relations in
R are mapped to numerical relations in P . The most important fact here is that the mapping
has to performed in such a way, that all empirical relations are preserved. This is called the
Representation Condition, the mapping M itself is called the representation. Note that the
representation condition is two way. Formally, if M maps the binary relation ≺ to the numerical
relation <, then x ≺ y ⇔M(x) < M(y).

Identifying the empirical relations in advance is an important step in software metrics work. This
avoids the definition of poorly understood numerical assignments. A classical example is the
definition of the complexity of a program with the cyclomatic complexity of McCabe. In the next
subsection it is highlighted that it is impossible to define a single number for the complexity of a
program.
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Other important aspects to consider are the scale type and the meaningfulness. In general there
may exist many ways of assigning numbers satisfying the representation condition. This can be
seen by the wealth of software metric definitions and it seems that the creativity in creating new
ones is unlimited. Considering the height of people and two persons denoted with A and B, if
person A is taller than person B, then M(A) > M(B). This is independent from the unit used
for the measure M , which could be feet, inches or centimeters. It can be seen that there are many
different measurement representations for the normal empirical relation system for the attribute
of height of people. For this special case it can be stated that any two representations M and
M ′ can be related to each other in a specific way. By introducing a constant c > 0 one can state
M = cM ′. This transformation is called an admissible transformation. If the scale type for an
attribute has to be defined, it is the class of admissible transformations that has to be examined.
For the height of people, every admissible transformation is a scalar multiplication. This special
scale type is called ratio and describes a very rich empirical relation system.

A common pitfall is to assume a ratio type a priori. For many software attributes there is no
exact or a very crude definition of the empirical relation system. Considering a classification of
software failures depending on their criticality, different classes of failures and a binary relation is
more critical than could be introduced. If any two representations are related by a monotonically
increasing transformation like in this example, the class of admissible transformations forms an
ordinal scale type. This type is the one of interest in this thesis. Later on, statements like function
A is more maintainable than function B referring to software functions should be possible. The
best known scale types according to [Fen94] in order of sophistication illustrated in Figure 3.1
are:

• Nominal

• Ordinal

• Interval

• Ratio

• Absolute

Defining meaningfulness may sound extraordinary. Formally, in measurement a statement is
meaningful if under any admissible transformation its truth or falsity remains. Referring to the
human height example, it can meaningful to say a person is twice as tall as another person.
It does not matter if the height is measured in centimeters or in inches. This is not valid for
the classification of software failures depending on their criticality. The statement Failure A is
twice as critical as Failure B is not meaningful if an underlying ordinal scale is assumed. This is
because one could define a measure M with M(A) = 2 and M(B) = 1 and another measure M ′

with M ′(A) = 10 and M ′(B) = 7. Under M the given statement would be true whereas under
M ′ the statement is false.

The definition of meaningfulness is also useful to find out which kind of operations can be used
on a measure. Let’s consider as an example the mean of a data set. If the data set was measured
on a ratio scale the operation makes sense. But if the data set was measured on an ordinal scale
the median is the correct operation. A common pitfall is to use the average instead of the median
for data which is only ordinal.
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Figure 3.1: Scale Types and Sophistication

As a last point of measurement theory it should be mentioned that the formal mathematical
background is the basis to find theorems which assert conditions under which a certain scale is
applicable for a certain relation system. To give an example, Cantor’s Theorem states conditions
for real-valued ordinal-scale measurement assuming a countable set of entities in C and a binary
relation b on C:

The empirical relation system (C, b) has a representation in (R,<) if and only if
b is a strict weak order. The scale type is ordinal if such a representation exists. The
meaning of b being a strict weak order is:

1. Asymmetry: xRy implies that yRx is not the case.

2. Negative Transitivity: xRy implies that for every z ∈ C either xRz or zRy.

So far it was shown that measurement theory can serve as a formal basis when examining metrics
and creating new ones. To show the usefulness of this tool, an impressive fact about finding a
single number to express software complexity is shown. Proven already in 1994, this fact is still
not well known. Before, it may be useful to read Subsection 3.3.1.2 in advance, especially if the
reader is not familiar with the definition of the Cyclomatic Complexity (CC).

3.1.3 The Impossibility of a Single Number for Complexity

To express complexity in software engineering by a single real number was subject of many studies.
The author of [Fen94] showed that this is impossible.

Two hypotheses are implicit in much of the work dealing with complexity.
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1. Let C be the class of programs. Then the attribute control flow complexity is characterized
by an empirical relation system which includes a binary relation b denoted with less complex
than. More detailed, (x, y) ∈ b⇔ if there is a consensus that x is less complex than y.

2. The proposed measure M : C → R is a representation of complexity in which the relation
b is mapped to <.

The problem is with the second hypothesis. Considering Figure 3.2, three control flow graphs are
depicted with CC values two for a), three for b) and two for c). Formally M(X) = 2,M(Y ) =
3,M(Z) = 2. According to the representation condition, if M is really a measure of complexity, it
states that Z is less complex than Y . But there is no consensus about that. Asking programmers
they would agree that X is less complex than Y , but not on the fact that Z is less complex than Y .
The perceived complexity of software is different for each individual developer. It is a subjective
measure and depends on many different aspects. To find consensus about the meaning of software
complexity is already a challenge as many different definitions can be found. Therefore, if talking
about complexity inside a software development team, it is necessary to clarify what is meant by
complexity and to find consensus between the participating persons.

The detailed formal proof of the theorem can be found in [Fen94].

Figure 3.2: Complexity Relation, from [Fen94]

3.2 Weyuker Properties

A set of properties to clarify the strengths and weaknesses of complexity measures was proposed
by [Wey88]. P , Q and R denote program bodies. |P | denotes the complexity of P assuming a
hypothetical measure.

15



Software Metrics

1. (∃P )(∃Q)(|P | 6= |Q|)

2. Let c be a nonnegative integer, then there are only finitely many programs of complexity c.

3. There are distinct programs P and Q such that |P | = |Q|.

4. (∃P )(∃Q)(P ≡ Q & |P | 6= |Q|)

5. (∀P )(∀Q)(|P | ≤ |P ;Q| and |Q| ≤ |P ;Q|).

6. (a) (∃P )(∃Q)(∃R)(|P | = |Q| & |P ;R| 6= |Q;R|)
(b) (∃P )(∃Q)(∃R)(|P | = |Q| & |R;P | 6= |R;Q|)

7. There are program bodies P and Q such that Q is formed by permuting the order of
statements of P , and |P | 6= |Q|.

8. If P is a renaming of Q, then |P | = |Q|.

9. (∃P )(∃Q)(|P |+ |Q| < |P ;Q|).

The first property states that a measure by which all programs are considered as equally complex
is not a useful measure. The second property formalizes the problem of a measure which is too
coarse grained. Such a measure would divide all programs into just a few complexity classes. The
third property allows different programs with the same complexity, meaning the measure should
not be too fine and assign to every program a unique complexity. The fourth property says that
two programs computing the same function, can have different implementations with different
complexity. The fifth property states that components of a program are no more complex than
the program itself. Property six states that assuming a program body R with a fixed complexity
in isolation and a program body P with which it is concatenated, R may not interact at all with
P, while R might interact with Q in ways which affect the complexity of the resulting program
body. The seventh property says that program complexity should be responsive to the order
of statements. Property eight states that renaming should have no influence on the complexity.
Finally, property nine states that the complexity of a program formed by the concatenation of
two program bodies is greater than the sum of their individual complexities (at least in some
cases). [Wey88]

Within the representational theory of measurement, Weyuker’s axioms are contradictory [Fen94].
This can be shown by using the Weyuker properties five and six. Property five asserts that adding
code to a program cannot decrease its complexity. Assuming this, it can be concluded that size is
a key factor. It can also be concluded, that comprehensibility is not a key factor, in certain cases
a program can be understood more easily as more of it is seen. A size type complexity measure
should satisfy property five, a comprehensibility complexity measure cannot satisfy property five.
A contradiction appears. Property six asserts that two program bodies with equal complexity,
concatenated to a same third program, lead to different complexity. This property refers to
comprehensibility and not to size. Properties five and six are relevant for incompatible views of
complexity. Therefore, they cannot be satisfied by a single measure.
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3.3 Differences between Languages and Paradigms

The programming behaviors available in the object oriented paradigm are different from that of
the procedural paradigm. One example is the creation of classes in the object oriented paradigm.
Therefore one has to distinguish between these concepts when analyzing code and inferring values
for certain metrics. In the following sections, different concepts are studied and metrics to capture
these concepts are given.

3.3.1 The Procedural Paradigm

Although the metrics presented in this section can also be applied to the OO paradigm, their
origin is in times of the procedural one. Therefore, in this work the paradigms are distinguished.
In literature experiments can be found where source code from different program languages are
mixed. I don’t agree with that, as the origins of the following metrics go back to times where the
OO paradigm was not present.

3.3.1.1 Lines of Code (LOC)

A widely used and one of the simplest software metric is the number of lines of code (LOC1). It
is simple and easy to apply. But using this metric, several disadvantages should be kept in mind.
First, the goodness of the code is not taken into account, meaning that a short and well designed
program may be punished. Secondly, differences between program languages are not considered.
Thirdly, there is no agreement on the definition. Should comment lines be counted? What about
more than one instruction in the same line? These questions cause dispute.

On the other hand, there are studies that demonstrate the usefulness of the metric. Some demon-
strate that LOC is at least as good as any other metric for some software attributes. Some others
claim that there exists a direct relationship between LOC and the Cyclomatic Complexity (CC),
that will be presented in the next subsection. Considering such studies, one should examine the
used data. Many of them are not taken from the industrial field (expert programmers) and to
apply them in industry is therefore not advisable. Others mix data from different paradigms
which can lead to wrong results. Also the statistical significance has to be examined.

Considering measurement theory, LOC is a valid measure for the length of the program, because
the empirical relation is shorter than is represented by the relation < between LOC, formally: x
is shorter than y ⇔ LOC(x) < LOC(y).

3.3.1.2 Cyclomatic Number by McCabe

The Cyclomatic Number by McCabe (CC) [McC76] concentrates on the complexity attribute.
The idea is to use the number of paths in the control graph of a program as a complexity
measure. More specifically, the number of independent paths is considered. Otherwise, even for
a simple software, the number of paths is infinite if there is at least one cycle in it. Independent
paths are complete paths going from the starting node to the end node of the graph. Considering

1In this thesis the LOC metric refers to lines of code without comments
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the example in Figure 3.3 in a first step four different paths can be determined: 〈aceg〉, 〈acfh〉,
〈bdeg〉 and 〈bdfh〉. Now the paths are represented as a vector. The vector consists of eight
positions (equal to the number of edges). This leads to 〈1, 0, 1, 0, 1, 0, 1, 0〉, 〈1, 0, 1, 0, 0, 1, 0, 1〉,
〈0, 1, 0, 1, 1, 0, 1, 0〉 and 〈0, 1, 0, 1, 0, 1, 0, 1〉. From these four vectors only three are independent.
It follows that the number of independent paths is three. A theorem in graph theory says that
in a strongly connected graph (a graph where each node can be reached from any other) the
number of independent paths is given by e− n+ 1 where e is the number of edges and n is then
umber of nodes. This formula can not be applied directly because the control flow graph of a
program could be not strongly connected. To make it strongly connected one edge is added from
the end to the start node of the program. The number of edges is increased by one, the number
of independent paths is the cyclomatic number as defined by McCabe then:

v (G) = e− n+ 2 (3.1)

Applying the formula to Figure 3.3 we get 8 − 7 + 2 = 3. An interesting property is that if the
number of choice points is denoted with d the CC can also be calculated with v (G) = d + 1.
The definition can also be extended to programs containing procedures. The procedures are
represented as separate flow graphs then. The metric was validated experimentally by McCabe
and an empirical rule was derived that the CC of a module should not exceed the value 10.

Figure 3.3: Example graph for CC with 3 independent paths

As already mentioned, from the viewpoint of measurement theory the CC is not a valid measure
for the complexity of a program. But it is a valid measure for the number of independent paths,
which can be used for the property testability for example.
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3.3.1.3 Halstead Metrics

While McCabe was focusing only on the complexity attribute, the intention from Halstead was
to build a complete theory starting with simple elements and combining them. The fundamental
definitions are described here before giving the derived equations [Hal77]:

• Every variable or constant in the program is referred to as operand.

• Operators are symbols or combinations of them which influence the operands. These can
be arithmetic symbols such as +,−,×, /, keywords such as if or while, special symbols such
as := or braces and also function names.

• n1 describes the number of distinct operators.

• n2 describes the number of distinct operands.

• N1 describes the total number of the use of operators.

• N2 describes the total number of the use of operands.

With these basic definitions several equations are derived:

• The length of a program is the total number of symbols in the program and defined as
N = N1 + N2. If we compare this measure to LOC, this gives a different possibility to
measure the program length.

• The vocabulary of a program is defined as the number of distinct operators and distinct
operands, n = n1 + n2.

Now the Halstead Volume (HV) is introduced. The idea is that the number of bits necessary to
represent each element is log2 (n). To represent the whole program we get

HV = N log2 (n) . (3.2)

For the definition of the programming effort E, the potential volume V ∗ is introduced. V ∗ is the
minimum possible volume for a given algorithm. The programming effort E is defined as

E =
V

V ∗
. (3.3)

Obviously, the potential volume is difficult to compute. To determine the programming effort E
in practice, an approximation is frequently used [Wey88]:

Ê =
n1N2(N1 +N2) log2(n1 + n2)

2n2
(3.4)

One major point of criticism is that there is no general agreement among researchers on how
to count operators and operands. The counting is language dependent and may be interpreted
differently. The reason for this is that the metrics from Halstead were developed in the context
of algorithms and not programs. Even so, Halstead metrics are important as they were the first
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attempt to define a complete measurement tool for software. Even if lacking a strong theoretical
base, they were in use for years as comparison for new metrics.

The presented metrics LOC, CC and HV are used to form the maintainability index (MI), that
will be presented later when focusing on the maintenance process. In table 3.1 the differences
between the CC and the programming effort from Halstead concerning the Weyuker properties
are summarized.

Weyuker Property Number CC Halstead’s E

1 YES YES

2 NO YES

3 YES YES

4 YES YES

5 YES NO

6 NO YES

7 NO NO

8 YES YES

9 NO YES

Table 3.1: Weyuker Properties: CC vs Halstead’s E

3.3.1.4 Nesting Depth (ND)

The Nesting Depth (ND) metric is defined on methods. Informally, the ND of an element is
the number of decisions in the control flow that are necessary to reach this element. A rule of
thumb is that methods with ND higher than four are hard to understand and maintain. If the
ND exceeds eight, it is recommended to split the method into smaller ones. This metric is not
obvious to see in the source code. Considering Listing 3.1, a simple source code with ND of three
[8]. Here it might be simple to understand. But when it is coming to complex if-statements, the
situation becomes different. Considering listing 3.2 there is only one if-statement but at the same
time the ND is three as well.

Listing 3.1: Nesting Depth of 3

public stat ic void Method ( Lis t<s t r i ng> l i s t ) {
for ( int i = 0 ; i < 10 ; i++) {

i f ( i > 5) {
f o r each ( s t r i n g s in l i s t ) {

Console . WriteLine ( s ) ;
}

}
}

}

Listing 3.2: Nesting Depth with Complex Statement

public stat ic void Method ( s t r i n g s ) {
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i f ( s != null && s . Length > 0 && s . Contains ( ”a” ) ) {
Console . WriteLine ( s ) ;

}
}

Based on discussions with developers this metric was chosen to be part of the procedural main-
tainability model presented in Section 3.4.2. The developers agreed that keeping the value of ND
small helps to assure analyzability.

3.3.1.5 Interface Complexity

The term interface complexity refers to the external behavior of a function. The straight for-
ward definition is composed by the Number Of Return Points (NOR) and the Number Of Input
Parameters (NOI). It is considered as a good practice that a method should have only one exit
point. Of course there may be some special cases, in which it may be preferable to allow more
than one return point. Even so, the maintenance process is eased with only one. The NOI metric
is an indicator for design problems. Functions with a large NOI can be subject of parameter
ordering errors, poor design or too much functionality. The interface complexity was assessed to
be useful by the developers and is therefore also part of the proposed procedural maintainability
model.

3.3.2 The Object Oriented Paradigm

Many OO design methodologies can be found in literature. Reflecting the essential features Booch
[Boo94] presents four major steps involved in the OO design process.

1. Identification of Classes and Objects

2. Identify the Semantics of Classes and Objects

3. Identify Relationships between Classes and Objects

4. Implementation of Classes and Objects

In the first step, key abstractions are identified and labeled as possible classes and objects. In
the second step the meaning of the previously identified classes and objects is described. Step
three deals with interactions as inheritance and visibility. The last step consists of the detailed
internal view, the definition of the methods and their behavior. The design step is central in the
OO paradigm.

Chidamber and Kemerer [CK94] propose six design metrics on a fundamental theoretical base,
the CK-Metrics Suite. Basically it can be distinguished between complexity metrics, coupling
metrics and cohesion metrics. Complexity Metrics try to capture the complexity of an entity
(which is not a trivial task). Coupling metrics describe how software artifacts are dependent on
others. They can be calculated on subsystems, packages or classes. Two artifacts are coupled, if
one references the other. Note that dependencies that emerge during execution are not captured
with statical analysis. Finally, cohesion metrics describe the coupling inside an element. To get
an imagination what is meant by the measures, Figure 3.4 will be used to get an intuition of the
terms.
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Figure 3.4: UML Diagram, Coupling and Inheritance

1. WMC (Weighted Methods per Class) is defined as

WMC =
n∑

i=1

ci (3.5)

where ci is the complexity of the methods. In order to allow the most general application of
this metric, complexity is deliberately not defined in a more specific way. Three viewpoints
should be considered: First, the number of methods and the complexity involved is a
predictor of how much effort it will take to develop and maintain the class. Secondly, a
large number of methods indicates a strong impact on children (assuming children will
inherit the methods defined in the class). Thirdly, a large number of methods is limiting
the possibility of reuse and may be more application specific. A special definition is to set
the complexity of one method to one. Then the WMC is equal to the number of methods
(NOM). In the class diagram in Figure 3.4 NOM(A) = 2.

2. DIT (Depth of Inheritance Tree) describes the maximum length from a class to the root
class, where the depth of the root class is zero. Again some viewpoints to consider: First, a
deeper class in the hierarchy is likely to inherit more methods. Therefore it may be complex
to predict its behavior. Secondly, deep trees indicate high design complexity. Thirdly, the
potential of reuse of inherited methods grows for deep classes. In the class diagram in Figure
3.4 DIT (H) = 2.

3. NOC (Number Of Children) is defined by the number of immediate subclasses subordinated
to a class in the class hierarchy. Viewpoints: First, inheritance is a form of reuse, therefore
the greater the NOC, the greater the reuse. Secondly, a large number of children may be an
indicator for the misuse of sub classing. Thirdly, the number of children states the potential
influence of the class on the overall design. If this influence is high, more effort should be
done in testing. In the class diagram in Figure 3.4 NOC(A) = 2.
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4. CBO (Coupling Between Objects) is the count of the number of other classes to which
it is coupled. Viewpoints: First, the more independent a class is, the better is the reuse
ability. Secondly, if a class shows high coupling, it may be hard to maintain. Note that this
property is especially interesting in this thesis! Thirdly, a high coupling may cause rigorous
testing. In the class diagram in Figure 3.4 CBO(A) = 4.

5. RFC (Response For a Class) is defined as

RFC = |RS| (3.6)

where RS is the response set for the class. It is a set of methods that can potentially be
executed caused by a message received by an object of that class. Viewpoints: First, high
RFC will complicate testing and debugging. Secondly, high RFC indicates high complexity.
Thirdly, introducing a worst case value for this metric can assist in the allocation of testing
time.

6. LCOM (Lack Of Cohesion in Methods) is given by the following definition: Consider a
class C1 with n methods denoted by M1,M2, · · · ,Mn. Further let Ij be the set of instance
variables used by method Mi. This will result in n such sets {I1, · · · , In}. Now two sets P
and Q are introduced where P = {(Ii, Ij) |Ii ∩ Ij = ∅} and Q = {(Ii, Ij) |Ii ∩ Ij 6= ∅}.

LCOM = |P | − |Q| (3.7)

for |P | > |Q| or 0 otherwise.

Another simple metric outside the CK Metrics Suite is the Number Of Member Variables (NOMV).
This metric is used as indicator for maintainability later on. The developers agree that a high
number of member variables influences the characteristics analyzability and testability for ex-
ample. Member variables in a class are also denoted as fields. In listing 3.3, a class with three
member variables of type private is given. It is common to access the variables through public
getter-methods.

Listing 3.3: Number of Member Variables

public class Bicyc l e {

private int cadence ;
private int gear ;
private int speed ;

public Bicyc l e ( int startCadence , int startSpeed , int s tartGear ) {
gear = startGear ;
cadence = startCadence ;
speed = star tSpeed ;

}

public int getCadence ( ) {
return cadence ;

}
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public void setCadence ( int newValue ) {
cadence = newValue ;

}

// f u r t h e r g e t t e r and s e t t e r methods . . .
}

3.4 Metrics for Maintainability

In the field of maintenance, software and hardware differ completely. Degradation or wear out is
not a topic here, but other reasons lead to the importance of maintainability:

• Correction of defects, which are discovered during operation or which were previously known

• Hardware change

• Changes of other software components where a module is integrated in

• To increase the functionality

Note that even if software does not wear out, it may degrade due to program errors or memory
leaks.

A motivation for studying maintainability in more detail is given by the Johnson Space Center
(JSC). There it is estimated that in large systems

1. Software life cycle costs exceeds hardware

2. 80-90% of the total system cost go into software maintenance [NAS04]

A variety of metrics can be collected to rate the quality of a software product from a maintain-
ability point of view. Before applying the OO paradigm these were CC, LOC and the comment
frequency denoted with DOC. Inside the OO paradigm the CK-Metric suite offers proper possi-
bilities.

3.4.1 How to Measure Maintainability?

In [LH93] the maintenance effort is measured by the number of lines changed per class. The
convenience of this method is not convincing. Imaging a source code, where a programmer has
to change a lot to get a desired functionality. Is this good maintainability? Or is it better if the
functionality is reached with a low rate of change? In addition the time should be measured in
which the amount of lines were changed to judge on the maintainability of a class or a module.
This data collection may be time consuming. Furthermore these measures are based on the
interaction between the product and its environment. Desirable would be a model where the
measurements are based on direct observation of the source code, this is where metrics come into
play.
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3.4.1.1 The Maintainability Index

An index to evaluate the maintainability of a system, denoted with Maintainability Index (MI),
was developed in [CALO94]. Based on the HV, the CC, the average number of LOC per module
and optionally the percentage of comments per lines per module. The higher the value of the MI,
the better the system is to maintain. Formula 3.8 was developed by collecting data from a large
number of systems and expert opinions applying polynomial assessment.

171− 5.2 ln (HV )− 0.23 (CC)− 16.2 ln (LOC) + 50 sin
(√

2.46COM
)

(3.8)

Several limitations of the MI were discussed in literature. The most important ones are given in
[HKV07]:

• The MI is a composite number. Therefore it is very hard (or impossible) to determine the
reason for a particular number of it.

• The use of the CC is seen as a flaw. Especially for systems using OO technology. As an
example think of Java setters and getters. The CC will be one for all of them.

• The HV is difficult to define and to compute, especially for Java and C#.

• The use of the number of lines of comment is controversial too. More documentation for a
module may indicate a complex piece of code which is difficult to maintain.

• The formula is hard to understand, especially the constants and operations like sin. There-
fore it is hard to communicate.

• Developers feel a lack of control on the MI, therefore there is a high risk of non-acceptance.

In [PO95] a case study can be found, where several problems of the MI where shown in practice.
The conclusion describes the pros and cons in a nutshell:

“One of the nicest things about measuring maintainability with a simple model
like the MI is that it gives you a single index of maintainability. This single value
is useful in tracking the effects of maintenance changes on different versions of the
code over time, including intermodule comparisons of complexity and comparing pre-
and post-change software quality. The single index is less volatile than any of the
individual metrics from which it is constructed; that is, fluctuations in one metric
dimension do not inordinately change the MI, making it more stable. But calculating
a single value could also be one of the model’s most serious failings, because by looking
at a single value you miss the detailed information provided by the raw metrics which
permit you to understand the nature of the change(s) that took place.”

In this quotation one important aspect denoted as Root-Cause Analysis was stated. Given one
value about maintainability of a software module, does not enable to fix the problem automati-
cally. The possibility to track the reason should be conserved.

Incorporating these limitations other models evolved, many of them build on the ISO 9126 stan-
dard. Before highlighting these models, a minimal set of requirements for a maintainability model
is given in the next subsection.
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3.4.1.2 Minimal Requirements for a Practical Model

After realizing problems with existing maintainability measures like MI, some requirements can
be given that should be fulfilled by a model. They are derived from [HKV07] and [LLL08] here:

• Technology independence should be fulfilled in order to apply the model in systems with
various kinds of languages and architectures.

• The metrics in use should be well defined and computable with low effort.

• Simplicity and understandability should be kept in focus. These properties help to convince
non-technical staff and management. Furthermore the model is easier to communicate.

• Root-Cause Analysis should be possible. It should be possible to find the reason for a high or
low maintainability measure. This makes it possible to act on basis of the model. In Figure
3.5 this is shown in detail. System quality characteristics can be caused by properties of
the source code and these can be measured by metrics. The metrics in turn indicate source
code properties and influence the system quality characteristics.

• The metrics in use need to be tool independent. The more tools available measuring the
used metrics, the easier to change a part of the tool chain.

Figure 3.5: Mapping system level characteristics to metrics, assuming that metrics indicate properties
and properties in turn influence the quality characteristics

3.4.1.3 Approaches based on ISO 9126

An interesting approach how to measure maintainability as already mentioned in Chapter 2, was
proposed in [LLL08]. The approach is based on the ISO 9126 using the criteria Analyzability,
Changeability, Stability and Testability, each of them with equal weight. Each criteria is mea-
sured by the five chosen metrics CBO, DIT, LCOM (denoted with LCOM-CK), NOC and NOM
(Number Of Methods). The first four are taken from the CK-Metric Suite. The NOM metric
was not mentioned so far and is defined as the count of all defined methods in a class.

The metrics are weighted different for each criterion. The proposed model is depicted in table
3.6.
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Figure 3.6: ISO 9126 based Quality Model, from [LLL08]

Based on this model, software classes can be ranked according to its maintainability. The relations
and weightings of metrics to criteria was done arbitrarily. This is a weakness, as values derived
from practice are needed to apply the model. This is also an important criticism of the ISO 9126
standard which is examined in [AKCK05]:

ISO/IEC 9126 provides no guidance, heuristics, rules of thumb, or any other means
to show how to trade off measures, how to weight measures or even how to simply
collate them

The authors of [PAT07] propose a data mining approach. In a first step the Analytic Hierarchy
Process (AHP) is adopted for the weights assignments. This process reduces complex decisions
to a series of one-on-one comparisons utilizing the human ability to compare single properties
of alternatives. This is done with a pairwise comparison matrix where the values in the matrix
represent the importance of the objectives compared to the others. The computed eigenvalues of
the matrix are used afterwards as the weights for the model. In a second step clustering is applied
to assist the software evaluator in drawing conclusions. One aspect that could lead to problems
in applying the proposed strategy could be the use of 9 metrics. The requirements simplicity,
understandability and tool independence are not addressed. Therefore it may be useful to apply
the AHP on the model proposed in [LLL08] or on a simpler one.

The process of choosing the metrics for a model and how to weigh them will be examined in
Chapter 5 more detailed in the experiments. With applying knowledge from expert-programmers
it will be tried to get these values in the field of safety-critical systems. Basically there are three
methods to interpret metrics for the model, each one with its advantages and disadvantages:

• Search for reference values in the literature

• Evaluate many projects and take the mean or median as guidelines

• Correlate the subjective opinion of expert developers with metrics to find out which one
are the most crucial ones

The problem with the first approach is that there is only sparse information related to special
fields in industry. Most of the experiments were performed with Open Source software or on
code that was developed by non-experts. The second approach suffers from the fact, that the
mean or median of the analyzed projects may not be sufficient. Even so, a valuable reference
with a repository from 120 projects and a quality indicator catalog can be found in [SSM06].
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As already mentioned in Chapter 2, the QBL are determined using this repository. The third
approach suffers from the inherent subjectivity.

Despite of the problems how to find the weights for the model, problems usually occur when
assigning metrics to system quality characteristics:

• Which metrics are convenient to capture a certain quality characteristic?

• It may happen that the necessary metrics can be measured only with high effort.

• How to deal with exceptions? These are measures that indicate problems but in fact are
not (false positives).

• How to deal with dependencies between the metrics in use?

3.4.2 A Maintainability Model for the Procedural Paradigm

The model proposed in Figure 3.7 is the result of a discussion with expert developers. Keeping
the amount of the considered metrics as low and understandable as possible, the suggestion was
to use the measures LOC, NOI, NOR and ND. This model is proven with experiments later on.
Note that no model can capture every aspect and every model will be subject of ongoing change
and improvement.

Figure 3.7: Proposed Procedural Model for Maintainability, Wi,j describing the weights for the different
criteria

3.4.3 A Maintainability Model for the OO Paradigm

As can be seen in Figure 3.8, the model proposed consists of four metrics again in the bottom
level. Each of this metric is weighted individually for each quality characteristic, these weights are
determined in an experiment described in Chapter 5. The metrics in use cover the characteristics
coupling (CBO), inheritance (DIT and NOC) and size (NOMV). The cohesion aspect is not
covered, because the amount of the metrics should be kept as low as possible to guarantee
understandability and simplicity. Furthermore, using more metrics complicates the process to
assign the weights. It is clear that the model is not complete with the chosen measures, but
to be applicable in practice, a trade off between the used metrics and the completeness has to
be accepted. Also experiments from [BD04] give advices that the LCOM metric is not a good
predictor for testability, an important part of the maintainability model. From the authors point
of view the four metrics used in the OO model capture as much aspects as possible keeping the
effort to apply the model at a moderate level.
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Figure 3.8: Proposed OO Model for Maintainability, Wi,j describing the weights for the different criteria

Considering Figure 3.9, the preceding step was the construction of the model, based on theories in
software measurement and discussions with expert developers. To generate a model for maintain-
ability, further steps are necessary. The parameters (in this case the weights) will be determined
and the model will be validated. As can be seen the arrows are both way, meaning that the
model can change. Based on experiences one may have to go back from the parameter stage to
the construction step. Also results from the validation step may influence the parameters. It is
important to realize that the suggested model can assist the developers to produce maintainable
software. It is not the only perfect solution. The maintainability model itself will be subject of
permanent maintenance.

Figure 3.9: Model Construction Process

3.5 Comparison of the Approaches

Recalling the MI, a major point of criticism was that is not possible to track the reason for the
values calculated by the measure. To say it with one word, root-cause analysis is not possible in a
simple way. The approaches based on the ISO 9126 standard allow to perform root-cause analysis
and at the same time the advantage of the MI is preserved. On the upper level of the ISO 9126
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approaches, there is still a single value to depict the development of maintainability over time.
The difference is that the developer can go one level down and detect what should be changed,
allowing concrete actions. Also concerning understandability the ISO 9126 approaches are clearly
the better choice. Even for non-programmers and non-experts the models are understandable and
easy to communicate. Beside these advantages, there are also challenging tasks. The questions
which metrics to use and how to weight them are the key issues. But these issues have to be
solved for any other metric-based approach as well.
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4 Integrating and Selecting a Software

Metrics Tool

To introduce a metrics program can be a challenge for an organization. The effort to collect
data for calculating useful metrics is often a barrier. It takes time, cost and resources. From
the developers point of view a commonly cited reason against the use of a metrics program is
the misuse of the data against themselves. Therefore, managers and team leaders have to take
several considerations into account to successfully adopt a metrics program. Even if the team is
convinced by the importance of applying metrics, it is a non-trivial task to choose a convenient
tool.

4.1 Perspectives

In Figure 4.1, the different roles and views that occur in the software development life cycle can
be seen. A developer will be interested in the code and design level. The focus of the project
coordinator is more wide and for the manager the high system level view will be of interest. To
satisfy all these rules and views is not the focus in this thesis. Even so, in section 4.5.3 the idea
how to address these issues is outlined. In this work the focus is on the code and design level.

4.2 Defense Position of Developers

To benefit from the introduction of metrics the developers have to be convinced of the usefulness.
For overcoming the defense positions of the team members, several strategies were pointed out in
[SS05]. In a first step the defense positions that usually occur should be considered more detailed:

• Optimism

• Delegation

• Automation

• Specialty
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Figure 4.1: Roles and Views

• Already Established

Optimism occurs in situations in which the maintainability of a software system is not a problem.
The team is still complete and the software is a new developed one. Therefore the effort to
determine metrics is doubted. Developers claim that they produce a basically high quality (we
are experts) and use a high quality process (we are using agile approaches) and the newest
technologies.

Delegation refers to the sub systems which were developed out of house. It may occur that
developers claim that any quality assurance actions should address these systems before the own
ones. In some cases this may lead to the situation that nobody of the team is responsible for the
produced code quality and as a consequence quality management is thought to be useless.

In modern systems typically code generators are in use. There are different types of code gener-
ators describing how much of the code is produced automatically. Only in a few cases it will be
possible to develop the overall source code automatically. Therefore also in these systems quality
assurance actions make sense.

Specialty can occur in projects that make exhaustive use of standard technologies, tools and
special solutions. Quality assurance actions are rejected with the argument that these actions do
not work in this specific context. An example therefore might be that the analysis tools can not
handle the code because of special programming language constructs.

It can also occur that project members share the opinion the suggested Code Quality Management
(CQM) techniques are already established in own developed tools. This is usually not the case,
as the core business of the organizations is not in this area.

To avoid the previously listed problems and make profit of the measurement process, a cooperative
working atmosphere is of interest. The developers should be involved in the development of the
models to avoid a defense position. Furthermore, applying a maintainability model (or a general
quality model) offers the possibility to objectively proof that the produced source code is of high
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internal quality. If problems are really in out of house produced code, then the model helps to
show this.

4.3 Aspects of Analysis Tools

Searching for a convenient analysis tool is a challenge. Especially because of the wealth of existing
systems, each of them coming with pros and cons. In this section, the general architecture and
aspects to choose and compare tools are examined.

4.3.1 General Architecture

As can be seen in Figure 4.2, the input for the static software analysis system considered in this
work is the source code. Different tools force different restrictions on the input, for example only
compilable code is accepted or included references are taken into account and have to be available.
The tools also vary in the amount of measured properties. In practice a trade off between accuracy
and cost has to be found. On the one hand, enough metrics to build an adequate model for a
certain quality characteristic have to be available. On the other hand, if too much metrics or
functionalities are considered, the tool license cost may increase.

It may be useful to introduce additional external tools. This can be the case if there is no single
tool that can capture all necessary metrics. Another reason might be that with combining several
free tools license costs can be saved. If applying this practice it should be kept in mind that
the integration process will be more complicated. One intention of the implemented prototype
system is to offer the possibility to combine multiple tools.

Also an important characteristic is the presence of a Data Base System (DBS). For custom models,
the database will have to be designed and filled manually. A DBS allows to formulate queries that
can be used to specify quality models. It can also serve as an interface between the data extraction
process and the analysis process (in Figure 4.2 denoted with Part 1 and Part 2). Furthermore,
a DBS can deal with a huge amount of data and offers a persistent way of storage. Also the
combination of several analysis tool is easier, as the DBS can be used as a central repository for
further data processing.

Various differences also occur in the analysis component. Some tools offer no graphical interface.
This can be an advantage when the integration into an automatic build environment is intended.
Then the specific quality model has to be defined manually and extracted from the DBS to process
the data for the reports.

It will be almost impossible to find one tool fulfilling all desired requirements. Manual processing
will be necessary to benefit from applying the expertise of metrics, especially when transferring
the data measured by the individual tools to the common database. The next part of the thesis
defines criteria which should be fulfilled by an individual tool to allow easy integration.

4.3.2 Three Key Criteria for Success

Auer et al. [AGB03] name three key criteria concerning integration capabilities:
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Figure 4.2: Typical Model of a Static Software Analysis System

• Platform: This criterion refers to the operating system but also to the database. Some
tools are only available on one operating system. This can lead to problems if server
components are in use which are mostly Unix based. Other tools only work with specific
database engines. This can lead to problems if there is a particular database server already
established in the company.

• Input/Output: Various tools are restricted to a few input file formats. Also the output for
further processing can be limited to proprietary file formats.

• Automation: Another key aspect of metric data processing is the data collection process. It
should be kept as simple as possible and be done in an automated way to avoid additional
effort for developers. Manual data input usually leads to errors and is seen as a flaw. To
counteract, the static analysis should be integrated into the Nightly Build procedure.

The evaluation of different tools in [AGB03] shows that the seamless integration is far off. The
support for automation is rare. Missing interfaces and platform dependencies further complicate
the situation. Moreover, tool evaluation is cost intensive due to the variety of products on the
market. Considering all these aspects it becomes clear that the objective of a tool integration
process has to be restricted to a certain area. The aspects relevant in this thesis are:

1. Operating system support for Windows and Unix systems.

2. The programming languages addressed are C, C++, C# and Java.

3. The objective is to implement a model that supports. the maintenance process, therefore
convenient metrics for this purpose have to be captured.

4. A structured output that can be used for further processing.
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4.3.3 Different Conclusions with Different Tools

Another interesting point of consideration should be if using different tools leads to different
conclusions assuming the same metric and the same input. In [LLL08] this question was subject
of research. The answer is yes, meaning that the definition of the measured metric has to be
studied carefully. Following problems can arise:

• Vendor specific definition of a metric.

• Wrong implementation of the measurement process of a well defined metric.

• Metrics denoted with the same name as well defined metrics but meaning something else.

• Poor documentation leading to the impossibility of comparison.

Note that before choosing a tool, it is of importance to know the objectives of the measurement
activities. Defining the objectives makes it easier to know which tool should be considered in
detail. A list of questions that can help might be the following one:

• Is the measurement activity for assessment or prediction?

• Which entities are the subject of interest?

• Which characteristics and attributes should be measured?

• What software metrics should be used?

The answers to the questions in the context of this thesis were already given. The maintainability
measure is intended to be used for prediction. Software modules on the source code level will be
considered. The question of how to weight the metrics is another challenge as will be shown in
the next chapters. Note that most software metrics extractors don’t offer the possibility to define
models or to weigh them. This is a major difference to the implemented prototype system, where
this feature is offered to the user.

4.4 Selected Tools

Keeping the aspects from the former section in mind, the next step is the selection of the tools.
In [LLL08] a comparison of several tools is given that can assist in this question. The tools used
in this work are considered more detailed in the next subsections.

4.4.1 Resource Standard Metrics (RSM)

Considering RSM [7], the key features are the support of Windows and Unix systems and also the
support of multiple programming languages. Furthermore, xml-outputs can be generated which
allows parsing for further processing. These capabilities cover three of four criteria required and
described above. The only drawback of the tool is the restriction to the following metrics in the
OO paradigm (considering class level):
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• Number of Data Attributes (public, private, protected)

• Number of Methods (NOM) (public, private, protected)

• Number of Children (NOC)

• Lines of Code (LOC)

• Number of Input Parameters

• Number of Return Points

• Cyclomatic Complexity

Not all metrics that would be interesting for the maintainability model are captured, especially
coupling and cohesion metrics are missing. There are two possibilities to implement the model.
Either use only the metrics captured by RSM or integrate further tools to capture the missing
ones and collect the data in a database. As cutting the cohesion and coupling metrics would lead
to an inconsistent view on the maintainability model, it is inevitable to search for further tools
which capture the missing metrics. Note that it is a common pitfall to develop models based on
the metrics available from one special tool.

4.4.2 OOMeter

With OOMeter [ARK05] it is possible to analyze Java and C# source code. Considering the
supported programming languages, C++ is not covered. Even so, there are further reasons for
using this tool:

• Multi platform support, meaning that OOMeter can be used on all platforms that support
the Java 1.2 standard or higher runtime environment.

• Generation of xml outputs which allows further processing.

• Processing of UML models (may be useful for future work).

4.5 The Implemented System

After selecting the metrics extraction tools, a system is needed which further proceeds the pro-
duced data. Combining multiple available tools is an important requirement as the developed
models may need data that can’t be delivered from only one tool. The given implementation
shows that this is possible. User defined quality models can be created and processed. Note that
this offers a wide range of functionality that is not limited on the maintainability characteristic.
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4.5.1 Architecture

As already highlighted in Figure 4.2, a DBS can serve as a common interface. The prototype
system makes use of this fact in the way, that combining multiple tools is done by generating xml
outputs of them and afterwards storing the results in the DBS applying a parser. The consequence
is that individual parsers have to be implemented if a new tool is taken into the system. But
this cost is very low, considering that all the other functionality (creating user specific models,
. . . ) is based on the DBS, not on a special tool. Furthermore with this approach it is possible, to
decrease license costs. It may occur that combining multiple open source tools achieve the same
result as existing solutions with high license cost.

The requirements to the prototype system are

• Creating user defined models based on characteristics and metrics.

• Define the weights for the metrics and characteristics in use.

• Assess source code based on the user specific models.

• Combination of multiple metrics extraction tools should be possible.

The prototype system is developed with web access in mind. The users can use the system via a
standard web browser. In section 7 it will be shown which advantages come with the distributed
approach.

Developing a web based application from scratch is time consuming. Many configuration files
have to be created and the CRUD (Create, Read, Update, Delete) functionalities have to be
implemented to access the database. To get the different technologies working together is a
challenge. Usually this work is similar in many web based applications. This is where Seam
[All09] comes into play.

Seam is a powerful open source development platform for building rich Internet appli-
cations in Java. Seam integrates technologies such as Asynchronous JavaScript and
XML (AJAX), JavaServer Faces (JSF), Java Persistence (JPA), Enterprise Java Beans
(EJB 3.0),. . . into a unified full-stack solution, complete with sophisticated tooling.

Before Seam, developers felt that they spent more time with solving technology problems than
implementing the real business logic. Seam overcomes this gap. The principle is depicted in
Figure 4.3. The technologies needed for building an application are in a Seam container, this
principle offers the possibilities to refer to objects where they are needed, at the same time guar-
anteeing the autonomy of the layers. The interaction of the User Interface (in this prototype
JSF) and the Business Logic (in this prototype EJB) is enhanced. The necessity of creating
additional connection layers is omitted. At the same time many different technologies are sup-
ported. The motivation for this approach is the DRY (don’t repeat yourself) principle, which
means redundancy should be avoided when developing applications.

The built application is not bound to a specific server. As can be seen in 4.3, the communication
is done with the JCA (J2EE Connector architecture) and JTA (Java Transaction API). The
server in use for the prototype is JBoss. Together with the tooling support within Eclipse (JBoss
Tools plugin), this combination offers a powerful framework for the development. All the former
technologies may may be overwhelming, but as can be seen later on, it is worth using them.
Anyway, the time consuming effort to get known to the technologies can be a barrier.

37



Integrating and Selecting a Software Metrics Tool

Figure 4.3: A Cross Section of the Technologies Incorporated in the Seam Stack, from [All09]

4.5.1.1 The Java Persistence API (JPA)

How to persist data is a central question to almost every enterprise application. Entities have to
be translated between the Java runtime environment and a relational database. Java persistence
is the mechanism for this task. For many developers this is the most popular technology of the
JAVA Enterprise Edition (EE) platform.

Coming from the perspective of the database, Java persistence performs read and write operations
like any other database client. On the other hand, from the perspective of the programmer, it
is much more than only this. One of the reasons why it was created, was to extract the SQL
out of the code by replacing it with object manipulation. Instead an object representation of
the database is offered to the programmer. This is clearly an advantage as almost all modern
applications are dealing with object oriented paradigms. To create this abstraction from SQL
and offering the object representation, four concepts are introduced:

• Entities (Classes)

• Persistence Unit

• Persistence Manager

• Transactions

The relationship between these concepts and how they work together can be seen in Figure 4.4.
The task of the Persistence Unit is to organize the metadata. By metadata entities are mapped to
the database. The Persistence Manager Factory uses the managed metadata from the Persistence
Unit and with this information Persistence Managers can be created. The Persistence Managers
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are implementing the moving process between the Java runtime and the database. This process
is denoted by Entity Life Cycle. It is recommend that operations performed by the persistence
managers are within the scope of one Transaction.

Figure 4.4: Java Persistence: Concepts and Life Cycle, from [All09]

Entities in an Object Relational Mapping (ORM) are the point of contact between the application
and the database. The transportation of the data is done by these central elements. One could
have the impression that they are just a space for holding data. But especially within SEAM
they are much more. As an example SEAM allows to bind entity classes directly to the user
interface level to get form data. What is not implicit included in the entities is the database
schema. For this purpose metadata for the mapping is included. On the one hand this can be
done by ordinary xml-files, but on the other hand there is a much more elegant possibility by
using annotations. What does this mean? Consider the source code in Listing 4.1. It is a part of
the Metric class used in the implemented prototype system. Especially consider the annotations
beginning with an @. With these annotations we say that Metric should be mapped to a database
table METRIC. Furthermore, the id is defined with the @ID and with the @GeneratedValue it
is expressed that it should be auto-generated. The id attribute should be mapped to the table
METRIC ID and furthermore unique, not nullable and have a precision of 18. All this is specified
with the @Column and the options of it. This metadata can now be used to create the database
automatically. On the other hand it is possible to create entities out of an existing database
schema, called reverse engineering. This is all offered by Java Persistence. But SEAM goes even
one step further. The entities can be used directly to create a GUI that is mapped already to the
entities, bringing the capabilities of Java persistence to its full potential.

Another important aspect that can be implemented with annotations is the relationship between
the entities. Looking at the @ManyToOne there may arise questions. What is specified with
this annotation? The relation is depicted in Figure 4.5. One Metric-Object can have exactly one
BasicMetric-Object. On the other hand, one BasicMetric-Object can belong to several (0 to N)
Metric-Objects.

With the option fetch = FetchType.LAZY it can be expressed that related entities should only be
loaded on demand. This is called lazy loading. Placing the annotation before the getBasicmetric()
method tells Java persistence that the relationship refers to the BasicMetric-Object.

To complete a bidirectional Many-To-One Relationship the BasicMetric-Object also has to know
about its Metric-Object. The corresponding annotations are shown in listing 4.2. Placing the
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Figure 4.5: Many To One Relation, Example

annotation before the getMetrics() method, Java persistence assumes automatically that the
relationship refers to Metric-Object. The key element in BasicMetric.java is the mapped-by
option. It tells Java persistence that there exists a method getBasicMetric() in Metric.java and
the relationship is completely specified with these attributes. Note that this was only a small
example. Any kind of relation can be specified with annotations.

Listing 4.1: Annotations in Metric.java

@Entity
@Table (name = ”METRIC” )
public class Metric implements java . i o . S e r i a l i z a b l e {

// some v a r i a b l e s . . .

public Metric ( ) {
}

@Id
@GeneratedValue
@Column(name = ”METRIC ID” , unique = true ,

n u l l a b l e = false , p r e c i s i o n = 18 , s c a l e = 0)
public long getMetr i c Id ( ) {

return this . metr i c Id ;
}
. . .
@ManyToOne( f e t c h = FetchType .LAZY)
@JoinColumn (name = ”BASICMETRIC ID” , n u l l a b l e = fa l se )
@NotNull
public Bas icmetr i c ge tBas i cmet r i c ( ) {

return this . b a s i cmet r i c ;
}

. . .
}

Listing 4.2: Annotations in BasicMetric.java

@Entity
@Table (name = ”BASICMETRIC” )
public class Bas icmetr i c implements java . i o . S e r i a l i z a b l e {
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//some v a r i a b l e s . . .

public Bas icmetr i c ( ) {
}

@OneToMany( cascade = CascadeType .ALL,
f e t c h = FetchType .LAZY, mappedBy = ” bas i cmet r i c ” )

public Set<Metric> getMetr i c s ( ) {
return this . met r i c s ;

}
. . .

}

4.5.1.2 Enterprise JavaBeans Technology

Enterprise JavaBeans (EJB) are standardized components within the Java-EE servers. The pur-
pose is to simplify the development of multi-tier, distributed systems. In business applications
concepts like security, naming and transactions are of importance. When working with SEAM,
it is advisable to understand the basics of the EJB technology, as the business logic is usually
executed in an EJB-Container. They can be accessed either remote or local.

There are different versions of EJB’s:

• Entity Bean

• Session Bean

• Message Driven Bean

Entity beans are a model of the persistent data of the system. Session beans are modeling the
processes performed by the user. Usually they make use of the entity beans. Two types of
session beans can be distinguished, stateless and stateful ones. A stateful session bean owns a
memory. It is aware of his history. This means that it can save information from one method
call and offer this information to the next method calls. Contrary, in a stateless session bean all
parameters have to be defined that are necessary for the successful execution of a method call.
As a consequence stateless session beans have no identity, whereas stateful beans do. The third
type are the message driven beans used for asynchronous communication.

4.5.1.3 Implementation of the Parser Functionality

The central issue in this subsection is to offer a tool to fill the database in our prototype system.
As many existing metrics extractors create xml-reports, it is obvious to use existing parsers for
this task. Inside the parser it is possible to persist the previously created measurement results. It
would be possible to integrate the parsers directly into the web-based architecture. But several
disadvantages are coming with this approach:
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• The integration into a nightly build procedure is complicated.

• The reports generated by the existing metrics extractors have to be loaded manually by a
user. An action would be needed to parse the report then (at least a click on a button).

Considering the former aspects, it was decided to implement the parser functionality as a separate
module that can be integrated into the nightly build procedure with a single line of code. The
invocation of the parser module therefore should allow to specify options for the type of the report
(indicating which metrics extraction tool was used to create the report) and for the path of the
input file (indicating where the report is stored). A typical invocation is given in Listing 4.3. The
option -f gives the possibility to specify the input file (report.xml in this case) and the option -t
specifies the tool (Resource Standard Metrics).

Listing 4.3: Invocation of the Metric Parser

java −j a r Metr icParser −f . / r epor t . xml −t RSM

Different types of parsers can be distinguished. In an object parser, the whole xml-tree is built and
stored in memory. As a consequence, every element can be accessed any time. The disadvantage
coming with this approach is that for large xml-files (which usually applies to static software
analysis) the demand for memory can exceed the available resources. Also the parsing can become
very slow in this case. The Document Object Model (DOM) is an example for this paradigm.

Beside DOM based parsers there are push and pull parsers as well. SAX (Simple API for XML)
is the standard for push parsers, where the parser itself is controlling the process. Note that the
SAX standard is no W3C recommendation. These parsers are event driven. The whole document
is traversed only once sequentially. The parser fires events (if syntactic units are identified). For
each event a call back function can be registered from the programmer to react on the event.
These parsers are the better choice for large files as the memory requirements are constant!
Furthermore, this paradigm is faster. On the other hand, if there is more than one access on a
xml-node, the application programmer is responsible for buffering.

Although SAX was originally developed for Java, DOM and SAX are platform independent. For
DOM, the implementation even does not need to be in an OO programming language. The choice
of technology depends on the available resources and the expected amount of data to be parsed.

4.5.2 Modeling the DBS

The first step is to create a conceptual model. In a conceptual model the setup is not bound
to a specific database technology. From the conceptual model a physical model can be created
automatically. In the physical model the database technology is specified. In the prototype system
Microsoft SQL Server 2005 is used. Note that changing the underlying database technology
is supported with low effort using conceptual models. Once the database is set up, the most
impressive tool of Seam can be applied. Seam allows to create an entire project, complete with
a build script, environment profiles, a compatible set of libraries and configurations that is ready
to be deployed. Furthermore, once the DBS is implemented, reverse engineering can be used to
create an application prototype including the CRUD operations out of the DBS. This fact makes
it worth to invest the necessary time to get known to Seam.
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An excerpt of the conceptual database model is given in Figures 4.8 and 4.9. In the left part it can
be seen that a model is formed by characteristics. A characteristic is formed by metrics. In the
right part a module is split into files, a file into classes and a class can contain several functions.
A measure can be created for a class or a function and measures a certain defined metric. This
approach makes it possible to apply different quality models on the same functions or classes.
The names for class, file and function are substituted by the German equivalents Klasse, Datei
and Funktion as the English names are occupied internally by the used programms.

Mandatory fields are marked with < M > and the primary identifiers with < pi >. Note that
the modeling step of the database has to be performed carefully and correct as it is the input to
the reverse engineering capabilities of seam-gen.

In Figure 4.6 a sample screen of the implemented system is depicted. This screen offers the
possibility to define metrics, define thresholds that should not be exceeded and relate metrics
to a specific characteristic. Note that the complete screen was generated with the seam-gen
functionality. Seam-gen tries to create the functionality out of the generated database scheme
with reverse engineering. Even error messages appearing in real time are already included and
mandatory fields are marked with a star. Implementing these functionalities manually would be
time consuming, therefore SEAM offers a powerful tool after the effort is done to become familiar
with the SEAM technology.

After the project was created with seam-gen, the application has to be enhanced. So far only the
CRUD functionalities were created. To develop in a comfortable way, it is desirable to import the
existing project into an Integrated Development Environment (IDE). Also the support for this
step is given. The created project already includes the files necessary for Eclipse. This makes it
possible to import the project and continue developing with Eclipse and the JBoss Tools plugin.

Figure 4.6: Sample Screen of the Implemented System

4.5.3 Integration of Existing Tools in a Portal

The system so far was already created with portal character. A portal in the context of quality
analysis offers the possibility for a centralized data storage, data analysis and presentation. It is
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Figure 4.7: Portal Architecture, adapted from [SSM06]

common that a standard web browser is used to access the portal. Furthermore, if security mecha-
nisms are installed, view from any where can be granted. With the login possibilities personalized
areas can be offered and roles (see Figure 4.1) can be assigned to certain persons. Especially it
could be possible, that the project manager defines a certain quality model for a specific project
and the developers are assessing their source code following this model. Also the code quality can
be monitored over a certain period of time referring to a specific model. Note that the analysis
can be integrated in the nightly build procedure and the produced output can be integrated into
the DBS without high effort, once the system installed. From the business perspective portals
are attractive because the collected data can be used multiple times minimizing resources.

In this thesis, an exemplary maintainability model was created. Note that the implemented
system can be used to define any other model. The necessary steps will be the determination of
the metrics that need to be measured, the definition how to weigh them and the integration of
the tools to measure these metrics. The portal architecture makes this approach possible.

In Figure 4.7, the overall possibilities should become clear. If source code changes, the analysis
tools are started, creating reports. These reports are processed by parsers and stored. The dif-
ferent persons can access the portal depending on their role in the system. The used technologies
for the implementation of this work are highlighted.
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Figure 4.8: Database Conceptual Model, Part 1
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Figure 4.9: Database Conceptual Model, Part 2
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5 Experiments

To prove if software metrics can assist or not in the software development life cycle, experiments
and data from the industrial field are needed. In this chapter the experiments are described. The
results are given in Chapter 6 seperately.

5.1 Validating Software Measures

Before starting with experiments, it is important to examine the process how to validate a software
measure. According to [Fen94], validation has to adhere to the following steps:

Validating a software measure in the assessment sense is equivalent to demon-
strating empirically that the representation condition is satisfied for the attribute
being measured. For a measure in the predictive sense, all the components of the
prediction system must be clearly specified and a proper hypothesis proposed, before
experimental design for validation can begin.

Many studies related to software metrics can be found where the expertise from measure theory
is ignored. In most cases a measure is proposed and validated by showing that it correlates with
some other existing one. There is neither a specification of the required prediction system nor a
specification of the experimental hypothesis.

5.2 Weights Assignment to the Proposed Models

To find the weights for the proposed models presented above a workshop was performed. Seven
developers were asked to perform the Analytical Hierarchy Process (AHP). It is a structured
technique for solving problems consisting of complex decisions ([3]). The process is examined
more detailed in the next section. The technique helps the decision makers (in this case the
developers) to find the solution that best suits their needs and their understanding of the problem.
This is exactly what is wanted in a software development team. In a first step the attendants
were asked to apply the AHP on the higher level, considering the sub characteristics analyzability,
changeability, stability and testability. The terms were defined based on ISO 9126 to guarantee
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a common notion of them. In a second step, every sub characteristic was considered in detail
separately once for the procedural and once for the OO paradigm. The AHP process was applied
on the four chosen metrics then. The developers came from the field of safety critical systems
and were employees of Frequentis [4]. The templates used for the AHP processed filled by the
developers are depicted in the appendix. The results are presented and interpreted in Chapter 6.

5.3 The Analytical Hierarchy Process in Detail

The technique developed by Thomas L. Saaty is a structured technique for dealing with complex
decisions. The basis are the fields of mathematics and psychology. The process makes use of
a hierarchy to define less complicated subproblems. Each one of the subproblems is analyzed
independently then. Typical fields where the process is applied are health care, government and
education. But the process may be useful for software engineering as well. The ISO 9126 model
already defines a hierarchy for quality properties and is therefore well suited to apply the process.

After building the hierarchy, one-to-one comparisons are performed. In the case of the main-
tainability model, on the upper level, one example for a comparison is between analyzability and
testability. Note that with an increasing amount of properties the number of the comparisons
grows exponential. After performing all comparisons, the AHP converts them into a numerical
value. The result is a numerical weight for each element in the hierarchy. Furthermore, for each
individual participating person a consistency ratio can be calculated. This specific value shows
conflicts in the one-to-one comparisons. Assume that one person states the following facts:

1. Analyzability is more important than testability.

2. Testability is more important Changeability.

3. Changeability is more important than analyzability.

Can this be a consistent assessment? No, because in the third point there is a contradiction. The
value of the consistency ratio describes the trust into the assessment. Therefore the value can
assist to find inconsistent assessments.

Note that the number of properties in the experiment was kept low, four properties on the upper
level and four properties on the lower level were used. To guarantee simplicity and understand-
ability of the model it is necessary to keep this in mind.

In the experiment a scale from 1 to 9 was used, in two directions. Figure 5.1 describes the
used scale. If property A is considered more important than property B, the participants can
express this with a positive value, where 2 means slightly more important and 9 means much
more important. 1 is considered as equally important. If property B is considered to be more
important, the same values are used with negative sign.

5.4 Validation of the Procedural Model

As described above, the weights assignment was done by a group of seven developers. The next
step in the model construction process is the validation. For this purpose an experiment with
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Figure 5.1: Weighing Process Description

another different developer group was performed. The experiment is depicted in Figure 5.2.
Different pieces of source code (two modules in C and two other modules in C++) were presented
to the developers together with a questionnaire they had to fill. The pieces of source code were
chosen in a way, that they lead to different results applying the procedural model presented
including the weights in 6. The questionnaire was constructed in a way that the developers
had to assess the maintainability by investigating the source code. In the first step they had to
consider the overall module and assess the sub characteristics presented in the ISO 9126 model
and the overall maintainability. In a second step four functions per module were chosen and
the exercise was to rank these functions. The developers were also asked to comment on their
decisions. Especially these comments give hints on the aspects that can’t be covered by static
software analysis as can be seen later on. The aim of this experiment was to prove the following
hypothesis:

The model will rank the chosen source code functions in the same order as the developers do by
filling the questionnaire, in the context of maintainability.

Furthermore, it is possible to investigate if the developers themselves agree on the same order
or if there are significant different perceptions of maintainability. The used questionnaire can
be found in the appendix. The results are presented and discussed in Chapter 6. In the next
subsection, the used source code modules are examined in detail.

Figure 5.2: Depiction of Validation Experiment
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5.4.1 Description of the Source Code Modules

The experiment was performed with four different source code modules. Two of the modules
written in C and two of them written in C++. The modules written in C were independent from
each other.

The tsearch module can be found online [5] and offers a tree search for red/black trees. These
trees are binary trees in which the edges are colored either red or black. bleConverter is a module
for handling the little/big endian conversion of mails, respectively data blocks. Note that these
two modules implement different functionality.

SockManager1 and SockManager2 are especially adequate for this experiment as they imple-
ment the same functionality. The second module was developed with the intention to improve
the maintainability of the first one. Therefore, this experiment also shows if the improvement
process was successful or not. The modules are part of a library for message communication.

After choosing the modules, the examination for functions that could be ranked in the modules
was done. This was done in a way, that they differed from each other considering the metrics
used in the proposed procedural model. In Tables 5.1, 5.2, 5.3 and 5.4 the selected functions are
given with their metrics. Also the value for maintainability applying the proposed procedural
module (MM) and the ranking using the proposed procedural model is stated (MR). Note that
some functions are ranked as equal by the model 1. How to calculate these values will be shown
in the results in section 6. To perform the calculation, thresholds for each metric will be needed.
Furthermore, the weights obtained from the former presented experiment will be used.

Note that the Nesting Depth (ND) could not be measured directly by the tools in use. Only a
threshold could be given to the metrics extractors. Therefore, it was only obtained if the ND was
above or below a certain value (in this concrete case the value five).

Function LOC NOI NOR ND MM MR

tsearch1 57 6 1 ≥ 5 0.44 3

tsearch2 40 3 3 < 5 0.70 1*

tsearch3 176 3 4 ≥ 5 0.12 4

tsearch4 16 3 3 < 5 0.70 1*

Table 5.1: Characteristics of selected Functions in Module tsearch

Function LOC NOI NOR ND MM MR

bleConverter1 23 5 1 < 5 1 1*

bleConverter2 45 3 1 ≥ 5 0.77 3

bleConverter3 69 4 2 < 5 0.70 4

bleConverter4 23 5 1 < 5 1 1*

Table 5.2: Characteristics of selected Functions in Module bleConverter

1marked with *
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Function LOC NOI NOR ND MM MR

SockManager11 14 1 1 < 5 1 1*

SockManager12 43 3 1 < 5 1 1*

SockManager13 60 1 1 ≥ 5 0.77 3*

SockManager14 37 1 1 ≥ 5 0.77 3*

Table 5.3: Characteristics of selected Functions in Module SockManager1

Function LOC NOI NOR ND MM MR

SockManager21 33 2 1 < 5 1 1

SockManager22 66 4 1 ≥ 5 0.77 3

SockManager23 77 2 1 < 5 0.86 2

SockManager24 153 0 1 ≥ 5 0.63 4

Table 5.4: Characteristics of selected Functions in Module SockManager2

5.4.2 Criticism of the Experiments

The assigning of the weights to the metrics was the consensus of a special developer group. As
already mentioned, the validation experiment was done with a second, different developer group.
Now there is no reason to assume that the application of the model, created by the first group,
should lead to the same result as the validation experiment with the second group. The second
group could have created a different model with different weights which would represent their
viewpoint. This criticism is true. Every created model can only be valid in a certain environment.
The first step is to reach consensus about what a certain characteristic means to the involved
persons. To give an example in the context of maintainability, some developers could say that
more return values are preferable, others could say that less return values are preferable. The
problem has to be discussed and one way has to be chosen. Everybody has to adhere to the
decision after.

Even so, it is interesting to see if the viewpoint of the second group is completely different
or similar. Furthermore, inside the second group, it can be seen if the common perception of
maintainability is similar or if everybody shares a different notion of maintainability.

51



6 Results

In the former section, several experiments were described. In this section, the results are con-
sidered, beginning with the obtained weights for the metrics and characteristics of the proposed
models. It will be shown how to assess functions using the procedural model by introducing
thresholds for each metric in use. Furthermore, the outcome of the validation experiment will be
examined.

6.1 Weights for the Procedural Model

In Figure 6.1, the detailed results of the Analytical Hierarchy Process (AHP) for each individual
developer can be seen for the procedural model. In Figure 6.2 the resulting model is given.

For the changeability characteristic the Nesting Depth (ND) is a significant measure. This seems
plausible. The mental effort to alter a function with a high ND is higher, as the scenarios to
reach a certain element has to be captured by the developer. The developer also has to keep in
mind that he could influence elements with higher ND than the one he changes.

For the characteristics stability and testability the interface complexity is the meaningful measure.
Also this is intuitive. From the viewpoint of testing, considering a function as a black box, the
only relevant information is the interface. From the viewpoint of stability, changing a function’s
interface may lead to undesired behavior in other parts of the system.

For the analyzability characteristic the LOC and NOR metrics are the important ones. This
seems plausible as well. Imagine to find the code that has to be altered in a system to reach a
new functionality. The bigger the system, the harder the relevant code to identify. If the relevant
functions are identified, the next step is to determine how the return value of this function should
be to reach the new desired behavior. If the exit point of the function is not clear, this may
indicate more effort to change the original function.

6.2 Defining Thresholds for the Procedural Model

What we have so far is the value of metrics that can be measured by tools and the values to weight
them. But to apply the model in practice, one step is missing. This step is the interpretation
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Figure 6.1: Detailed Results for the Individual Developers, Procedural Model

of the metrics itself. What is a good value for LOC ? What is a good value for NOI? The easiest
way to do this is a black/white mapping. This means that a value under a certain threshold is
considered as good, others as bad. The values used for the procedural model in the context of
this thesis is summarized in Table 6.1. If for example a function has less than 70 LOC and NOR
of one, but NOI of more than six and a ND of more than five, the analyzability would result in
0.26 + 0.29 = 0.55. Note that the range of the aggregated value for each characteristic is from 0
to 1. Applying the weights (which sum up to 1 as well) after by multiplication, the overall value
for maintainability can only vary between 0 and 1 as well.

The following general formula describes the assessment process:
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Figure 6.2: Proposed Procedural Model for Maintainability with Weights Obtained by the AHP

Nc∑
i=1

Wi ×
Ni∑
j=1

Wi,j × t (Mi,j(x)) (6.1)

where

• NC is the number of characteristics in the model

• Ni is the number of metrics for an individual characteristic

• Wi is the weight for each individual characteristic

• Wi,j is the weight for a metric inside a characteristic

• Mi,j is the measured value for the metric in use inside a characteristic

• x is the considered function

• t is the threshold function, mapping values above (under) the threshold to 0 respectively 1

LOC NOI NOR ND

< 70 < 6 ≤ 1 < 5

Table 6.1: Mapping (Interpretation) of Metrics for the Procedural Model

The consequence of this coarse grained approach is that minor differences in functions are not
captured, resulting in the same value of maintainability. If a function is just under the threshold
for all metrics, it will give the same value like a function that is significantly under the thresh-
old. Introducing more intervals would give a more fine grained approach on the cost of a more
complicated model. For now, we stick to the coarse grained approach keeping the disadvantage
in mind.

Another problem is to choose the thresholds. The chosen values are based on experts opinions.
A different idea based on algorithms from Machine Learning (ML) will be presented in Section
7, where ideas for future work are given.
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Figure 6.3: Detailed Results for the Individual Developers, Overall Maintainability and OO Model

6.3 Weights for the OO Model

In Figure 6.3, the detailed results of the AHP process for the OO model and the overall main-
tainability characteristic is shown. In Figure 6.4 the resulting model is given.

Considering the result of the experiment, the first observation is that the CBO metric is of
particular importance. In three of the four categories it is to be considered as the most significant
measure. Especially in the category testability the distance to the other metrics is very high.
This can be explained by considering Figure 6.5. To test a component (Device Under Test) of a
system that is coupled to other components, simulators are needed. The simulators simulate the
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Figure 6.4: Proposed OO Model for Maintainability with weights obtained by the AHP

behavior of the coupled components that are not implemented yet. Therefore the more coupled
elements the DUT has, the more effort has to be spent to create the simulators. For testing,
also configuration and data are necessary which are ideally separated. Furthermore, a component
that drives the test (the test driver) is needed.

Figure 6.5: Necessary Elements for a Component Test

As mentioned above, in three of four categories the CBO measure is the most significant metric.
Only concerning stability, the NOC metric is rated as the most meaningful measure. This is also
what intuition tells us. Altering a class with a high number of children will potentially influence
them, leading to instability.

The NOMV metric is ranked on the last position in every category, except in analyzability. This
seems to be plausible as well. In classes with a high amount of member variables, it may take
more time to identify the variables that have to be modified.

6.4 Defining Thresholds for the OO Model

The same step done for the procedural model is done for the OO here as well. Thresholds
to interpret the metrics have to be defined. The familiarity with OO metrics is usually low.
Therefore it is hard to ask developers for values which they would consider as advisable. The
question is where to get reference values. In [NAS01] a study can be found to assist in answering
this question. Three systems were analyzed for this purpose summarized in table 6.2.

The last two rows were obtained by a specific analysis tool and the intention is to describe the
quality.
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System A B C

Lines of Code 50k 300k 500k

Number of Classes 46 1000 1617

Language Java Java C++

Type of Application Commercial NASA NASA

Code Construct OO Excellent OO Good OO

Quality Low High Medium

Table 6.2: Analyzed Systems by [NAS01]

To get a feeling for the metrics in use by the proposed OO model, a statistical analysis performed
by [NAS01] is used. In tables 6.3, 6.4 and 6.5 the minimum, maximum, mean and standard
deviation are summarized.

Minimum Maximum Mean Standard Deviation

CBO 0 11 2.48 2.93

NOC 0 2 0.07 0.32

DIT 0 2 0.37 0.53

Table 6.3: Statistical Values for System A

Minimum Maximum Mean Standard Deviation

CBO 0 22 1.25 2.01

NOC 0 21 0.35 1.66

DIT 0 4 0.97 0.69

Table 6.4: Statistical Values for System B

Minimum Maximum Mean Standard Deviation

CBO 0 16 2.09 2.05

NOC 0 116 0.39 3.22

DIT 0 6 1.02 0.98

Table 6.5: Statistical Values for System C

As system B is considered as the best quality system, the focus is set on table 6.4, keeping in
mind that this is a special classification by NASA. Note that no values for the NOMV metric
were analyzed in the given study. Therefore, the threshold for the NOMV metric is an estimation
of the author.

The values given in Table 6.6 are based on the reference values from above (except NOMV). It is
obvious that they will change based on experiences. But to start the analysis with the proposed
OO model, it is necessary to start with estimations.

57



Results

CBO DIT NOC NOMV

< 12 < 5 < 10 < 10

Table 6.6: Mapping (Interpretation) of Metrics for the OO Model

6.5 The Weights for the ISO 9126 Characteristics

A surprising fact is that testability is considered of low importance with a factor of 0.12. This is
due to the reason, that the developers mainly test code written by themselves. Therefore it seems
not import to them to develop code that can easily by tested by others. The perception is I know
my code, so I will be able to test it. This fact can lead to problems as there will be inevitable
situations in which the source code will be maintained by different developers. Furthermore, the
process of testing has gained increasing attention through the last years. One reason therefore
is the growing complexity of the implemented systems. This fact should be kept in mind and
actions to meet this challenge should be performed. Actions like Unit Testing and Test Driven
Development (TDD) are technologies that can support in these situations.

6.6 Criticism of the Former Results

After considering the former results, there are several points of criticism that should be examined.
As can be seen, the results of the AHP for each specific developer are varying. This may indicate
that the perception of maintainability is specific for each developer. Also the consistency ratio
(CR) should be considered more detailed. It is a AHP specific measure that indicates if an
assessment is consistent or suffers from contradictions. This can be explained by the fact, that
this was the first time that the developers were faced with the field of metrics. Form the statistical
point of view, the experiment was performed with seven developers, this sample size is surely too
small to infer on the generality. But it will be hard to take the time of more developers for this
kind of experiments.

6.7 Results of Validating the Procedural Model

In Section 5 the experiment for validating the procedural model was described and following
hypothesis was stated:

The model will rank the chosen source code functions in the same order as the developers do by
filling the questionnaire, in the context of maintainability.

In this step the results of the experiment are compared with the results from the model, beginning
with the functions from the module tsearch in Table 6.7.

6.7.1 Functional View

MM describes the maintainability value that is calculated from the model as explained in 6.2.
Note that this value can only vary between 0 and 1. MR is the ranking that results from the

58



Results

model. EMAvg is the average value of the ranking experiment from the developers. Note that
this value can vary from 1 to 5, following the Austrian school grading system. As the average
value is not a meaningful measure concerning the different views of the developers (consensus),
also the standard deviation is given denoted with EMStdv.

Function LOC NOI NOR ND MM MR EMAvg EMStdv ER

tsearch1 57 6 1 ≥ 5 0.44 3 2.43 0.98 3

tsearch2 40 3 3 < 5 0.70 1* 2.29 0.49 2

tsearch3 176 3 4 ≥ 5 0.12 4 4.00 0.00 4

tsearch4 16 3 3 < 5 0.70 1* 1.29 0.49 1

Table 6.7: Comparison of Results for Module tsearch

What can be seen from the results is that the ranking from the experiment matches with the
ranking from the model very well. As the model is not fine grained enough at the moment,
some functions are ranked as equal1. The use of a more accurate mapping than the black/white
approach would solve this problem at the price of a more complicated model. Considering the
values from the standard deviation all developers agree that the function tsearch3 suffers of bad
maintainability. Looking at the comments they justified their choice in the following way:

• Function too long

• Contains multiple returns

• Bad naming of variables

• Huge complexity and various if blocks

The first two points are captured by the model directly. The naming of the variables is surely
relevant for maintainability, but how to capture this property? The semantic of a name to a
developer can’t be measured directly. Here we observe the limits of metrics, some properties are
simply not measurable. The same is true for the complexity, it was already shown that complexity
can not be put into a single number. The nesting depth can only give hints about it! Even so,
the result for this module is promising.

Considering the results of the module bleConverter in Table 6.8 the results match well again.
What can be seen from function bleConverter4 is that there is a high standard deviation. Looking
at the justifications, the reason is that some developers consider very special details like one reason
was No 64 Bit Support. Another point that lead to many discussions is the quality of the source
code comments. Again, the semantic of a source code comment to a developer can’t be measured
and is not captured by the model. Even introducing a measure for the amount of lines of comments
in the source would not solve the problem. Great comments for one developer may be worthless
to another one. One developer even answered that there were too many comments in the code
and for him this is distracting.

Even with all the non captured properties the ranking from the experiment matches well with
the ranking from the model. This may be a hint that the model provides a good compromise
between complexity and accuracy.

1denoted with ∗
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Function LOC NOI NOR ND MM MR EMAvg EMStdv ER

bleConverter1 23 5 1 < 5 1.00 1* 1.71 0.76 1

bleConverter2 45 3 1 ≥ 5 0.77 3 2.71 0.95 3

bleConverter3 69 4 2 < 5 0.70 4 3.43 0.79 4

bleConverter4 23 5 1 < 5 1.00 1* 2.14 1.35 2

Table 6.8: Comparison of Results for Module bleConverter

In Table 6.9 the results for the module SockManager1 are given. In this case high standard
deviations are noticeable. The different opinions are justified by the following points:

• Bad comment quality

• Complexity

• Hard coded constants

These properties are observed different for each developer. They are not measured directly by
the model. This again shows us that even with the best model it is not possible to satisfy every
developer’s perception. Every model can only work in a certain context where the model is
developed together and accepted from the participating persons.

Function LOC NOI NOR ND MM MR EMAvg EMStdv ER

SockManager11 14 1 1 < 5 1.00 1* 1.57 1.13 1

SockManager12 43 3 1 < 5 1.00 1* 2.71 1.11 3

SockManager13 60 1 1 ≥ 5 0.77 3* 2.57 1.13 2

SockManager14 37 1 1 ≥ 5 0.77 3* 3.14 0.69 4

Table 6.9: Comparison of Results for Module SockManager1

Finally the results for the functions in the module SockManager2 are given in table 6.10. As can
be seen the functions on the first and last position are ranked equal from the model and from the
experiment. The function SockManager23 shows high standard deviation. The reason are the
same as already mentioned in the other cases. There are different perceptions about complexity
and comments. The ranking from the model is therefore slightly different from the experiment
ranking.

Function LOC NOI NOR ND MM MR EMAvg EMStdv ER

SockManager21 33 2 1 < 5 1.00 1 1.14 0.38 1

SockManager22 66 4 1 ≥ 5 0.77 3 2.43 0.53 2

SockManager23 77 2 1 < 5 0.86 2 2.86 1.07 3

SockManager24 153 0 1 ≥ 5 0.63 4 3.57 0.79 4

Table 6.10: Comparison of Results for Module SockManager2
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6.7.2 The Overall View

The developers in the experiment were also asked to assess the maintainability characteristics
according to the ISO 9126 standard on the overall modules. The used grading scheme was again
the Austrian school grading system from 1 (best) to 5 (worst). The individual gradings are given
in Table 6.11, the summarized result with mean and standard deviation is depicted in Figure 6.6.

Module D1 D2 D3 D4 D5 D6 D7

tsearch 3 4 3 4 4 2 5

bleConverter 1 3 2 1 2 2 1

SockManager1 4 1 3 2 2 3 2

SockManager2 4 3 5 3 3 3 4

Table 6.11: Individual Gradings of Developers for Overall Maintainability

An interesting phenomenon could be seen when considering the detailed results of the individual
developers. They share a different offset for what is good maintainability and what is bad main-
tainability. What is meant by this is that if they compare two modules, they always agreed that
SockManager1 is better than SockManager2, but expressing this with very different grades. For
example for one developer the difference in SockManager1 and SockManager2 was expressed
by grading them with 1 and 3, whereas another one graded the modules with 3 and 5. Therefore
the standard deviations can be high in this case.

Another important comment the developers gave was that some modules can not be compared,
because they implement different functionality. This is the case for tsearch and bleConverter.
Considering this, the consequence is that it is valid to compare different versions of the same
module, but not comparing modules implementing different functionality.

Figure 6.6: Overall Maintainability, View of Developers

6.8 Agreement and Disagreement of Developers

Another question to be examined is, if the developers share a common notion of maintainabil-
ity. In Table 6.11 the results of the individual rankings concerning the overall maintainability
characteristic were already given, followed by some discussion. Now, a statistical evaluation is
of interest. Therefore, it is necessary to find a convenient tool for analyzing the data. In [KS39]
The Problem of m Rankings is considered. Given n objects ranked by m persons, the question if
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the set of rankings shows any evidence of community of judgment among the developers has to
be answered. In the former experiment, n refers to the four source code modules and m refers to
the seven participating developers.

The Kendall rank correlation coefficient, more commonly referred to as Kendall’s tau (τ) coeffi-
cient or a tau test, is a measure for rank correlation [Ken38]. It will take values between minus
one and one. A positive correlation indicates that the ranks of both variables increase together. A
negative correlation indicates that as the rank of one variable increases, the other one decreases.
In the source code experiment, a positive value means that the considered developers share a sim-
ilar notion of maintainability, whereas a negative value means that they share a contrary notion
of maintainability.

To proceed, some definitions underlying Kendall’s tau have to be introduced. If (xj , yj) and
(xk, yk) are two elements of a sample from a bivariate population, (xj , yj) and (xk, yk) are con-
cordant if xj < xk and yj < yk or if xj > xk and yj > yk. The two elements are discordant, if
xj < xk and yj > yk or if xj > xk and yj < yk. The difference between the number of concordant
pairs c and the number of discordant pairs d is denoted by S. There are

(
n
2

)
distinct pairs of

observations in the sample. Each pair, except ties, is either concordant or discordant. Kendall’s
tau is defined as

τn =
c− d
c+ d

=
S(
n
2

) =
2S

n(n− 1)
. (6.2)

For the appearance of ties, adjusted formulas were introduced (for details see [Ken38]). Kendall’s
tau is especially convenient for small sample sizes and for non-equidistant scales. To compute the
values for each pair of developers, a convenient tool can be found in [1]. As tool input the dataset
given in table 6.11 was used. The result given in Figure 6.7 shows the values for Kendall’s tau
for all pairs of developers.

Figure 6.7: Kendall’s tau for Developer Pairs

Considering the pair (D2, D6), it can be seen that the maintainability perception is highly con-
trary. Two further combinations result in a negative value. Four combinations show no correla-
tion. The majority of the developer pairs show a positive value, indicating a common perception
of maintainability. Note that the amount of considered source code modules (n = 4) is very small.
Therefore, the results have to be considered cautious. It is common to give the p-value together
with Kendall’s tau, which describes the error probability. To give significant statements, the p-
value should not exceed five percent. However, for small values of n, the p-value will exceed this
guideline. In Figure 6.8 the scatterplot constructed with [1] is depicted. Note that the p-values
are exceptionally high as only for source code modules were considered in the experiment.

The diagonal of the matrix shows the histogram of each data series. The scatterplots (and smooth
curve) are depicted in the upper half of the matrix. Every combination of pairs is considered.
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Figure 6.8: Kendall’s tau: Scatterplot with Histogram, Smooth Curve and Error Probabilities

In the lower half of the matrix the p-value of the Kendall tau rank correlation is stated. The
scatterplot for (D4, D6) shows a line with no slope (τ = 0). The scatterplot (D4, D7) shows an
arithmetically increasing slope (τ = 1), whereas (D2, D6) depicts the opposite (τ = −0.67).

So far, developer pairs were analyzed. In a next step the overall trend is examined. Kendall’s
Coefficient of Concordance, also known as Kendall’s W, can be used for determining agreement
among raters. It is defined as [KS39]

W =
12S

m2(n3 − n)
(6.3)

where m and n have the same meaning like in the definition of Kendall’s tau. To define S, further
terms are introduced.

Supposing object (source code module) i is given the rank ri,j by judge (developer, person) number
j. Then the total rank for object (source code module) i is Ri =

∑m
j=1 ri,j . The mean value of

the total ranks is R̄ = 1
2m(n + 1). The input is modified before calculation, the data from each

ranker (developer) are ranked. Therefore, Kendall’s W can be applied to scores, measurements,
or ranks, and even if the scale of measurements used by different rankers are different. S is the
sum of square deviations then, S =

∑n
i=1(Ri − R̄)2. The occurrence of ties reduces the value of

W , therefore it is necessary to implement corrections in case of existence. The value for Kendall’s
W can vary between zero and one. If W is zero, then there is no overall trend of agreement
among the developers. Intermediate values of W indicate a greater or lesser degree of consensus
among the participating persons.

Revisiting table 6.11, Kendall’s W is calculated to show the existence or non-existence of a trend
in the maintainability perception. To perform the calculation, a tool which allows input trans-
formation and calculation was used [9]. The transformed data is given in Table 6.13. Comparing
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to Table 6.11, the given grades were converted to a zero based ranking and a simple correction
in the case of ties was performed. In Table 6.12, guidelines for the interpretation of Kendall’s W
are given.

Kendall’s W Interpretation Assuredness of Arrangement Factors

0.1 Very Weak Consensus Not Existing

0.3 Weak Consensus Minimal

0.5 Medium Consensus Average

0.7 Strong Consensus High

0.9 Very Strong Consensus Very High

Table 6.12: Interpretation of Kendall’s W , from [Sch97]

The analyzed data results in W = 0.4978 and p < 0.01, indicating a moderate level of agreement
among the participating developers with an error probability of less than one percent. This result
is promising. It shows that there is a common trend. Experiments with more developers and
more source code modules would be needed to confirm the result. The Kendall W offers a proper
tool for the evaluation of such experiments.

Module D1 D2 D3 D4 D5 D6 D7

tsearch 1 3 1.5 3 3 0.5 3

bleConverter 0 1.5 0 0 0.5 0.5 0

SockManager1 2.5 0 1.5 1 0.5 2.5 1

SockManager2 2.5 1.5 3 2 2 2.5 2

Table 6.13: Transformed Gradings
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7 Conclusion

In this chapter, ideas which arose in previous sections are summarized and approaches for future
work are given. Key challenges were to choose convenient metrics and to weigh them, especially to
answer these questions further research is of interest. Concerning the prototype implementation,
further requirements will be stated.

The focus of the thesis was on the source code level in the implementation phase. Applying
metrics is not restricted to this phase. The earlier a weakness in the development life cycle is
localized, the smaller is the cost to correct it. Therefore, it may be worth to use metrics already
in the requirements phase. Continuing the idea, a quality model based on metrics that is put
on the overall software development process would result. The necessary additional tool support
could be integrated in the presented portal. But the additional effort and the disputed usefulness
of metrics may prevent companies from introducing metrics into their strategy. Many experts
doubt that the benefit would exceed the cost. Thinking of projects where high maintenance effort
is expected, the probability is higher that the metric approach succeeds.

The maintainability model presented is surely not the only possible solution. Because of time
constraints experiments that are needed to confirm the usefulness of different models are hard to
perform. Furthermore, the definition of models for other characteristics would be helpful. The
ISO 9126 standard can serve as a starting point for this task.

A prerequisite for assessing software development artifacts is the possibility to measure the needed
metrics. There are hardly any tools to find that can measure all desired values. In the imple-
mented prototype this problem was solved by combining multiple metrics extraction tools based
on a specific parser for each tool. The integration of further tools will be necessary to enlarge the
functionality and bring the idea to its full potential.

Concerning the implemented prototype system, the possibilities for further development are mani-
fold. Using the SEAM technology the support for login and rights management is eased. Assigning
rules to different persons, the integration of further tools and the enhancement of the user inter-
face is of interest as well. In this thesis, static software analysis was considered. The prototype
system is not restricted to static analysis. It is also possible to integrate dynamic aspects from
dynamic software analysis tools. The combination could be another exciting approach.

To save time and resources the integration into a nightly build procedure should be possible. In
the context of this thesis, this can be done by starting the individual parsers after the specific
metrics extraction tools have finished the reports. If the nightly builds are done in regularly time
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frequencies, it will be interesting to see how the source code changes by supporting the developers
with the feedback obtained by the metric based quality models.

7.1 Future Work

A completely different approach for the problem how to weigh different metrics and find thresholds
for special quality characteristics could come from the area of Machine Learning (ML). In the
literature I could not find any experiments applying techniques from ML in this context. The
principle is to use a set of training data samples that are classified by experts. Based on this
data other data samples are predicted. The advantages of such an approach would be the high
support of classification algorithms and the high accuracy that can be achieved by them with
moderate computation effort. Problems might occur again with the time needed from the expert
developers for classifying the training instances. As the model is only as good as the training
data, this is crucial for the quality of the produced results. To get a better idea how the procedure
works, a typical example of weather data is depicted in Table 7.1. The four attributes outlook,
temperature, humidity and windy are listed. Furthermore, we want to predict if it is advisable
to go for playing badminton or not. The data gives experiences from the past. Based on these
experiences, we want to predict the future. The play-attribute is the one that is predicted.

Outlook Temperature Humidity Windy Play

sunny hot high FALSE no

sunny hot high TRUE no

overcast hot high FALSE yes

rainy mild high FALSE yes

rainy cool normal FALSE yes

rainy cool normal TRUE no

overcast cool normal TRUE yes

sunny mild high FALSE no

sunny cool normal FALSE yes

rainy mild normal FALSE yes

sunny mild normal TRUE yes

overcast mild high TRUE yes

overcast hot normal FALSE yes

rainy mild high TRUE no

Table 7.1: Weather Dataset

Different attribute types are possible, in the case of weather data there are no numerical attributes,
but nominal ones. Comparing to software metrics, the attributes of interest could be different
metrics. The attribute to predict could be the maintainability. One could introduce different
classes of maintainability, for example from 1 to 5. The question is how to get the data from
the past in the case of software maintainability. As the implemented prototype system already
contains the different metrics for software modules, an idea would be to ask the developers to

66



Conclusion

classify the code. This functionality could be integrated into the existing system. This is a time
consuming task, as the programmer has to be familiar with the code. To reduce this time, only
software modules could be used that the programmer worked on anyway. Meaning every time
a developer finishes a task, he or she could be asked to classify the source code with respect to
maintainability. After collecting enough data, the algorithms from the ML field could be used
to find the most meaningful attributes and also create a model for the future. The existing tool
support and the wealth of developed algorithms could achieve high accuracy. To demonstrate
this, the WEKA tool [12] is used for the following experiments. WEKA is a collection of machine
learning algorithms for data mining tasks. There are several possibilities for using the tool, ranging
from GUI (Graphical User Interface) support to an API (Application Programming Interface).
Using the WEKA-API, the ML functionality could be integrated into the implemented prototype
presented in this thesis. In Figure 7.1 a very understandable technique is depicted denoted by
decision tree. Using software metrics, it would be interesting to see if there is a possibility to
classify code based on a tree. In this case the decision tree for the weather data results in bad
performance, as the training data are only a few instances. But for certain problems accuracy
might reach more than 90%.

Decision trees are a very popular classification method. The tree leaves represent the classes.
The model is predictive and descriptive. It displays relationships found in the training data. The
tree consists of zero or more internal nodes and one or more leaf nodes. Each internal node is a
decision with two or more child nodes. The generated rules are easy to describe and understand
and the approach does not make any assumptions about the underlying probability distributions
of the attributes in use [Gup09].

Bayesian classification offers a different approach. A hypothesis that the given data belongs to a
particular class is assumed. Then the probability of the hypothesis to be true is calculated. This
approach requires only one scan of the whole data. Bayes’ theorem assumes that all attributes
are independent. This is a weakness as attributes are often correlated.

There are many other algorithms, each coming with different advantages and problems. To
conclude, ML could be used to find meaningful metrics for a certain quality characteristic and
to define metric thresholds. These are key challenges when working with software metrics and
therefore it could be interesting to analyze the ML approach more detailed.

Figure 7.1: Decision Tree of Weather Data, produced with WEKA
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7.2 Back to the Problem Statement

To recall the problem statement from Section 2.3, the aim of the thesis was to:

• Develop an applicable model to capture the maintainability property

• Choose convenient metrics and to weigh them

• Perform experiments based on the model

• Implement a prototype system which allows to:

– Create user defined models based on characteristics and metrics

– Define the weights for the metrics and characteristics in use

– Assess source code based on the user specific models

– Combine multiple metrics extraction tools

To solve these issues, the work began with studying related work. The Maintainability Index (MI)
was examined and it was shown that key properties are not fulfilled by this measure. An approach
based on the ISO 9126 standard seemed promising and puts key criteria that are necessary for
successful integration of a maintainability model together. The problem with the standard was
that there were no proposed metrics and weights how to capture the different characteristics.
To overcome this gap, an experiment where the Analytical Hierarchy Process (AHP) was applied
within a developer group coming from the safety critical field. Two different models were proposed
in this way, one for the procedural and one for the object oriented paradigm. To proof the
usefulness of the model, a second experiment with a different developer group was realized. The
results suffer from the low sample size. Even so, the results give hints that the model makes
sense.

The implemented system based on the SEAM technology supports the application of quality
models. The user can create specific models for his need, define weights and characteristics and
assess source code based on these models. The system was developed to a stage which shows
that the architecture and the concept works. Multiple metrics extraction tools were combined
to capture the necessary metrics and the design allows flexibility and extensibility. To combine
multiple tools is important as there exist rarely metrics extraction tools that fulfill all desired
needs of the developers. Furthermore, open source technologies assist to integrate metrics into
the software development life cycle at an affordable effort.

7.3 Discussion

When introducing metrics into the software development life cycle, key challenges are to choose
convenient metrics and to weigh them. Therefore, a consensus about the maintainability notion
has to be found in advance. The experiments showed that there are slightly different perceptions
about maintainability. Even so, the statistical evaluation confirms that a common trend exists,
indicating that it is worth to invest in measuring maintainability by applying metrics.
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When using metrics, it is of importance to distinguish between different paradigms like procedural
and object oriented languages. Studies were shown in which this fact was ignored. This can lead
to wrong conclusions.

A further challenge was to get the necessary metrics for the constructed maintainability models
from a single tool. This shows the importance of integrating several tools into a portal. With
this approach it is also possible to decrease license costs. Several open source tools can be used
to get the desired metrics for a special quality model.

It could also be seen that several constructed models do not fulfill minimal requirements like
simplicity and understandability. To establish a maintainability model, these aspects have to be
kept in mind. The acceptance of a model can only be assured, if the participating parties are
involved in the construction process.

The problems that could not be solved should not be hidden here. The experiments also showed
that some properties simply can never be measured. Together with finding a consensus between
participating persons in a developer group, this is a key issue. Therefore, the discussions about
the use and usefulness of metrics will go on. The first goal should be to find consensus about the
key properties that are responsible for good maintainability. Incorporating the developer groups
into the model creation process can assist to reach consensus and to advance the sensibility for
maintainability.

Another reason why the use of metrics is not common may be the fact, that the profit does
not occur immediately in most cases. The time budget is restricted and one may think that the
application of metrics is additional effort that can be skipped. If we think of how many times that
source code produced by others already lead to problems to other developers or to a complete
new version of a module, it may be worth to invest earlier and profit later. Or to say it with the
Meskimen’s Law [10]:

“There is never time to do it right, but always time to do it over.”
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A Appendices

In the last chapter of the thesis, further information concerning the experiments are listed. Figure
A.1 depicts the template that was used for the Analytical Hierarchy Process (AHP) concerning
the overall maintainability aspect and the OO model. The same is shown for the procedural
model in Figure A.2. Figure A.3 and Figure A.4 give an example for the questionnaire that was
used for the validation of the proposed procedural model.
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Figure A.1: Template for the AHP Process, Overall Maintainability and OO Model
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Figure A.2: Template for the AHP Process, Procedural Model
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Figure A.3: Questionnaire for the Validation Experiment, Part 1
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Figure A.4: Questionnaire for the Validation Experiment, Part 2
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