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Kurzfassung

Eines der erfolgreichsten Werkzeuge zur modernen Bildgebung ist die Mag-

netresonanztomographie (MRT). Mit der MRT sehen wir dem Gehirn beim

Denken, dem Herz beim Schlagen, den Tumoren beim Wachsen zu. Ein

wesentlicher Grund für den Erfolg der MRT ist die Tatsache, dass man

neue Methoden entwickeln kann, ohne die Hardware des Scanners verän-

dern zu müssen. Man kann also allein durch geschicktes Manipulieren der

Atomkerne mit Magnetfeldern neue Wege der Bildgebung beschreiten.

Ein neuer Weg ist die suszeptibiltätsgewichtigte Bildgebung (SWI) welches

einen verstärkten Kontrast anhand Suszeptibilitätsunterschiede zwischen

Substanzen produziert. Die Suszeptibilität ist die magnetische Antwort

einer Substanz (z.B. Eisen) die innerhalb eines magnetischen Feldes plaziert

wird. SWI verwendet im Unterschied zu konventionelle MRT Methoden

zusätzlich die gewonnen MRT Phasenbilder. Phasen geben wichtige Auf-

schlüsse über den Gewebestruktur und chemische Zusammensetzung. Durch

das limitierte Intervall [−π, π] der Phase entstehen Artefakte (Phasen-

sprünge). Diese werden durch angepasste Nachaufbereitung beseitigt.

Die vorliegende Arbeit beschreibt die Erweiterung dieser SWI Standard-

sequenz mit der Aufnahme mehrfacher Echos bei gleichbleibender Akqui-

sitionszeit (ME-SWI). Um diese beiden Sequenzen zu vergleichen wird das

Signal zu Rauschen und das Kontrast zu Rausch Verhältnis in verschiedenen

Gehirnsubstanzen gemessen. Durch die Messung mehrerer Echos gewinnt

man 46% mehr Signal und erreicht 34 bis 80% mehr Kontrast. Mit dieser

Sequenz kann gleichzeitig die MRT Phase sowie der Signalverlauf gemessen

werden. Um Phasensprünge besser zu eliminieren wurde die Nachaufbere-

itung adaptiert und bei längeren Echozeiten grössere homodyne Filterung

verwendet. Die Signalstärke oder Geweberelaxationszeit R
∗
2 konnte aus

den Magnitudenbildern mit Korrektur auf Hintergrundfeldinhomogenitäten

berechnet werden. Weiters wurde die Veränderungen des Signalverlaufs auf

unterschiedliche Voxelgrössen oder räumliche Filterung untersucht. Grössere

Voxel ergaben einen niedrigeren Signalverlauf und räumliche Filterung bis

zu einem Volumen kleiner 16 mm3
ergaben einen erhöhten Signalverlauf.

Die Phase und der Signalverlauf wurden in einem Scan-Rescan Experiment

auf ihre Variabilität untersucht. Es wurde gezeigt, dass die Phase sig-

nifikant bessere Reproduzierbarkeit gegenüber dem Signalverlauf aufweist.

Das Ergebnis dieser MRT Sequenz sind schärfere Bilder, auf denen Venen

mit Durchmessern von 0.1 mm sichtbar sind, und Karten des Eisengehaltes

im Gehirn von Phase und Signalverlauf innerhalb nur eines Scans.



Abstract

One of the most successful imaging tools is magnetic resonance imaging

(MRI). MRI makes movies of the beating heart, it observes mental pro-

cesses in the brain or it visualizes the growth of tumours. An important

reason for the success of MRI is that new methods can be developed with-

out changing the hardware. Clever manipulation of the atomic nuclei with

magnetic fields opens various windows into structure and function of bio-

logical tissue.

One new window is ”Susceptibility Weighted Imaging” (SWI) which pro-

duces an enhanced contrast based on susceptibility differences between sub-

stances. Susceptibility is defined as the magnetic response of substances

such as iron placed in an magnetic field. SWI additionally uses the MRI

signal’s phase in contrast to most other MRI techniques. Phase offers im-

portant information about the underlying tissue structure and chemical

composition. Due to the phase’s limited domain [−π, π] artifacts or phase
wraps arise. SWI uses a special post processing routine to get enhanced

contrast and also uses the phase as an input.

In this master thesis the standard SWI sequence is extended to acquire mul-

tiple echoes (ME-SWI). To evaluate the newly developed sequence against

the state of the art sequence the signal to noise and contrast to noise are

calculated in different brain regions. Using multiple echoes 50% more signal

and 34 to 80% more contrast can be achieved. With the ME-SWI method

the MRI phase and signal decay is extracted simultaneously. The post pro-

cessing to eliminate phase wraps is adapted using a greater homodyne filter

kernel with increasing echo time. The signal decay or tissue relaxation time

R∗
2 is calculated from the magnitude images including a correction for back-

ground field inhomogeneities. Signal decay variation due to voxel geometry

and spatial smoothing are investigated too. Larger voxel decrease the signal

decay, while the decay with spatial smoothing up to an region volume of 16

mm3 increases.

A scan-rescan experiment was performed to investigate the variability of

the phase and signal decay. The coefficient of variation was calculated

for all acquired data types (phase, magnitude, SWI, and R∗
2) to determine

reproducibility. Phase showed a significant better reproducibility than the

signal decay. The result of this sequence are sharper images, where venous

vessels up to 0.1 mm are visualized and maps in form of the signal decay

and MRI phase of brain iron content can be computed within one scan.
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1
Introduction

Magnetic resonance imaging (MRI) is the most powerful medical imaging
technique these days. This imaging technique broadens it’s spectrum with
permanent increase of applications and image processing tools.
This thesis focuses on susceptibility weighted imaging (SWI) which offers
a new type of contrast in MRI compared to the typical T1 or T2 con-
trast. This modality not only uses magnitude image information, but also
takes the phase data into account. Phase exploits and evaluates the mag-
netic properties of blood, iron and other tissue types and is very sensitive
to small field-inhomogeneities, that are produced by magnetic susceptibil-
ity differences in structures. To produce an enhanced magnitude contrast
phase and magnitude images are combined and reflect a contrast very sensi-
tive to venous blood, hemorrhage and structures with high iron content. As
this imaging method also relies on the BOLD (blood-oxygen-level-depend)
effect, SWI was referred to BOLD venography in the beginning [1] [2]. SWI
applications range from a variety of neurovascular and neurodegenerative
diseases [3] trauma [4] [5], stroke [6] [7], cerebrovascular disease [8], ve-
nous anomalies [9], tumors [10] [11], Parkinson’s disease [12] [13], multiple
sclerosis [14] [15], Huntington’s disease [16], Alzheimer disease [17], identi-
fying breast calcifications [18], as well as examination of physiological pro-
cesses [19] [20] [21].
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The aim of the present work was to design a SWI sequence aiming to gain
susceptibility contrast without increasing acquisition time. Therefore the
standard SWI single echo gradient echo sequence was extended acquiring
multiple echoes. Besides the gain in contrast and signal, the signal decay
also could be extracted from the magnitude data. Using this post process-
ing step the signal decay relaxation time R∗

2 can be calculated. As phase’s
limited interval [−π, π], the phase information has to be unwrapped. An
adaption of the phase unwrapping routine to this sequence has been in-
vestigated too. Furthermore the reproducibility of this sequence extracted
metrics phase, R∗

2, magnitude and SWI were evaluated with a scan rescan
experiment. As R∗

2 is used to assess brain-iron content the effects and change
of R∗

2 due to spatial smoothing or change in voxelsize have been investigated.

The first two introductory chapters explain the theory of NMR and MRI.
The basic MRI methods are explained in chapter 4. Chapter 5 discusses
the basic principles of susceptibility contrast and the properties of blood.
The data acquisition parameters and post processing steps of SWI are in-
troduced in chapter 6. The development of the sequence, it’s parameters,
the calculation of the relaxation time R∗

2 are addressed in chapter 7. A
comparison of the signal-to-noise ratio (SNR) and contrast-to-noise ratio
(CNR) between the standard single echo SWI sequence and the multi echo
SWI sequence are illustrated in the same chapter. Chapter 8 investigates
the reproducibility of the multi echo SWI sequence metrics. This chapter
furthermore exploits the effects of smoothing magnitudes images and the
acquisition with different voxel-dimensions in aspect to the change of R∗

2

and its reproducibility.
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Part I.

Theory of NMR and MRI
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2
Nuclear Magnetic Resonance

Introduction

The principle of nuclear magnetic resonance (NMR) was discovered indepen-
dently by Bloch and Purcell in 1946. NMR uses the fact that every nucleus
with an odd number of protons placed in a strong magnetic field can be
excited to a higher energy level by an electromagnetic pulse. The excited
spins then return back to the energy equilibrium and the absorbed energy
is released. This retransmitted energy is measured in NMR. It provides
information about the physical properties of the elements in the excited
object. NMR is therefore used to obtain physical and chemical properties
of the examined object. This chapter will explain the NMR basis. The next
chapter will expound the important step from NMR to magnetic resonance
imaging (MRI) to spatially encode the resonance signal so the exact spatial
position of the signal can be decoded.

2.1. Atomic Nuclei

Each nucleus with a odd number of protons or neutrons (mass number A)
has a nuclear angular spin momentum, called spin I. That momentum acts
like a small magnetic dipole. Table 2.1 presents typical nuclei and their
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Atomic Number Mass Number I A
ZNucleus

even even 0 12
6C,

16
8O

odd odd 1
2 ,

3
2 ,

5
2 , . . .

1
1H,

15
7N,

19
9F,

31
15P

even odd 1
2 ,

3
2 ,

5
2 , . . .

13
6C,

17
8O

odd even 1, 2, 3, . . . 2
1H,

14
7N

Table 2.1.: Properties of some nuclei.

properties. As a result of the rotating charge, these nuclei have a magnetic
moment µ,

µ = γ�I, (2.1)

where γ is the gyromagnetic ratio and � = 6.6 · 10−34[Jsec] the Planck’s
constant for the specific nucleus. Without any external magnetic field the
orientation of the spins and magnetic moments is random, which leads to
zero net magnetization Mz (Fig. 2.1A). With an external static magnetic
field B0 applied in one direction (throughout this report referred as the
z-direction) the nuclei will align parallel (n+) and anti-parallel (n−) with
the magnetic field B0 (Fig. 2.1B).

Figure 2.1.: A: Without external magnetic field B0 there is no net magnetization
due to Brownian motion. B: Spins inside a magnetic field align parallel or anti-parallel
to B0 [22].

The protons with magnetic vectors parallel to the magnetic field (mI = 1/2)
will have a slightly lower energy than the anti-parallel (mI = −1/2) state,
where the energy difference ∆E (Fig. 2.2A) is

∆E = �γB0. (2.2)

This is the energy needed to ’lift’ or excite protons from their lower energy

7



level to their higher one. The exact ratio between the number of protons in

parallel (n+) and anti-parallel (n−) state is given by the Boltzmann distri-

bution

n−

n+
= exp(−γ�B0

kBT
), (2.3)

where kB = 1.3807 · 10−23
J/K is the Boltzmann constant and T is the

temperature. Since n+ > n− (Eq. 2.3) it is clear that there is a non-zero

total net magnetization vector M0. The magnitude of M0 is the sum of the

magnetizations of all the nuclei. The orientation of M0 is the same as the

direction of the main magnetic field B0 (Fig. 2.2B).

Figure 2.2.: A: The energy difference ∆E dependency to the magnetic field B0.
B: Net magnetization Mz produced by the differences n+ > n− in direction of B0.

The strength of the magnetization Mz (Eq. 2.2, 2.3) can be increased

by lowering the temperature (this is not suitable for medical purposes)

or by increasing the strength of the main magnetic field B0. The spins

can switch from the lower energy state to the higher energy state by an

absorption of a photon. The energy of the photon must precisely match the

energy difference ∆E between the two states. Since the energy of a photon

is related to its frequency, thus only a photon with the exact frequency

(called Larmor or resonance frequency) ωL will cause the transition of the

proton to the higher energy state. The resonance frequency ωL of a proton

is proportional to the strength of the external magnetic B0

ωL = γ ·B0[rad · s−1
]. (2.4)

The frequency of precessing 1H atom in a 3 Tesla magnetic field is approx-

imately 127.72 [rad · s−1
] .
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2.2. Relaxation Phenomena

Applying a radio-frequency (RF) field B1 which is perpendicular to the
static magnetic field B0 and which rotates with a frequency ω about the
z -axis

B1 =




B1 cosωt
B1 sinωt

0



 , (2.5)

excites the spins. If ω is equal to the resonance or lamor frequency ωL the
energy amount reaches a maximum. Applying the RF field will lead to
an angular excitation of the spins from the z-direction into the xy plane.
Length and power of the RF field defines the amount or degree of excitation.
A 90◦ degree pulse excites the spins parallel to the z-direction fully into
the xy plane. The net magnetization Mz directly after the pulse is zero,
but the magnetization in the xy plane reaches a maximum (transversal
magnetization). After the RF field is applied, all excited spins will relax
and return from the xy plane back to the z-direction. The magnetization
returns in an exponential fashion with a time constant T1 in order of 100-
1000 ms back to the equilibrium and has specific values for different tissue
types (Table. 2.2) [23].

Tissue T1 [ms] T2 [ms]

gray matter 950 100
white matter 600 80
muscle 900 50
fat 250 60
blood 1200 100-200
cerebrospinal fluid 4500 2200

Table 2.2.: Spin-lattice relaxation times T1 and spin-spin relaxation times T2 of
several tissues at a field strength of 1.5 T. The T2 is always shorter than T1 (adopted
from [23]).
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The z-component Mz(t) after the excitation is

Mz(t) = M0(1− et/T1), (2.6)

where M0 is the magnetization vector in the equilibrium state and T1 is the
longitudinal or spin-lattice relaxation time in milliseconds.

Figure 2.3.: (left) The spin-lattice relaxation is the reversion-process of the mag-
netization Mxy from the xy- plane towards Mz. The dephasing of the spins in the xy
plane is observed at the same time Mz increases. This increase has an exponential
decay with the time constant T1 (right).

The dipole-dipole interaction between neighboring spins is the second type
of relaxation, the so called transverse or spin - spin relaxation . Spins
flipped into the xy-plane they start to precess with ωL. In the beginning all
spins precess phase-coherent, but with increasing time the spin-spin interac-
tion and therefore different local magnetic fields destroy the phase-coherence
of the single magnetic momentum. Some spins precess faster than the ro-
tating frame with a frequency higher than ωL and some precess at a lower
frequency.
This leads to the exponential decay of the transversal magnetization Mxy

with the transverse relaxation time T2 (Fig. 2.4) (Table. 2.2)

Mxy(t) = Mxy(t0)e
−t/T2 . (2.7)

Spin-lattice relaxation and spin-spin relaxation occur independently. T1 is
explained by the energy exchange with the lattice. T2 is signal loss due
to randomization of spin orientations. Both relaxation times T1 and T2

produce the mainly used image contrast mechanism in anatomical MRI.
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Figure 2.4.: (left) The destruction of the phase-coherence, due to different local
magnetic fields decreases the magnetizationMxy in the xy-plane. Different spin envi-
ronments (e.g. different tissues types: white and gray matter) will lead to differences
in relaxation rates T2 and provide contrast (right).

2.3. Free Induction Decay FID

The free induction decay (FID) can be explained in an simple one pulse
experiment. Using a 90◦ RF pulse from t = −tp and length tp in y direction,
the net magnetization will reach a maximum at t = 0 in x direction (Fig. 2.5
(left)). The Magnetization in the three dimension are:

Mx(t) = M0e
−t/T2 cosωLt

My(t) = M0e
−t/T2 sinωLt

Mz(t) = M0(1− e−t/T1). (2.8)

The magnetization Mz and My will precess with the Lamor frequency ωL

around the static magnetic field B0 immediately after turning the pulse off.
This leads to induction in the receiver coil. The induction will decrease
exponentially with the already presented relaxation time T2. Fieldinho-
mogeneities of B0 lead to spatially variant field strengths and therefore
to different Lamor frequencies. This yields also to further reduction of
phase-coherence of the spins and to an additional magnetization loss of the
transversel magnetization (Fig. 2.5). This additional signal loss mechanism
is described by the relaxation time T ∗

2 :

1

T ∗
2

=
1

T2
+ γ∆B0 =

1

T2
+

1

T
�
2

, (2.9)
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Figure 2.5.: (left) The exponential signal decay of the magnetization Mx (real
part) and My (imaginary part) after a 90◦ RF pulse. The transverse magnetization
precesses at the Larmor frequency and decays with a characteristic time constant T ∗

2

as time progresses. (right) A 3D visualization of the complex FID signal described by
the two projections on Mx and My planes, corresponding to the real and imaginary
components (adapted from [24]).

where ∆B0 is the local field inhomogeneity of B0 and T
�
2 the time constant

determined by spin dephasing in mesocscopic (i.e. with spatial frequencies
corresponding to the size of a voxel) and macroscopic (i.e. with spatial
frequencies corresponding larger than the voxel size) field inhomogeneities.

The trend of the induction signal intensity is called free induction decay
or free induction signal (Fig. 2.5). The magnetization Mx and My are the
real and imaginary part of the FID. The FID contains the whole nuclear
spin information. This time domain information is converted to frequency
domain applying the Fourier transform.
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3
Magnetic Resonance Imaging

Introduction

MRI is probably the most important application of NMR. The important
step from NMR to MRI is to spatially encode the resonance signal so the
exact position of the signal can be decoded and images can be acquired.
Magnetic field gradients are used to encode the position of the signal. A
field gradient is an additional magnetic field, in the same direction as B0,
whose amplitude varies linearly with position along a chosen axis. The
idea is that the field gradients imposed on the main magnetic field B0 will
locally change the resonance frequency ωL. To encode spatially in three
dimension the field gradients have to be changed in strength and timing
along the acquisition. The main magnetic field B0 is along the z direction,
while magnetic field gradient are applied along any axis x, y, z:

Gx =
dB0

dx
;Gy =

dB0

dy
;Gz =

dB0

dz
(3.1)

13



3.1. Slice Selection

In order to select an xy plane with the slice thickness ∆z a magnetic field
gradient and an RF pulse are applied orthogonal (z direction) to this plane.
The RF pulse with a sinc shape has a rectangular frequency-profile with a
center frequency ω(z0)

ω(z0) = γ · (B0 +Gz · z0) (3.2)

and a bandwidth of

∆ω = γ ·Gz ·∆z. (3.3)

Spins in the area from z0 − ∆z
2 ≤ z ≤ z0 +

∆z
2 will be excited. The slice

thickness varies with the bandwidth∆ω and/or the strength of the magnetic
field gradient Gz (Fig. 3.1).

Figure 3.1.: The influence of the slice thickness ∆z using different slice selection
gradients Gz. The stronger gradient Gz1 results in the thinner slice ∆z1 and vice
versa.

14



3.2. Frequency Encoding

RF pulse and slice gradient selection excites a certain region, but there is
no spatial encoding within the slice or slab yet. There are two ways to
encode the signal spatially, the frequency encoding and the phase encoding.
Spatial encoding along the x-axis is called frequency encoding (or encoding
in the direction of the readout gradient). A magnetic field gradient Gx is
applied along the x-axis after the RF pulse excitation and slice selection
gradient Gz. The position on the x-axis corresponds now to the precession
frequency and vice versa (Fig. 3.2).

Figure 3.2.: Illustrates the effects of a frequency encoding gradient Gx. The three
gray rectangles represent homogeneous samples with different location (x-direction)
and different amounts of protons (represented by the dimensions of the rectangles).
The frequency depends on the x-axis location and the amplitude is proportional to
the amount of protons. The resulting signal of the three probes is displayed at the
bottom [25].

The received signal in the receiver coils is a sum of harmonic functions with
different frequencies and amplitudes. The amplitude is proportional with
the proton density of a given voxel and the frequency describes the position
on the x-axis. Since the frequency encoding experiment encodes position
into frequency, the Fourier transformation of the signal is actually a one
dimensional projection of the object along the gradient direction.

15



3.3. Phase Encoding

To encode the signal with phase encoding the spins phase is used as a

function of position. A magnetic field gradient Gy is applied along the

y-axis for a short time. This affects the precessing frequency. Spins at

distinct spatial positions start precessing at slightly different frequencies.

After the gradient is turned off the spins begin to precess again at the

original frequency. But now these spins all have different phases. These

phases now represent the spatial position along the y-axis (Fig. 3.3).

Figure 3.3.: Illustrates spatial signal encoding in two dimensions with frequency
encoding along the x-axis applying the gradient Gx and phase encoding along the
y-axis using the field gradient Gy. The black arrows represent the different phase
values along the y direction and the sine waves present different frequencies along
the x direction.

3.4. k-space

The measured MR signal depends on the gradient strength and timing, and

result in the so called k-space or frequency space [26] [27]. One point k
in k-space is defined by the time characteristics of the gradients after the

RF-pulse (t = 0)
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kx =
γ

2 · π

� t

0

Gx(t
�
)dt

�
,

ky =
γ

2 · π,

� t

0

Gy(t
�
)dt

�
,

kz =
γ

2 · π

� t

0

Gz(t
�
)dt

�
. (3.4)

The k-space is represented by a matrix, where the MR-signal is placed in

the corresponding location k:

S(kx, ky, kz) =

� � �
p(x, y, z)e−i·2π·(kx·x+ky ·y+kz ·z)dxdydz, (3.5)

where p is the spin-density and a relaxation-time depending parameter.

The way k-space is traversed and data acquired is called the k-trajectory.
Trajectories are usually cartesian, spiral, radial or propeller sampling. One

vector point k represents one point in k-space and describes a sine wave

with the wavelength λ = 2π/ |k| with perpendicular direction to the wave’s

front k. The complex MR-signal is defined as p̂ and is a result of the waves

superpositions. Mathematically this is described by the inverse Fourier

transform of S(kx, ky, kz).

p̂(kx, ky, kz) =

� � �
S(kx, ky, kz)e

i·2π·(kx·x+ky ·y+kz ·z)dkxdkydkz, (3.6)

The Fourier Transform of k-space results in the desired MR-image. Data

points in k-space are discrete and constrictive sampled. k-space trajectories
describe the k-space sampling (Fig. 3.4 (right)). Sequence pulse diagrams

are used to visualize the time elapsed of the applied gradients strength

and RF-pulses (Fig. 3.4 (left)). Both tools together represent a convenient

way to display complicated imaging acquisition. One example the spin-

warp sequence [28] which is shown in Fig. 3.4: The positive slice selective

gradient Gz slobe excites a certain slice, the negative lobe of Gx brings

the k-space trajectory to the kmax
x position. The Gi

y strength defines the

corresponding ky-position. The readout sampling of the echo and and the

applied positive Gx causes the trajectory travel from kmin
x (left) to kmax

x

(right). This sequence is repeated with different Gi
y until the whole k-space

is covered. Note that only discrete points in k-space and not continuous
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Figure 3.4.: Pulse diagram of the spin warp sequence and the corresponding
trajectory in k-space. It is common to show only one excitation pulse, although as
many RF-pulses as phase encoding gradients Gy have to be applied. The dashed
arrows in the image of the trajectory correspond to the phase encoding steps Gy in
the pulse diagram [25].

values are acquired.

3.5. Field of View - FoV

The two or three dimensional spatial encoding area of the image is defined
as the field-of-view (FoV). The FoV is usually square or rectangular and
contains the object of interest. It is defined by its size and position in the
phase-encoding and the frequency-encoding direction. The discrete sam-
pling of k-space and the use of the Fourier transform lead to consequences
for the image and directly influence important image parameters:

• The image resolution of the image ∆x, the distance between to cal-
culated image points, where

∆x =
2π

FoV
. (3.7)

The image resolution worsen the smaller the sampled area in k-space.

• The image dimensions (FoV)

FoV =
2π

∆k
, (3.8)

the FoV gets smaller, the less data points in k-space are sampled.
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Therefore the size of the FOV in the image space is related to the sampling

distance ∆k in k-space:

∆k =
1

FoV
(3.9)

Figure 3.5.: Aliasing fold-over arti-
facts are produced by the acquisition
of a too small FoV not covering the
entire brain.

The position of the FoV can be adjusted

by shifting the strength of the magnetic

gradients. The resolution in the FoV is

related to the range of the retrieved k-
space values. Since the k-space image

is the Fourier image of the slice values

in k-space for higher ky correspond to

higher frequencies and therefore higher

resolution. It is important to set the

FoV to cover the whole imaged object,

because parts of the imaged object that

are not in the FoV are misinterpreted by

aliasing (as being inside the FoV). This

is due to the periodicity of the Fourier

transformation. This effect is referred

as the fold-over artifact (Fig. 3.5).
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4
Imaging Methods

4.1. Introduction

MRI offers a variety of different contrasts underlying the usage of different
pulses on gradient protocols. This chapter gives an overview of the most
important basic imaging methods. Then, the standard imaging technique
spin-echo imaging is presented, because of its broad use in MRI. The imag-
ing technique gradient-echo (GRE) imaging as it was used for this work is
explained in the chapter as well.

4.2. Spin-Echo Imaging (SE)

In spin echo imaging (SE) a 90◦ pulse is used to flip the magnetization
vector to the transverse plane (Fig. 4.1). After the pulse, the magnetiza-
tion vectors of all spins begin to dephase due to small inhomogeneities of
the main magnetic field. After half the echo time TE/2, a 180◦ refocusing
pulse is applied. Neglecting all the relaxation phenomena, this will cause
the dephased magnetization vectors to flip around the y-axis in the trans-
verse plane. The dephasing continues to happen in the same direction as
before the 180◦ pulse. Consequently, after the second pulse the dephasing
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effectively becomes rephasing. At TE, all the magnetization vectors are
back in phase again emitting the maximal signal (Fig. 4.3). The advantage
of this method is that the effects of static, time independent field inhomo-
geneities, resulting in T �

2, are compensated. Signal intensity at a certain
TE in spin-echo imaging is always higher than in gradient-echo imaging,
because T ∗

2 is always faster than T2 (Fig. 4.2).

Figure 4.1.: A schematic presentation of the spin echo principle. After the 90
◦

RF pulse the magnetic moments precess within the xy-plane. As time passes the

moments will dephase due to field inhomogeneities (top row). A 180
◦
pulse is used

to set the slower moments in front of the faster. Hence the faster moments will form

an echo at the same time as the slower moments (bottom row).

Figure 4.2.: The envelopes indicate the faster T ∗
2 and the slower T2 signal decay

and the spin echo at t = TE.
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Figure 4.3.: Sequence pulse diagram with the usage of magnetic field gradients
displaying the spin-echo sequence. The usage of the slice-selection Gz, the phase-
encoding Gy and the read-out gradients Gx and the RF-pulses is shown.

4.3. Gradient-Echo Imaging (GRE)

The main difference between SE and GRE is the missing 180◦ pulse be-
tween excitation and data acquisition. Instead, gradient reversal on the
frequency-encoded axis forms the echo (Fig. 4.4). After the 90◦ pulse ex-
citation all magnetization is flipped into the xy-plane. First applying a
frequency-encoding gradient with negative polarity will destroy the phase
coherence of the precessing spins (dephasing). The same gradient is applied
with opposite polarity which leads to rephasing of the spins to form a gra-
dient echo. This pulse sequence is the simplest imaging sequence. Since
no 180◦ refocusing pulse is needed to generate gradient echoes, very short
repetition times (TR) can be achieved. As TR is a major determinant
of the overall scan time of a GRE sequence and of most other sequences
much faster imaging is possible compared with SE sequences. As a result,
GRE sequences are less frequently troubled by motion artifacts and are thus
preferred whenever a short scan time is desirable. Examples include vascu-
lar and cardiac imaging and acquisitions that require breath-holding. The
ḿissing1́80◦ pulse in the SE leads to a rephasing of spins that were dephased
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by mesoscopic field inhomogeneities (T �
2). As this pulse and the rephasing

do not exist in gradient echo imaging this method is sensitive to static field
inhomogeneities and the signal decays with T ∗

2 . The longer the selected
TE the more accentuated T ∗

2 contrast is achieved. T ∗
2 weighted images are

useful to detect calcifications or deposits of blood products in tissues with
a very short T2 such as connective tissues. GRE sequences are also used
in conjunction with the administration of iron oxide-based contrast media.
These effects are employed in susceptibility weighted imaging (SWI) and
will be explained in detail in chapter 6.

Figure 4.4.: A schematic illustration of the gradient echo sequence. After the
90◦ pulse the magnetic moments precess in the xy-plane and start dephasing due to
an inhomogeneous field (top row). Flipping the sign of the dephasing or frequency
encoding gradient spins start to rephase. Spins that precessed faster before, will
precess slower and vice versus. This leads after TE/2 to the so called gradient echo
(bottom row).

4.3.1. 3D Gradient Echo Imaging

The sequence used in this work is a high resolution 3D multi echo GRE
SWI (see Chapter 7). This 3D imaging sequence excits a much thicker
slab of slice, where the signal from each sub-slice is encoded by a second
phase encoding gradient. Each RF-pulse excites the whole slab, but differ-
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ent phase-encoding gradients encode the signal in z-direction. After this
encoding step the rest of the sequence remains the same. As an interleaved
acquisition is not possible with a second phase encoding, the repetition times
(TR), the time between two RF pulses, have to be short to get acceptable
total acquisition time. This leads to small flip angles (FA typically 15◦ to
25◦). Thin slices lead to decreasing intra-voxel T ∗

2 and short TE to higher
MR-signal. Further partial volume effects are increased for very small ob-
jects, which is necessary for the application of SWI and the visualization of
small venous vessels. Small flip angles lead to low specific absorption rates
(SAR), which defines the amount of RF-pulse energy used in a sequence.
The total acquisition time Tacq for a 3D gradient echo sequence is defined
as

Tacq = (Nphasey ·Nphasez · TR) ·Navg, (4.1)

where Nphase is the number of phase encoding steps in y and z-direction
and Navg the number of averages.
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Part II.

Magnetic Susceptibility, Phase
and R∗

2
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5
Principles of susceptibility

contrast

5.1. Magnetic Susceptibility

Magnetic susceptibility is defined as the magnetic response of a substance
when it is placed in an external magnetic field. The induced magnetization
M of an object inside a magnetic field is defined by

M = χH , (5.1)

where χ is the magnetic susceptibility and H is the magnetic field strength.
The magnetic induction B is related to H by

B = µ0(H +M ) = µ0(1 + χ)H = µH , (5.2)

where µ0 is the magnetic permeability of free space and (1+χ) is the relative
permeability of the material and represents the change of the magnetic field
B inside the material. Diamagnetic substances show a χ < 0, substances
with χ > 0 are called paramagnetic, when |χ| � 1. When |χ| � 1 the sub-
stances are referred to as ferromagnetic for positive χ and anti-ferromagnetic
for negative χ.
Placing a sample with two materials of different magnetic susceptibilities
inside a static magnetic field leads to change in the magnetic field inside
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and outside the sample. An example for a spherical sample is shown in

Fig. 5.1.

(a) χext = χint (b) χext < χint

Figure 5.1.: A substance with χint is placed into a medium with χext which leads
to a distortion of an external magnetic field (adapted from [25]).

Heterogeneous susceptibility distribution leads to local field inhomogeneities,

resonance frequency shifts and therefore phase changes and signal loss.

These effects of inhomogeneities of the magnetic field can be categorized

into three groups depending on the measured voxelsize [29].

Magnetic fieldinhomogeneities Effects & application

microscopic � voxelsize dynamic MRI with usage of a contrast

agent (shortening of T1)

mesoscopic ≤ voxelsize visualization of venous vessels, iron as

well as calcifications due to signal loss

inside a voxel (T ∗
2 shortening)

macroscopic ≥ voxelsize local effects at air/tissue boundaries or

global effects due to static magnetic

fieldinhomogeneities

Table 5.1.: The effects on the MR-signal due to magnetic fieldinhomogeneities
relating to the acquisition voxel dimensions.
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5.2. Magnetic Properties of Blood

Figure 5.2.: The
heme.

The transport of oxygen and carbondioxide is the a
main purpose of blood. Blood consists of erythro-
cytes, thrombocytes, leukocytes and plasma. The
functional group in erythrocytes, on which 02 and
C02 bind is the protein haemoglobin (Hb). Hb con-
sists of four polypeptides with a heme attached to
each of them (Fig. 5.2) and one atom of iron at
the center of each heme. Each heme can bind one
molecule of oxygen. If oxygen is bound to the heme
the molecule is called oxyhemoglobin(HbO2), oth-
erwise it is referred to as deoxyhemoglobin (Hb).
The magnetic properties of HbO2 found to be dia-
magnetic whereas Hb is paramagnetic [30]. The

magnetic susceptibility of erythrocytes with oxyhaemoglobin is χHbO2 =
−9.19 ppm and erythrocytes with deoxyhemoglobin have a susceptibil-
ity of χHb = −6.7 ppm [31]. Only pure haemoglobin is paramagnetic
χ = +0.2 ppm. T2 relaxation-times are different of oxygenated and des-
oxygenated blood. T2 is 100 ms for venous and 200 ms for arterial blood at
1.5T [23]. T1 otherwise remains the same.

5.3. The BOLD effect

The Blood Oxygenation Level Dependent (BOLD) - effect [32] [33] is based
on the susceptibility differences ∆χ between oxygenated and deoxygenated
blood. The MR-signal is dependent on the venous blood oxygenation level.
∆χ between venous blood and surrounding tissue is

∆χ = χdo ·Hct · (1− Y ). (5.3)

where Y is the oxygen saturation, Hct is the Hematrocit and χdo = 2.35ppm
the difference between fully oxygenated and completely deoxygenated blood [31].
The BOLD effect is the basis of venography with SWI and functional mag-
netic resonance imaging (fMRI).

5.3.1. Single Cylindric Vessel

To compute the magnetic field inside Bint and outside Bext of a blood vessel,
the vessel will be modeled as a cylinder of infinite length with a magnetic
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susceptibility χint, embedded in a medium of susceptibility χext [34]

Bint =

�
1 +

χext

3
+

χint − χext

6

�
3 cos2 θ − 1

��
B0 (5.4)

Bext =

�
1 +

χext

3
+

χint − χext

2
sin2 θ

a2

r2
cos 2φ

�
B0,

where a is the radius of the vessel, θ is the angle between the vessel and the
static magnetic field B0. The angle φ describes the angle in the xy-plane
(Fig. 5.3a). The field inside the vessel is independent of φ. The field is
homogeneous with the same precession frequency. The intra- and extra-
vascular field distribution as given in Eq. 5.4 are visualized in Fig. 5.3b,
with θ = 30◦ to the static magnetic field. At θ = 54.73◦ the internal field is
zero (3cos254.73◦ − 1 = 0) and therefore equal the field far away from the
vessel. Bext is inhomogeneous for all θ �= 0◦.

(a) (b) θ = 90◦

Figure 5.3.: (a) Model of a blood vessel in an external magnetic field with
parameters.(b) Magnetic field distribution of a cylinder perpendicular to B0 (adapted
from [25]).

These magnetic field changes can be detected in phase using sequences
which are sensitive to small magnetic field changes, such as gradient-echo
sequences (section 4.3). The intravascular, but especially extravascular field
distortions seen in Fig. 5.3b, lead to a strong signal loss inside a voxel. These
distortions allow the visualization of smallest vessels of a diameters around
100 µm even if the vessels cover a small portion of the voxelvolume.
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6
Susceptibility Weighted Imaging

6.1. Introduction

MRI uses different contrast mechanism to distinguish between tissue types
or chemical compositions. As shown in the previous chapter magnetic sus-
ceptibility of blood depends on the degree of oxygenation. This dependency
can be used to create additional contrast to T1 or T2. Not only blood but
also susceptibility differences due to tissue iron content [35], calcification or
hemosiderin can be utilized to generate contrast. This new contrast mecha-
nism is called susceptibility weighted imaging (SWI). The image acquisition
and the data post processing will be explained in this chapter.

6.2. SWI data acquisition parameters

SWI typically uses a 3D gradient echo sequence with flow compensation
in all three gradient directions, hence moving spins in venous vessels and
ateries are acquired. For the visualization of small venous vessels high
resolution image have to be acquired to maximize the partial volume effects,
where the occupied volume of the vein should be large within a voxel. To
display small veins of diameter down to 100 µm, typical acquisition matrices
of 512 (readout)× 512 (phase in y-direction)× 50 - 80 (phase in z-direction)
voxels are necessary. Typical TE at 3T are 20-30 ms and a TR of 30-50 ms
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to obtain good susceptibility contrast. Due to strong T ∗
2 weighting and long

TE the sequence is sensitive to small local magnetic field changes. The flip
angle which excites the longitudinal magnetization into the xy plane has a
maximal SNR at the Ernst angle. Typical flip angles at 3T are around 15◦

to 25◦.

6.3. Using phase information

The MR signal is a complex value having a magnitude and phase at all data
points. Mainly magnitude signal values from GRE sequences are used for
clinical purpose. What distinguishes SWI from conventional GRE imag-
ing is that the phase of the signal is incorporated to obtain images with
improved contrast. The phase contains valuable information [36] and has
a higher SNR compared to the corresponding magnitude [37]. Both mag-
nitude and phase of the susceptibility weighted data are sensitive to local
variations in tissue magnetic susceptibility. These changes in the magnetic
field are mapped into the phase’s limited domain (π ≤ φ < π). The result-
ing ambiguities are usually referred to as phase wraps. The field inhomo-
geneities and therefore the number of phase wraps scale with field strength
and with echo time. The elimination of phase wraps is either performed by
the standard method homodyne filtering [38] or in image space using phase
unwrapping method [39] [40] [41].

6.3.1. Homodyne Filtering

The complex MR image I(x, y) is first convolved with a low pass filter kernel
(Lp)

ILP (x, y) = FLP • I(x, y) (6.1)

to produce a filtered complex image. Dividing the original image I by
the filtered image ILP results in a high pass filtered image IHP [38]. The
reduced unwrapped phase images are obtained by computing the arctan of
the division of the imaginary by the real part of the high pass filtered image
IHP :

φ = arctan

�
Imag[IHP ]

Real[IHP ]

�
. (6.2)

With increasing low pass filter kernel size, more lower frequencies are pass-
ing. This leads to better contrast in the resulting high pass filtered images
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Figure 6.1.: Increasing homodyne filter kernel ranging from left to right from 0.2%
to 0.6% of k-space data with an increment of 0.1% per image. With increasing kernel
size, higher frequencies are blocked, which leads to reduced contrast of structures,
but more phase wraps are eliminated especially along the borders of the brain.

of low spatial frequency structures, but also to more remaining phase wraps
in low field inhomogeneities (Fig. 6.1).
For SWI at 1.5 T with a TE of 40 ms it was found that a window width of
about 20 to 25 % of the respective k-space dimension results in sufficient
phase wrap suppression and good susceptibility contrast [42].

6.3.2. Phase unwrapping

This phase correction is based on an image space region growing algo-
rithm [39] [40] [41]. The phase wraps are eliminated by adding multiples
of 2π to the corresponding pixels. Starting points are defined where the
phase is locally smooth. The unwrapping of each pixel is based on a slope
prediction obtained from its already unwrapped neighbors using as many
neighbors as possible. The whole concept of this algorithm is to guide the
region growing along the most reliable paths to deal with difficult areas as
late as possible and to use as much neighbouring pixel as possible. Phase
unwrapping preserves all spatial frequencies in contrast to homodyne filter-
ing, where low spatial frequencies are removed.

6.4. Phase mask and final SWI data

The unwrapped or homodyne filtered phase images are used to create a
phase mask which will be multiplied into the magnitude images to create
the final SWI dataset where contrast is enhanced in defined structures.
The phase mask is defined between 0 and 1, where positive phase values
(white matter (WM), cerebral spinal fluid (CSF)) are set to 1 and negative
values (veins, gray matter (GM) or tissue with high iron content) are scaled
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Figure 6.2.: A: typical phase values of different tissue types. B: Phase scaled
from 0 to 1 to create the phase mask (adapted from [43]).

between 1 to 0. The phase mask can be applied multiple times with the
magnitude image. A optimized contrast was found when multiplying the
mask four times with the magnitude [2]. Veins with phase of −π/2 to −π
result in almost the same phase mask value after four multiplications.

6.5. Minimal intensity projections

To visualize and follow venous vessels minimal intensity projections (mIP)
over a stack of slices are created. The minimum over slices ranging from z1
to z2 at every pixel (x, y) is taken (example illustrate in Fig. 7.8):

ImIP (x, y) = min(ISWI(x, y, z))z�[z1, z2]. (6.3)
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7
SWI with multiple echoes

7.1. Introduction

Gradient echo techniques are widely used in MRI. Applications include

among others, vascular imaging, 3D volume imaging and heavily T ∗
2 weighted

imaging. Gradient echo imaging is fast and has low specific absorption rates

due to small flip angles and the absence of refocusing pulses. The T ∗
2 relax-

ation time is very sensitive to changes in magnetic susceptibility. Iron as a

source of susceptibility variations is of particular interest [44], since it is a

potential marker for pathologies such as Parkinson disease [12] [13], Hunt-

ington disease [16], Alzheimer disease [17], or multiple sclerosis [14] [15].

The T ∗
2 decay is sensitive not only to tissue properties but also to back-

ground field inhomogeneities generated by air-tissue and bone-tissue inter-

faces or by imperfect shim. Therefore, the measured decay also depends

on imaging parameters such as voxel size and slice orientation. The de-

cay can be corrected for the unwanted influence from background inhomo-

geneities [45] [46]. Multi echo GRE imaging has been used to probe brain

tissue for its iron content [47] [48] and even for its myelin content [48].

The susceptibility weighted phase can be used to assess brain iron con-

tent [49] and to visualize brain anatomy in high detail [36] [37]. Since both

T ∗
2 and phase have the potential to assess brain iron content it seems a

worthwhile goal to acquire both types of information in one scan. The
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aim of this study was therefore to combine quantitative T ∗
2 measurements

with the capabilities of SWI [50] [2]. SWI was thus acquired with multiple
echoes. The phase correction by homodyne filtering was optimized for each
individual echo by adapting the size of the filter window. Maps of R∗

2 = 1/
T ∗
2 relaxation were computed from the magnitude of the data. The phase

was used to compute field maps to correct the R∗
2 maps from background

inhomogeneities. SNR and contrast to noise ratio (CNR) were compared
between single echo SWI and the proposed multi echo technique.

7.2. Data acquisition

Data from four healthy volunteers with no history of neurological or psychi-
atric diseases were acquired after obtaining informed written consent. This
work used a multi echo gradient echo sequence [51] [47] [52] [53] where not
only at one TE a gradient echo signal was acquired, but at different TE a

Figure 7.1.: Pulse diagram of a 3D Gradient echo sequence with multiple echoes.
The usage of the slice-selectionGz, the phase-encodingGy and the read-out gradients
Gx, the RF-pulses and the ADC (analog digital converter, data acquisition), is shown.
The read-out gradients alters its polarity according to the data sampling window with
its sampling time Ts at each TE.
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gradient echo was induced by the frequency encoding gradient. The pulse
sequence is displayed in Figure 7.1. After the data is acquired at five differ-
ent TE, RF spoiling is applied. Spoiling gradients represent gradient lobes
on one or more axes that dephase any residual transverse magnetization
before the next RF pulse.

Multi echo SWI data were acquired on a Philips Achieva 3T system equipped
with an 8 channel head coil using a 3D gradient echo sequence. Five echoes
with TE ranging from 13−41 ms and an interval of 7 ms were acquired with
gradients of alternating polarity [53]. The first echo is fully flow compen-
sated, whereas the third and fifth echo are flow compensated only in readout
direction. Due to the sequence configuration there is no flow compensation
on the second and fourth echo.

Further scan parameters were: TR = 45 ms, FA = 17 ◦ and a readout
bandwidth (BW) of 157 Hz/pixel; FOV = 210 × 60 × 160 mm3 ; spatial
resolution = 0.5 × 0.75 × 1.5 mm3 (voxel volume = 0.56 mm3) for the
acquisition and 0.41 × 0.41 × 0.75 mm3 for the reconstruction with a matrix
of 512 × 512 × 80 voxels. The average scan duration was 6.7 minutes. For
comparison of SNR and CNR a single echo scan with the same spatial
resolution (TE = 20 ms, TR = 45 ms, FA = 17◦, readout BW = 110
Hz/pixel, acquisition time 6.6 minutes) was acquired. In one subject an
additional scan with a spatial resolution of 0.4 × 0.6 × 1.5 mm3 (voxel
volume = 0.36 mm3) was acquired and reconstructed to 0.32 × 0.32 × 0.75
mm3.

7.3. Data processing analysis

All image processing was performed using MATLAB (The MathWorks, Inc.,
Natick, MA) and FSL (FMRIB, Oxford, UK) on a personal computer with 8
Gb of memory running GNU/Linux. Magnitude and phase of the data were
reconstructed on the MRI scanner using Sensitivity Encoding (SENSE) [54].

For SWI processing [50] [2] (Fig. 7.2) a symmetrically centered 2D Hanning
low pass frequency filter was applied in a sliced by slice manner to the
2D k-space data. For TE = 20 ms a filterwidth (FW) of 0.25 of the k-
space dimension was used. With increasing TE the spatial density of phase
wraps increases. Thus FW adaption for different TE was explored. The
FW of 0.25 at TE = 20 ms was used as a reference [42]. For longer TE
the FW was increased so that the residual phase wraps were comparable
to the situation at TE = 20 ms. The low pass filtered phase images were
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Figure 7.2.: Illustrates the SWI processing starting with the five acquired magni-
tude and phase images. A homodyne filter with constant filterwidth (FW) and echo
time adapted FW were used to filter the phase images. The phasemask is multiplied
with the power of four into the averaged magnitude which results in the SWI image
with enhanced visibility of venous vessels.

subtracted form the original phase images using complex division to produce
high pass filtered phase images. The assessment of the filter effect was based
on visual inspection of the resulting phase images. The filtered phase images
were converted into a negative phase mask. The fourth power of the mask
was multiplied with the corresponding magnitude images to obtain the final
SWI for each individual echo [50] [2]. Finally, the SWI of the five echoes
were averaged.
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7.4. Calculation of the Relaxation Time R∗
2

Maps of R∗
2 relaxation rates were computed from the five magnitude images

using a Levenberg- Marquardt least squares method for non-linear equa-
tions. The entire R∗

2 post processing procedure is shown in Figure 7.3.

Figure 7.3.: Fieldmaps were calculated according to Eq. 7.1. R∗
2 maps were

computed from the five magnitudes with the sinc-term correction by [45] [46].

Figure 7.4 illustrates the signal decay for voxels of different tissue types.
Magnitude data points and the calculated fitted curves are displayed. To
correct for signal decay due to background field inhomogeneities the method
proposed by Fernández-Seara and Wehrli [45] and extended by Dahnke and
Schäffter [46] was used, which assumes a constant gradient in through plane
direction. The field map required for this approach was calculated from the
unwrapped phase ∆(TEi+1, TEi) (using the ΦUN tool [39] of the complex
division from data of subsequent echo times TEi+1 and TEi:

∆Bi,i+1 =
1

γ (TEi+1 − TEi)
·∆�ϕ, (7.1)

where gamma is the gyromagnetic ratio of the proton. To improve SNR of
the field map, the average of the four possible ∆Bi,i+1 was computed. R∗

2

was determined by fitting the following Equation.

S∆B0(TE) = S0 · e−TE·R∗
2 ·

����
sin(γ ·∆B0/2 · TE)

(γ ·∆B0/2 · TE)

���� , (7.2)

where S∆B0(TE) is the magnitude signal intensity at TE; S0 is the signal
intensity at TE = 0 and ∆B0 is the linear field variation. The sinc-term
component in Eq. 7.2 is used for the correction of the influence from back-
ground field inhomogeneities.
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Figure 7.4.: Magnitude signal intensities for the five acquired echoes (datapoints)
and the fitted R∗

2 curves for a voxel in WM, GM and the substantia nigra (SN). R∗
2

was for WM = 20 ms−1, GM = 15 ms−1 and SN = 40 ms−1.

7.5. SNR & CNR comparison

The single echo data were co-registered to the multi echo data using FSL
by first registering the magnitude and then applying the registration pa-
rameters to the real and the imaginary part of the data. Phase images and
SWI were then reconstructed from the registered complex data. SNR and
CNR were determined for the single echo data and the combined magni-
tude images of the multi echo data. SNR was determined in six different
regions in WM. SNR increase was calculated for each region separately and
then averaged. CNR was defined as signal intensity differences between
two neighboring tissue types, divided by the standard deviation of noise.
CNR was evaluated between WM and the following structures: GM, puta-
men (Pu), corpus callosum (CC), optic radiation and veins. The standard
deviation of a different region in the CC was used as a measure of noise.

7.6. Results

The effects of constant versus adaptive homodyne filtering are shown in
Fig. 7.5 for phantom data and Fig. 7.6 for in-vivo results. With the standard
filter width of 0.25 for all echo times phase wraps started to appear at a
TE of 34 ms and degrade the final SW image.
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Figure 7.5.: Filtered phase images of the first to the fifth echo computed with a
constant filter width of 0.25 (top row) and adapted filter widths ranging from FW =
0.2 at 13 ms to FW = 0.4 at 41 ms with increments of 0.05 (bottom row). Within
the constant filter width phase wraps are present in the later echo times (34 and
41 ms) and in the combined phase and SWI, whereas the adapted filter successfully
reduces phase wraps at all echo times. Note that the strong field inhomogeneities
lead to signal loss in the magnitude due to intravoxel spin dephasing, which becomes
apparent in the final SWI images.

Figure 7.6.: Phase images of the first to the fifth echo produced with a constant
width of the homodyne filter (top row) and filter widths adjusted to the echo times
(bottom row). Adaptation of the filter width (FW = 0.2 at 13 ms to FW = 0.4 at
41 ms with increments of 0.05) results in a reduction of residual phase wraps.

Adapted filter widths ranging from 0.2 at TE = 13 ms to 0.4 at TE = 41 ms
with increments of 0.05 for every additional 7 ms (FW = 0.05/7·TE+0.107)
resulted in good suppression of phase wraps and good phase contrast. With
the adaptive filter the susceptibility contrast in the phase was similar for all
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echo times (Fig. 7.6). Combined multi echo magnitude images had better
SNR and CNR than their single echo counterpart (Fig. 7.7 and Table 7.1).

ROI CNR [%] SNR [%] R
∗
2 [ms−1

]

white matter - 46 ± 54 19.7 ± 1.1
gray matter 37 ± 49 - 15.2 ± 2.1
putamen 75 ± 137 - 27.1 ± 1
corpus callosum 66 ± 49 - 23.9 ± 1.0
optic radiation 80 ± 123 - 21.1 ± 1.0
veins 34 ± 50 - 47.3 ± 8

Table 7.1.: Increase in SNR and CNR and extracted R∗
2 values.

Small veins were better visible and less blurred in the multi echo images
than in the single echo images. SNR increased by about 50 % and CNR
increased by 34 to 80 %, depending on the tissue type Table 7.1. R∗

2 values
extracted from the four volunteers are compared with R∗

2 values by Péran
et al. [55], Du et al. [52] and Krüger and Glover [56] (Table 7.2).

R∗
2 Literature values [ms−1]

ROI R
∗
2 [ms−1

] Perán [55] Du [52] Krüger [56]

white matter 19.7± 1.1 18.7± 1.7 23.0±5.5 20.4±1.2
gray matter 15.2± 2.1 14.2± 3.9 - 21.6±1.7
putamen 27.1± 1 25.1± 2.2 29.0±8.9 -
corpus callosum 23.9± 1.0 - - -
optic radiation 21.1± 1.0 - - -
veins 47.3± 8 - - -

Table 7.2.: Extracted R∗
2 values compared to R∗

2 values from literature

Minimum intensity projections over 7.5 mm of the magnitude, the phase,
the venogram and the R∗

2 of the high resolution scan are shown in Fig. 7.8.
The R∗

2 map (Fig. 7.8D) and the phase image (Fig. 7.8B) displayed the best
contrast between GM andWM. The values for R∗

2 ranged between 15ms−1 in
GM and 47ms−1 in the optic radiation. Areas of large R∗

2 (bright) coincided
with venous vessels visible in the venograms.
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Figure 7.7.: One slice of the single echo SWI (A) and the combined five-echo
SWI (B). The zoomed areas show magnitude and phase of the single echo data
(magnitude in C, phase in E) and the combined multi echo data (magnitude in D,
phase in F). Visibility of small veins, SNR and CNR are improved in the multi echo
data (D,F) compared to the single echo images (C,E). Signal dropout in the frontal
regions is slightly increased in the multi echo image. CSF in the SWI multi echo
appears brighter, due to their short T ∗

2 .
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Figure 7.8.: Minimum intensity projections over 7.5 mm (10 slices) of the mag-
nitude (A), the phase (B) and the SWI (C) of the combined 5 echoes of the high
resolution scan (voxelsize 0.32 × 0.32 × 0.75 mm3). The R∗

2 map of the center slice
of the stack is shown in D. Small subependymal veins are visible in all 4 images.
Contrast between grey matter and white matter is best in the phase image and in
the R∗

2 map.
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8
Reproducibility of phase and R∗

2
using the multi echo SWI

sequence

8.1. Introduction

Gradient-echo MRI is sensitive to changes in the magnetic susceptibility
of tissue due to diamagnetic or paramagnetic substances. From the MRI
point of view, the most important diamagnetic substance in the human
body is calcium [57] [58] and the most important paramagnetic substances
are heme and nonheme iron [44] [59]. Nonheme iron is of particular interest,
because it is a strong modifier of magnetic susceptibility and it is associ-
ated with several neurological disorders, such as Parkinson’s disease [12] [13]
Alzheimer’s disease [60] [17], Huntington’s disease [16], and multiple sclero-
sis [14]. GRE techniques are attractive because they can be performed in
three dimensions at acceptable acquisition times and they have a low SAR,
which becomes important with the increasing number of scanners with field
strengths of 7T and above. Gradient echo images provide phase images and,
if acquired with multiple echo times, maps of R∗

2 relaxation. The phase not
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only provides images with good tissue contrast [36] and higher SNR com-
pared to the corresponding magnitude [37], but also gives information on
the magnetic susceptibility of tissues. One example, is the correlation with
brain iron content [49] [61] [62]. Also the R∗

2 maps generated from multi
echo GRE data allow us to obtain information on tissue iron content, for
example in Parkinson’s disease [63] [64] [47].

The high sensitivity of GRE imaging to changes in local field strength is also
a drawback: background field inhomogeneities and their spatial relationship
with the imaging geometry, in particular voxel aspect ratio and slice orien-
tation, have an influence on R∗

2 relaxation and phase. For some geometries
analytic models exist from which it be can determine the magnetic suscep-
tibility with high precision. Venous vessels, for instance, can be modeled
as straight cylinders. If the spatial relationship between the cylinder, the
imaging voxel and the main magnetic field is known, blood oxygenation for
a particular vein can be calculated [65] [19]. In general, the tissue geometry
is rather complex so that no analytical model exists. Moreover, background
field inhomogeneities produced by air tissue and tissue bone interfaces or by
imperfect shim have an additional effect on phase and signal decay of GRE
scans. A simple and effective way to control the influence from background
inhomogeneities is to use a high spatial resolution [66], which explains the
success of high resolution techniques, such as SWI [66] [1] [2] and the suc-
cess of GRE imaging at very high field strengths [20] [37]. The abundant
SNR at ultra high fields allows for very small voxel sizes, which leave little
room for the spatially slowly varying background field inhomogeneities. In
the phase, these components can be removed by high pass filtering [38] [67].

The effect on the T ∗
2 decay can be compensated by measuring the back-

ground field inhomogeneities and including their influence in the fit of the
signal decay [45] [46]. However, some of the background may still leak into
the final result for two reasons: 1) The cut off frequency of the high pass
phase filter is arbitrary and usually chosen to result in good phase contrast
without any visual influence from the background. 2) The correction for
additional R∗

2 decay only accounts for constant through plane gradients,
but not for more complex field inhomogeneities. Therefore head orientation
and the imaging geometry may still have an influence on the phase and the
magnitude of GRE MRI. This can make it difficult to compare results be-
tween different experiments if different voxel geometries or post processing
strategies were used. Even within a study with uniform post processing,
there may be variations which are not tissue specific but due to effects from
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background inhomogeneities.

The purpose of this work was therefore twofold: First, the reproducibility of
the metrics derived from multi echo GREmeasurements will be investigated.
In particular,i was interested in a comparison of phase and R∗

2, the two
most important GRE metrics. Second, I investigated how variations of
spatial resolution during data acquisition and spatial smoothing during post
processing influence these metrics.

8.2. Data acquisition

Twelve healthy volunteers (mean age 34 years, range 20 - 53 years) with
no history of neurological or psychiatric diseases were recruited. Informed
written consent was obtained from each subject prior to the experiment.
Multi echo SWI data were acquired twice (referred to Scan A and Scan
B) on a Philips Achieva 3T system equipped with an 8 channel head coil
using a 3D gradient echo sequence. The time period between scan A and
B was one to four days. Five echoes with TE ranging from 13 - 41 ms
and an echo interval of 7 ms were acquired with gradients of alternating
polarity. The first echo is fully flow compensated, the third and fifth echo
are flow compensated only in readout direction and the second and fourth
echo are not flow compensated. Further scan parameters are: TR = 45
ms, FA = 17◦ and a readout BW of 157 Hz/pixel; FOV = 210 × 60 × 160
mm3; spatial resolution = 0.5 × 0.75 × 1.5 mm3 (voxel volume (VV) = 0.56
mm3 ) for the acquisition and 0.41 × 0.41 × 0.75 mm3 (VV = 0.12 mm3)
for the reconstruction with a matrix of 512 × 512 × 80 voxels. The scan
duration was 6.7 minutes. The AC-PC (anterior-posterior commissure) line
was taken as the reference for both scans. In scan B, no special precautions
were made to reproduce the head position and orientation from scan A.

8.3. Data Processing

All image processing was performed using MATLAB (The MathWorks, Inc.,
Natick, MA) and FSL (FMRIB, Oxford, UK [68]) on a personal computer
running GNU/Linux. Magnitude and phase of the data were reconstructed
on the MRI scanner using SENSE [54].
The scans were coregistered by registering the magnitude of the first echo
and then applying the registration parameters to the real and the imaginary
part of all echoes. Phase and magnitude images were then reconstructed
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from the registered complex data. For SWI processing [1] [2] a symmetri-
cally centered 2D Hanning low pass frequency filter [38] with adapted filter
size (0.2 of k-space data at TE = 13 ms with increments of 0.05 for each later
echo) was applied in a sliced by slice manner to the 2D k-space data [51].
The low pass filtered phase images were subtracted from the original phase
images using complex division to produce high pass filtered phase images.
The filtered phase images were converted into a negative phase mask [2].
The fourth power of the mask was multiplied with the corresponding magni-
tude images to obtain the final venogram for each individual echo. Finally,
averages from the five echoes were calculated for the magnitude, phase and
the venogram.
Maps of R∗

2 relaxation rates were computed from the five magnitude im-
ages using a Levenberg- Marquardt least squares method for non-linear
equations. A correction for signal decay due to background field inhomo-
geneities was performed using the method proposed by Fernàndez-Seara
and Wehrli [45] and extended by Dahnke and Schäffter [46].

8.4. Regions of interest

Figure 8.1.: Upper row from left to right: Minimum intensity projection (mIP)
over 4.5 mm (6 slices) of the combined magnitude, phase, SWI and the calculated
R∗
2 map. Bottom row: Representative ROIs in the basal ganglia, structures in the

deep brain and venous structures (highlighted in white).

Twentyeight regions of interest (ROIs), as shown in Figure 8.1, were drawn
separately in each volunteer using FSL. In the deep brain, ROIs were placed
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in the substantia nigra (SN), the red nucleus (RN) and in the subthalamic
nucleus (STN). The SN pars compacta (SNc) and pars reticulata (SNr)
were subdivided into a medial (med) and lateral (lat) component. In the
midbrain, ROIs were drawn in the globus pallidus (Gp), the putamen (Pu),
the caudate nucleus (CN) and CC. The Gp was subdivided into the me-
dial and lateral part. Pu and the CC were divided into a posterior (pos)
and an anterior (ant) part [47]. To assess reproducibility of the data in
the presence of venous vascular structures, the thalamostriate vein, with
a diameter larger than the voxel size, and a subenpendymal vein, with a
diameter smaller than the voxel size, were identified. All listed structures
were drawn onto both hemispheres, labeled as left = L and right = R in all
tables and figures. The mean and standard deviation (SD) were calculated
for each ROI in the five echoes in phase, magnitude, SWI and in the com-
bined phase, magnitude, venogram as well as in the calculated R∗

2 maps. A
total number of 19 metrics in 28 ROIs in twelve subjects were investigated.

8.5. Reproducibility

To examine reproducibility of the different metrics, the coefficient of vari-
ation (COV) between scans A and B was calculated as the mean of the
standard deviations σ of the two scans A and B divided by the mean (indi-
cated by a bar) of the mean of the ROIs

COV =
(σROIA, σROIB)

(ROIA,ROIB)
(8.1)

All COV values presented within are averages over all subjects.

8.6. Spatial resolution and spatial smoothing

To simulate the effects of data acquisition with lower spatial resolution, 3D
Gaussian smoothing of the complex data (labeled GC) was performed with
kernel widths of 3 × 3 × 2, 5 × 5 × 3 and 7 × 7 × 5 voxels. To investigate
the effects of spatial smoothing Gaussian (G) and median (M) filters with
kernel sizes of 3 × 3 × 2, a 5 × 5 × 3 and 7 × 7 × 5 voxels were used. COV
and R∗

2 values were calculated for all ROIs and all filtering techniques.
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8.7. Results

Figure 8.2 displays the mean ± SD COV of the 19 metrics (R∗
2, phase,

magnitude and venograms of the 5 echoes and the combined magnitude,
phase and venogram) of the left lateral part of the SNc. The COV of the
magnitude, phase and venogram increases with echo time.

Figure 8.2.: The mean ± SD COV of all 19 metrics of the left lateral part of
the substantia nigra pars compacta (the indices indicate the individual echo times or
the combined five echoes). The COV is significantly (only the p-value of the least
significant ROI is shown p = 0.001) lower in phase images compared to all other
metrics. Due to lower signal at later echo times SNR decreases, which results in a
higher average COV. The higher SNR in the combined metrics results in lower COV
values compared to echo times of 27 ms and longer.

The COV of the combined data showed lower COV than the individual later
echoes (three to five) and comparable COV values to the first two echoes.
This trend was observed in all other ROIs. Therefore, only the results for
R∗

2 and the combined data for all ROI are shown in Fig. 8.3. The ROIs are
sorted according to their average ROI-volume ascending from left to right
in all figures. Phase showed the lowest COV (only the p-value of the least
significant ROI is shown) and therefore highest reproducibility in all ROIs
compared to R∗

2 (p = 0.0002), magnitude (p = 0.0014) and venogram (p =
0.0013). R∗

2 showed significantly highest COV compared to the magnitude
(p = 0.0002) and venogram (p = 0.005). Reproducibility was significantly
higher in the magnitude than in the venograms (p = 0.01).
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Figure 8.3.: Mean ± SD COV of the combined echo data of phase, magnitude,
venogram and R∗

2. In all ROIs phase had the significantly lowest (p = 0.001) and
R∗
2 the highest (p = 0.01) COV. All metrics showed a similar trend throughout the

ROIs, as indicated by the lines between the ROIs.

Mean ± SD of the individual echoes and combined of phase (Fig. 8.4) and
R∗

2 values (Fig. 8.5) were computed for all regions by averaging over all
subjects.

Figure 8.4.: Phase values (mean ± SD) of the five echoes and the combined
data. Phase decreases linearly with TE. No significant difference between the ROI
on the left and right hemisphere was found.
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Figure 8.5.: R∗
2 values over all subjects in all ROIs. There is a significant difference

in R∗
2 between the left and right medSNc (p = 0.04), LCN (p = 0.015) and the antPu

(p = 0.05).

No significant phase difference was found between ROIs in the left and right
hemisphere. A significant difference in R∗

2 was only found between the left
and right medSNc (p = 0.04), LCN (p = 0.015) and antPu (p = 0.05).
The thalamostriate vein showed a significantly higher COV (p = 0.002), R∗

2

(p= 0.02) values and significantly lower phase value (p= 0.002) compared to
the subenpendymal vein. No significant differences between the hemispheres
were found in R∗

2, phase and COV (Fig. 8.6).

Figure 8.6.: Comparison of R∗
2, phase and COV values between left and right

thalamostriate and subenpendymal vein. There was no significant difference (p =
0.06) between the left and right hemisphere in R∗

2, phase and COV. There were
significant differences between the thV and spV in phase (p = 0.002), R∗

2 (p = 0.02)
and COV (p = 0.002). The COV is larger in larger veins and in both types of veins
the phase has the lowest COV, followed by magnitude, venogram and R∗

2.
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The changes in the COV due to complex and spatial smoothing of R∗
2 are

displayed in Fig. 8.7. All smoothing filters lead to reduced COV in the ROI.
The strongest reductions in COV were obtained with Gaussian smoothing,
where the COV decreased on average by 26% with an 3 × 3 × 2 kernel, by
about 37% with the 5 × 5 × 3 kernel and by about 46% with the 7 × 7 ×
5 kernel. The decrease with the median filter was 9% with the 3 × 3 × 2,
20% with the 5 × 5 × 3 and 31% with the 7 × 7 × 5 kernel.

Figure 8.7.: The influence of complex and spatial smoothing on the COV in the
ROIs. Both smoothing approaches resulted in a lower COV and therefore a higher
reproducibility. Lowest COV values were achieved with Gaussian smoothing. There
were no significant differences in COV between smoothing of the magnitude and
smoothing of the complex data.

The effect of smoothing of the magnitude images and different spatial res-
olution at data acquisition on R∗

2 is presented in Fig. 8.8 and Figure 8.9.
The simulation of larger voxel sizes by complex smoothing increased in-
travoxel dephasing and therefore also increased R∗

2. The frontal areas of the
brain and areas above the nasal sinus show the largest increases in R∗

2 with
increasing voxel size (Fig. 8.8 G3C, G5C and G7C).
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Figure 8.8.: Representative slice of the calculated R∗
2 map (Orig) of deep brain

regions and the visual changes due to complex and spatial smoothing. With increas-
ing filter kernel size the image structures gets blurrier. Gaussian filtering smoothes
edges of structures; however, median filtering tends to preserve these structures and
edges better. The simulation of higher voxel dimensions (complex smoothing la-
beled with c) led to higher intravoxel dephasing in areas with higher background
field inhomogeneities, hence stronger signal loss in the magnitude and highlighted R∗

2

areas.
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Complex smoothing accelerated R∗
2 relaxation within all ROIs (Fig. 8.9).

With the 3 × 3 × 2 kernel R∗
2 increased on average over all ROI by 4.7%,

the 5 × 5 × 3 9% and the 7 × 7 × 5 voxel filter with 17.3%.

Figure 8.9.: Changes of R∗
2 values due smoothing of the magnitude and the

complex data. The ROI are sorted by their average ROI-volume ascending from left
to right. Complex smoothing resulted in an increase in R∗

2 proportional to the kernel
size. This increase was independent of the average ROI volume. In ROIs larger than
16 mm3 (CC) magnitude smoothing did not produce significant changes in R∗

2.

Smoothing of the magnitude images resulted in a general decrease of R∗
2.

Significant decreases in R∗
2 were observed only with an averaged ROI volume

smaller than 16 mm3. Larger ROI structures showed no significant changes
from the original R∗

2. Gaussian filtering with a 3 × 3 × 2, 5 × 5 × 3 and
7 × 7 × 5 voxel kernel decreased R∗

2 on average between 2.3 to 6.9% only
within structures smaller than 16 mm3. Median filtering with a 3 × 3 ×
2 voxel kernel lead to a slight increase in R∗

2 by 1.6%. Filter sizes of 5 ×
5 × 3 and 7 × 7 × 5 voxels produced a decrease by 2.4 and 5.3% in R∗

2,
respectively.
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9
Discussion

9.1. SWI with multiple echoes

Susceptibility weighted imaging with a multi echo approach offers a variety
of advantages over the single echo technique. Conventional SWI uses a low
readout bandwidth to improve SNR. This is necessary because of the small
voxel sizes and it is possible because of the long echo times. The increased
bandwidth required for the relatively short inter-echo delay of 7 ms in this
multi echo method results in a reduction of geometric distortions, smaller
chemical shifts and reduced blurring along the readout direction. The re-
sulting SNR penalty per echo is more than compensated by the acquisition
of several echoes and therefore longer signal acquisition time. The total data
acquisition length (number of echoes divided by the readout bandwidth in
Hertz per pixel) of the multi echo sequence is 32 ms compared to 9 ms for
single echo data. Furthermore, maps of R∗

2 relaxation can be computed.

One caveat is that only the first echo is fully flow compensated. The second
and the fourth echo are not flow compensated and the third and fifth echo
are only flow compensated along the readout direction [53]. Large arterial
vessels may therefore experience signal loss due to fast flow and could be
mistaken for veins in the later echoes.
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SWI benefits from the reconstruction of multi channel data using the SENSE
algorithm [54] which results in unfiltered (but not unwrapped) phase im-
ages. Both unwrapping and homodyne filtering can be performed on these
images. Homodyne filtering is a robust technique for the generation of high
pass filtered phase images. In contrast to standard SWI processing with
a fixed filter width for different echo times the homodyne filter width to
account for the increased spatial density of phase wraps at later echo times
was adjusted. Deistung et al. [42] investigated the influence of different
parameters of the homodyne filter at 1.5 T and an echo time of 40 to 50
ms. They reported that a 2D filter window in k-space with a size of 20 to
25 % of the respective k-space dimension leads to good phase contrast and
suppression of phase wraps. Since the phase associated with field inhomo-
geneities scales linearly with B0 x TE, a filter size of 0.25 at the TE of 20
ms and adjusted the size according to the other echo times was used. This
resulted in the expected reduction of phase wraps in the images acquired
at later echo times.

The correction of R∗
2 for background field inhomogeneities requires unfil-

tered phase images where all spatial frequencies are preserved. If the phase
does not wrap during the time between two echoes, the field map can be
computed directly by the complex division of two subsequent echoes. In
this study an inter-echo delay of 7 ms was used to allow for high spatial
resolution and to cover a broad range of echo times. Long inter-echo delays
result in good SNR of the field maps [69] but also in phase wraps in ar-
eas with strong background inhomogeneities which have to be removed by
phase unwrapping.

The R∗
2 values determined with this high resolution 5-echo method are in

good agreement with the values reported in the literature [55] [52] [56]. It
should be mentioned that the concept of R∗

2 fails near venous vessels because
R∗

2 is only defined for an exponential decay. Since the frequency distribution
around a venous vessel is non-Lorentzian, the decay is non-exponential and
even a partial signal recovery can occur at late echo times [19]. This fact and
that vessel orientation and partial volume effects have a strong influence on
the signal formation around a vein [19] explain the large standard deviation
of the ’R∗

2’ of venous vessels observed in this study. For the computation of
R∗

2 maps, full flow compensation is not relevant because R∗
2 is not defined

in these regions, since the decay due to field inhomogeneities associated
with veins is not exponential [19]. That this technique provides venograms
perfectly coregistered with the R∗

2 maps allows the exclusion of larger veins
from region of interest based analysis.
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The strong increase in SNR and CNR compared to the single echo mag-
nitude images should be interpreted carefully because SNR measurements
are difficult to perform in images obtained with phased array coils [54].
It is impossible to obtain a reliable noise measurement by placing a re-
gion of interest into the background of images acquired with phased array
coils. Therefore the standard deviation of a region placed in white matter,
assuming that the signal variation due to tissue heterogeneity is constant
over the different echo times was computed. No absolute SNR values can
be determined with this approach but since the same regions were used in
the magnitude images in the single echo data and in the multi echo data a
qualitative comparison is feasible. Moreover, only minor variations in the
standard deviation for the same noise region at the five echo times were
found.

Despite these limitations, an increase in SNR and CNR was found in all
regions of interest. Although no definite quantitative values can be given,
the SNR and CNR increase in all evaluated regions is in good agreement
with the overall visual impression of the images. The increase in SNR found
in this study is also in agreement with a study by Brainovich et al. [70] who
found an increase in SNR by 48 % in dual echo SWI compared to the single
echo method using a bird cage head coil at 3 T and a readout bandwidth
of 79 Hz/pixel for both echoes. Recently Helms and Dechent [71] presented
a thorough investigation of the effects of multi echo averaging. One of
their conclusions was that sampling beyond 25 ms is not recommended
because background inhomogeneities cause considerable signal drop out in
the orbitofrontal cortex. This is true for the voxel sizes employed in typical
GRE (1− 2mm3). SWI, on the other hand, acquires data with a voxel size
of 0.5mm3 or smaller. The influence of background gradients is therefore
reduced compared to lower spatial resolutions [71] allowing for longer echo
times.

In conclusion this technique allows the computation of phase images with
high contrast, high quality venograms, field maps and high resolution R∗

2

maps. The proposed technique comes at almost no cost in terms of data
acquisition time and it allows for a joint analysis of R∗

2 and phase at high
spatial resolution.
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9.2. Reproducibility of phase and R∗
2

The reproducibility of phase, magnitude, venograms and R∗
2 maps calcu-

lated from multi echo SWI data was investigated. The phase’s higher SNR
compared to the magnitude [37], explains its low COV, i.e. its high repro-
ducibility. The comparatively low reproducibility of R∗

2 can be explained by
the higher standard deviation of the magnitude at later echo times which
affects the fitting procedure. The combination of phase, magnitude and
venograms of the the individual echoes leads to an increased SNR and
CNR [51] compared to a single echo scan with the same acquisition time,
which is also reflected in the improved reproducibility of the combined data.
Peran et al. found an average COV over 18 subjects of 24% Pèran et al. [55].
This value was computed for the whole brain on a voxel by voxel basis and
therefore includes areas with strong background inhomogeneities. On the
other hand, the data were acquired with a voxel volume of 1.5 x 1.5 x 2 mm3

and Gaussian smoothing with a kernel of 3 mm full width at half maximum
was applied to the images. This is in agreement with this study where it is
found that large voxels and smoothing lead to a reduction in COV.

Smoothing of the magnitude data or data acquisition with lower spatial res-
olution results in improved SNR and better reproducibility of the R∗

2 map. It
should be emphasized, however, that there is a difference between acquiring
data at low spatial resolution and the smoothing of high spatial resolution
data. At low spatial resolution intravoxel spin dephasing due to background
field inhomogeneities leads to accelerated R∗

2 relaxation compared to high
spatial resolutions [66]. To demonstrate this effect smoothing on the com-
plex data was performed, which mimics data acquisition at lower spatial
resolution. Magnitude data has also been smoothed. As expected, the R∗

2

maps computed after complex smoothing exhibited areas of increased R∗
2,

which coincide with regions with strong background field inhomogeneities.
Gaussian smoothing of the magnitude data, on the other hand, led to a re-
duction in R∗

2. This reduction is less pronounced in larger ROIs compared
to small ROIs. The reduction is explained by choice of ROIs which were
placed mainly in iron rich deep brain structures so that adjacent regions
have lower R∗

2 than the ROIs. The blurring across boundaries between re-
gions of large R∗

2 and low R∗
2 has less influence in large ROIs. Therefore,

the blurring across tissue boundaries due to smoothing has a stronger effect
on smaller ROIs than larger ones.

The R∗
2 values determined with the high resolution 5-echo method are in
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agreement with the values reported in the literature [51] [52] [72] [55] [73].
Figure 9.1 shows a comparison of five R∗

2 studies for representative brain
structures. The relaxation rates are consistent with the findings of this
study if differences in voxel size and post processing are taken into account.
In previous studies the highest relaxation rates were found with large voxel-
sizes and when no correction for background inhomogeneities was employed
[52] [72] [55]. Peran et al. [55] used smaller voxels than Du et al. [52] and
also no background correction, but they applied Gaussian smoothing to the
data. In this study, this leads to a reduction of R∗

2 by up to 15%. Yao et
al. [72] used 1 × 1 × 2 mm3 voxels and no background correction, which is
in agreement with their interemediate R∗

2 values. Finally, Peters et al. [73]
used large voxels of 2.1 × 2.1 × 3 mm3, but they also corrected for decay
due to background inhomogeneities. In the caudate nuclei they found val-
ues which are in good agreement with all studies, except Du et al. [52]. In
the putamen, on the other hand, they report larger R∗

2 values compared to
the other four studies.

Figure 9.1.: Comparison of extracted R∗
2 values from this study with R∗

2 values
from literature [52] [72] [55] [73].

We did not find significant inter-hemispheric differences in the phase in any
of the ROIs. This is in contrast to a study conducted by [62]. However, Xu
et al. [62] investigated 78 subjects compared to 12 subjects in this study.

Another somewhat counter-intuitive finding is the smaller COV of phase at
shorter echo time. However, if one assumes a complex number with a cer-
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tain amount of noise in the real and imaginary part, the noise in the phase
is smaller for larger magnitudes than for smaller magnitudes. Therefore,
COV decreases with increasing echo time, i.e. with decreasing signal mag-
nitude. This study has some limitations. The registration introduces some
degree of smoothing due to the interpolation. However, this smoothing is
negligible compared to the quasi-smoothing by averaging over whole regions
of interest. The statistics could be improved by scanning the subjects more
than twice, which, however would not change the overall findings of this
work. Since both phase and R∗

2 of white matter depend on the integrity of
white matter structure and on the angle between white matter fibres and
the main magnetic field, the analysis was limited to deep grey matter re-
gions and veins. Deep grey matter is isotropic and the orientation of the
tissue itself does not have an influence on the measured parameters.

The COV is significantly higher in larger veins (thalamostriate) than in
smaller (subenpendymal) veins, which may be explained by partial vol-
ume effects and by potential changes in blood oxygenation between the
two scans. Caffeine intake 30 minutes to an hour before an MRI scan, for
instance, can reduce the signal in veins by up to 25% [74]. Neither were
the subjects instructed to follow a certain diet nor did the intake caffeine
has been monitored. Apart from blood oxygenation, also the geometrical
relationship between veins and voxels plays a role. Even if vessels are not
visible in the data due to low spatial resolution, their influence may still
be present in R∗

2 maps or maps of neural activation. Veins oriented other
than parallel to the main magnetic field produce extravascular field inho-
mogeneities. Therefore, changes in the position of a vein with respect to a
voxel changes the signal in that voxel [19] [20]. This means that even if the
head orientation is exactly the same in both scans, the position of the veins
inside the voxels still has an influence on the signal.

In conclusion, it is shown that phase has a higher reproducibility than mag-
nitude data or R∗

2 maps. The R∗
2 maps and their reproducibility depend

on the acquisition matrix and post processing. Lower spatial resolution (as
simulated by complex smoothing) may increase SNR but it also changes
R∗

2 values because of an increased sensitivity to background field inhomo-
geneities. These findings suggest that acquisition at high spatial resolu-
tion for reduced sensitivity to background field inhomogeneities followed by
smoothing of the magnitude data gives the most robust results.
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Acronyms

ant anterior

BOLD blood oxygen level depend

BW band width

CC corpus callosum

CN caudate nucleus

CNR contrast to noise ratio

COV coefficient of variation

CSF cerebro spinal fluid

FA flip angle

FID free induction decay

fMRI functional magnetic resonance imaging

FOV field of view

FSL FMRIB Software Library

FW filter width

Gp globus pallidus

GRE gradient echo

GM grey matter

lat lateral

med medial

mIP minimal intensity projections

MRI magnetic resonance imaging

NMR nuclear magnetic resonance

pos posterior

Pu putamen

RF radio frequency

RN red nucleus

ROI region of interest

SAR specific absorption rate

SD standard deviation

SE spin echo
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SENSE sensitivity encoding

SN substantia nigra

SNc substantia nigra pars compacta

SNr substantia nigra pars reticulata

SNR signal to noise ratio

STN subthalamic nucleus

SWI susceptibility weighted imaging

TE echo time

TR repetition time

VV voxel volume

WM white matter
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