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Abstract

The scope of this master thesis is to determinate the power curves of wind turbines us-
ing the unconventional technology called light detection and ranging (LIDAR). LIDAR
is a Remote Sensing Technology, which offers many advantages when measuring wind
speed. Appliances can be easily installed in a given area, no building license is needed
and the resolution of the measurement is higher than the one gained with conventional
anemometer masts. Given these advantages the Austrian Electricity Company VER-
BUND conducted a project in which a LIDAR system was used for the determination of
a power curve.

This thesis contains a basic description of wind utilization, a detailed physical descrip-
tion of LIDAR systems (theoretical principles chapter 3) and the documentation and
evaluation of a series of measurements. Further aspects of volume measurements are con-
sidered allowing a comparison with conventional anemometer technology and providing
a prospective outlook of LIDAR systems. Lastly, the crucial findings of the work are
gathered in the conclusions of this thesis.
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Formula Symbols

Symbol Value Unit Description

A − m2 area

Awdf − 1 parameter of a weibull probability density
function

A1 − m2 area in front of the converter

A2 − m2 area behind the converter

a − m/s offset in velocity azimuth display tech-
nique (VAD)

B − Vs/m2 magnetic flux density

b − m/s absolute value of the horizontal wind
speed

c 2.998 · 108 m/s speed of light in vacuum

cp − 1 power coefficient

D − As/m2 electric flux density

E − V electric field strength

Ekin − J kinetic energy

Enrg − J energy of a photon

Epot − J potential energy

E0 − V electric field strength in air

e 1.602176487 · 10−19 As elementary charge

F − N force

Fc − N coulomb force

Fcf − N centrifugal force

f − s−1 frequency

G − 1/m2 geometry factor

III



IV

H0 − A/m magnetic field strength

h 6.62606896 · 10−34 Js planck constant

I − A electric current

Ic − W/m2 intensity of the collected signal

Is − W/m2 intensity of the scattered signal

I0 − W/m2 emitted intensity

J − A/m2 electric current density

K − Wm3 system factor

k − rad/m wave number

kwdf − 1 parameter of a weibull probability density
function

l − m length

M − A/m magnetization

m − kg mass

me 9.10938215 · 10−31 kg rest mass of an electron

N − 1/m3 number concentration

n − 1/m3 density of free electrons

ni − 1/m3 particle density for intrinsic conduction

nn − 1 main quantum number

O − 1 overlap function

P − W power

Pz − As/m2 electric polarization

p − 1/m3 density of electron holes

pr − N/m2 air pressure

px − kgm/s mechanical momentum

Rm 287.058 J/(kgK) specific gas constant for air

R − m distance

r − m radius

S − W/m2 electric energy flux density

s − 1 slip of asynchronous machines

s1 − 1 signal 1

s2 − 1 signal 2

T − K absolute Temperature



V

Tt − 1 transmission coefficient

t − s time

V − m3 volume

vnorm − m/s normalized wind speed

v1 − m/s undelayed free stream velocity

v2 − m/s velocity behind the converter

v′ − m/s flow velocity through the converter

wdf − 1 probability density function

x − m length in x-axis direction (cartesian coor-
dinates)

y − m length in y-axis direction (cartesian coor-
dinates)

Zw0 376.730313461 V/A characteristic wave impedance

z − m length in z-axis direction (cartesian coor-
dinates)

α − 1/m extinction coefficient

β − 1/(m sr) backscattering coefficient

δ − 1 dirac impulse

h̄ 1.054571628 · 10−34 Js planck constant divided by 2π

ηsystem − 1 degree of efficiency of a wind power plant

ε − As/Vm permittivity

ε0 8.8541878176 · 10−12 As/Vm dielectric field constant

εr − 1 relative permittivity

λ − m wavelength

λv − 1 tip speed ratio

µ − Vs/Am permeability

µ0 4π · 10−7 Vs/Am magnetic field constant

µr − 1 relative permeability
~∇ − - vectorial differential operator

ψ − 1 wave function

ρ − kg/m3 density

ρ0 1.225 kg/m3 standardized air density

ρh − kg/m3 measured density



VI

σ − m2/sr scattering cross section

θ − rad azimuthal angle

τ − s pulse time

Φ − rad/s control variable

φ − rad polar angle

ω − s−1 angular frequency
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Chapter 1

Introduction

Wind is an essential part of the earth´s ecosystem earth. With the ability to move
large amounts of air it influences life in many ways. Be it the carnivore considering wind
direction and speed to reduce the risk of being detected due to smell, plants growing seeds
designed for wind dispersion or the influence of wind on climate and weather conditions.
Human interest in wind therefore always existed. The first technical utilizations included
sailing ships and wind mills. Times have changed, but wind utilization remains a current
topic. Nowadays wind turbines are used to convert kinetic wind energy into electric
energy. Knowledge of the wind speed is crucial for wind farm design as well as power
curve assessment.

Wind speeds are conventionally measured by anemometers. Within the last decade new
technology has appeared: light detection and ranging (LIDAR). The scope of this mas-
ter thesis is to determinate the power curves of wind turbines using LIDAR. LIDAR is a
remote sensing technology which offers many advantages concerning wind speed measure-
ments: appliances can be easily installed in a given area, no building permission is needed
and the resolution of the measurement is higher than the one gained with conventional
anemometer masts. Given these advantages the Austrian Electricity Company Verbund
conducted a project in which a LIDAR system was used for the determination of power
curves.

This thesis contains a brief description of the topic of wind utilization. Herein the topic
of wind energy as well as the principle of energy conversion based upon wind turbines
is explained. A detailed physical description of LIDAR systems (theoretical principles
section 3) allows a deeper understanding of its principles. The opportunities and limits
of LIDAR technology are discussed. A comparison with the competing technology, sonic
detection and ranging (SODAR), is also done.

Based upon fundamental physical description of wind utilization and LIDAR systems
the measurement campaign is described. Formal and technical requirements contained in
this thesis were either obtained from IEC 61400-12 or derived within this project. The
measurement campaign lasted for a total of 2 months and provided sufficing data for
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CHAPTER 1. INTRODUCTION 2

crucial insights. The questions to be answered included:

• Does LIDAR technology meet the requirements for site assessment and power curve
determination?

• If so, how shall power curve determination be done?

• What influence do variations of the power curve have on the energy yield under
certain wind conditions?

Consideration of future developments leads to an outlook and a final discussion indicating
a scenario of prospective LIDAR systems. Lastly, the crucial findings of the campaign
are gathered in a short summary leading to the conclusions of this thesis.



Chapter 2

Wind Utilization

Wind energy in general represents kinetic energy stored in the movement of air mass. This
mass flow is caused due to global differences in temperature and pressure as a consequence
of solar irradiation as well as heat radiation dissipated from the earth back into the
atmosphere. Wind turbine generators convert a part of this wind energy into electrical
energy. There are many different applied generator concepts - the most important of
which are briefly explained in section 2.3.

2.1 Wind Power

The kinetic energy, Ekin [J ], of mass, m [kg], is defined as:

Ekin =
mv2

2
(2.1.1)

Assuming a certain cross-sectional area, A [m2], through which air mass flows with a
certain velocity, v [m/s], the volume, V [m3], passing the area within a unit of time is
called volume flow V̇ :

V̇ = vA (2.1.2)

As the volume is filled with matter, a mass flow can be defined using the air density ρ
[kg/m3]:

ṁ = ρvA (2.1.3)

The mass passing the area A within a certain time contains kinetic energy. The physical
power is determined by the mass flow of matter ṁ passing through the area:

P =
ṁv2

2
=
ρAv3

2
(2.1.4)

It is essential to recognize the relation of the physical power and the velocity: The physical
power increases with the velocity to the power of three. Knowledge concerning the wind

3
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velocity and its distribution in a given area is therefore of great value and serves as the
basic principle to assess specific sites for wind turbine generator placement. Errors and
inaccuracies can be of great influence because the velocity measurement is increased by
a power of three.

2.2 Power Coefficient

Wind turbine generators convert kinetic energy into electric energy due the slowdown of
the air mass. No slowdown of the velocity would mean no wind resistance of the turbine
and therefore no energy conversion. If the velocity on the backside would be zero, no
mass would flow through the converter leading to the same result. The Power Coefficient
cp [1] is an indicator for the ratio of converted power to kinetic energy flow.

As air is a continuum, the velocity of the wind changes continuously. Figure 2.2.1 shows
the flow conditions due to the extraction of kinetic energy from a free-stream air flow. v1
is the undelayed free-stream velocity, v2 is the flow velocity far behind the converter and
v′ is the flow velocity through the converter.

Figure 2.2.1: Flow conditions due to the extraction of mechanical energy from a free-
stream air flow, according to the elementary momentum theory, [1]

The power converted by the turbine corresponds to the power difference before and after
the converter:

P =
ρA1v

3
1

2
− ρA2v

3
2

2
=
ρ

2

(

A1v
3
1 − A2v

3
2

)

(2.2.1)

Maintaining the mass flow requires that:

ρv1A1 = ρv2A2 (2.2.2)

leading to:

P =
ṁ (v21 − v22)

2
(2.2.3)

The conservation of momentum requires a thrust force:

F = ṁ (v1 − v2) (2.2.4)
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Resulting in a power:
P = Fv′ = ṁ (v1 − v2) v

′ (2.2.5)

Equating 2.2.3 and 2.2.5 leads to:

v′ =
v1 + v2

2
(2.2.6)

And therefore the flow velocity through the converter equals the arithmetic mean.

The mass flow trough the converter can now be defined as:

ṁ = ρAv′ = ρA
v1 + v2

2
(2.2.7)

Inserting this mass flow into equation 2.2.3 results in:

P =
1

4
ρA
(

v21 − v22
)

(v1 + v2) (2.2.8)

If the power within the mass flow in the Area A distant from the converter equals Po =
ρv31A/2 [J/s], then the power coefficient can be calculated as:

cp =
P

P0

=
ρA (v21 − v22) (v1 + v2)

2ρAv31
(2.2.9)

and reaches a maximum of cp,betz = 16/27 for v′ = 2/3v1 and v2 = 1/3v1.

2.3 Wind Turbines

The direct human use of wind power can be traced back thousands of years, for instance
the use of ships equipped with sails. The first historical proven wind mill dates from
the year 644 AD and its purpose was to mill grain. Electricity became commercially
available with the construction of power plants (the very first one was built in the year
1882 AD in New York). The first wind energy turbine generator producing electricity was
founded in the year 1891 AD (Denmark). A long lasting stage of development followed
in the next decades. The design concepts had been many and diverse. Some wind
turbines had two blades, some rotated horizontal, some converted the energy due to drag
forces, others due to lift. The electrical concepts had also been various. DC machines,
synchronous machines and asynchronous machines had been tested. Nowadays, just a few
different concepts have proven competitive- the most important ones are briefly explained
in chapter 2.3.3. The basic components of wind turbines generators are as follows:
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2.3.1 Components

Foundation

The foundation provides mechanical support for the tower and wind turbine and must
be designed to withstand potentially very strong wind forces. The design and costs for
the foundation depends on the ground conditions.

Transformer

Most wind turbine generators are feeding the electricity into a medium-voltage power
grid. As the systems run at lower voltage levels a transformer provides the proper output
voltage.

Tower

Towers for large wind turbines may be either tubular steel towers, lattice towers, or
concrete towers.

Nacelle

The nacelle contains the most sensitive parts of a wind energy systems. It comprises the
generator (depending on the system this may also include a gearbox), yaw motors, the
adapter to fix the blades and the spinner, blade pitch motors, normally a load winch and
a cooling fan. Figure 2.3.1 shows an example of a wind turbine by Enercon.

Figure 2.3.1: Nacelle of the wind turbine by Enercon (E66, 2006), [2]
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Blades

Due to the high tip speeds blades are made of glass-fibre-reinforced polyester (GFRP) or
carbon-fibre-reinforced plastics (CFRP). CFRP is more expensive but its fatigue strength
is three times higher than GFRP. Nowadays, the rotor consists of three blades using lift
forces and no drag (the maximum power coefficient of a pure drag type rotor becomes
cmax ≈ 0.2). Figure 2.3.2 and 2.3.3 show a principal schematic of the lift forces and its
origin. The power coefficient depends on the wind speed and the shape of the blade and
is limited in the best case to cp,betz. Due to the rotational wake of the passing air, a part
of the kinetic energy cannot be converted (see figure 2.3.4). Figure 2.3.5 shows the results
of the calculation done by Schmitz.

λv represents the tip speed ratio and is defined by:

λv =
v
blade,tip

v
wind

(2.3.1)

Depending on the tip speed ratio, each rotor reaches its maximum power coefficient in one
specific working point. Figure 2.3.6 gives an overview of cp- curves for different numbers
of rotor blades.

Figure 2.3.2: Aerodynamic forces acting on an airfoil exposed to an air stream, [1]

Figure 2.3.3: Flow velocities and aerodynamic forces acting on a propeller-like rotor, [1]
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Figure 2.3.4: Extended momentum theory, taking into consideration the rotating rotor
wake, [4]

Figure 2.3.5: Power coefficient calculated by Schmitz, [2]

Figure 2.3.6: Influence of the number of blades on the rotor power coefficient and the
optimal tip speed ratio, [3]
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2.3.2 Power Control

At high wind speeds the mechanical power of the rotor would exceed the limits demanded
by the mechanical and electrical wind power system. Therefore, the mechanical power
of the rotor needs to be limited. All modern rotor blades use lift forces and the derived
blade profile shape is like the one in figure 2.3.2. Keeping in mind the vectors of the flow
velocities, aerodynamic forces (see figure 2.3.3 and the calculations done in section 2.1
four options for aerodynamic power regulation are possible:

• change of the projected swept area of the rotor due to yawing

• change of the rotor speed leading to a different relative flow velocity vr

• change of the attack angle (pitch)

• blade profiles reducing the power coefficient with increasing wind speeds (stall)

In case of storms, modern turbines turn out of the wind direction and in this way reduce
the projected swept area of the rotor to almost zero (the process of yawing, the cutoff
wind speed determines wether the turbine needs to be shut down or not). If the wind
speeds are higher than necessary for full load operation but not high enough to initiate
cutoff, the mechanical power still needs to be limited to full load. The power range which
can be controlled by changing rotor speed is very limited. Therefore, wind turbines
typically use the concept of stall or pitch regulation whereas pitch regulation has been
found superior in modern concepts. Figure 2.3.7 shows a comparison of the power curve
(a detailed description of power curves follows in chapter 2.3.4) of both concepts.
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Figure 2.3.7: Power output versus wind speed (power curve) of a stall-limited rotor (A)
and a rotor with continuous blade pitch control (B), [2]

As already mentioned the mechanical momentum obtained by a rotor can also be varied
by the change of the attack angle. The dynamic change of the attack angle of the rotor
blades is commonly known as pitching. Most of the modern wind turbines are using
this technology. The constant power output of pitching systems justifies the additional
technological efforts demanding pitch motors and an automated regulation system.

In contrast stall regulated WTG’s don’t show a constant power curve. Still the concept
of stall is a cheap and effective power regulation method. It allowed the first economi-
cal reasonable wind power projects and therefore contributed strongly to the success of
WTG’s in past.

2.3.3 Electrical Systems

The electrical system of a wind turbine generator must contain at least an electrical
generator. The generator converts mechanical power into electrical power. All common
generators are generating its mechanical forces by the use of the Lorentz force F [N ],
which claims:

~F = Il~el × ~B (2.3.2)

The mechanical forces are therefore proportional to the magnetic flux density B [V s/m2]
as well as the electric current I [A] and the length l [m] of the conductor. The outer
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product shows also a dependence of the angle between the vectors ~el and ~B. Static
magnetic fields are containing the energy density:

Em =
BH

2
(2.3.3)

The concept of entropy postulates the rise of the entropy in each process within closed
systems and continuing time. Therefore the Lorentz force can be seen as a magnetic force
obtaining energy minimums within magnetic fields.

Most concepts of electrical motors and generators can be distinguished by the way they
generate magnetic and electrical fields as well as currents leading finally to the Lorentz
force. Three different motor and generator concepts are nowadays common if the me-
chanical power exceeds several kilowatts.

Direct Current Machines

Direct Current Machines (DC Machines) are feed by direct current. The magnetic field
within the machine stays more or less constant in space and time. Brushes and commu-
tators are connecting the armature winding with the electrical source. Electrical power
grids are usually run by alternating current. Therefore the use of DC Machines in WTG’s
was not common. Nowadays electronic devices allow the conversion of direct current into
alternating current. Still the average degree of efficiency and the operating characteristics
disqualify the DC Machine for wind power application if it is compared with the following
machines.

Asynchronous Machines

The first competitive wind turbine generator concept based on asynchronous machines
and stall regulation. It spread widely known as the ”Danish concept” and started a suc-
cessful market penetration. The asynchronous machine had been in favor for its specific
way of operation. It complemented the technological possibilities given in the beginning
of WTG’s best. In contrast to the Direct Current Machine the Asynchronous Machine
runs by alternating current, generating a rotating magnetic field within the stator. If the
rotor spins synchronously with this field, the magnetic state of the rotor stays constant
in time. If the number of revolutions per minute is different (asynchronous), the mag-
netic field within the rotor is changing. Equation 3.1.4 claims electric fields as a result of
changing magnetic fields. This is also true for magnetic fields within machines, leading to
electric fields causing electric currents in the rotor. Depending on the phase shift of the
current a mechanical momentum appears. For the use in WTG’s, two special attributes
of the Asynchronous Machine can be pointed out:

First, the machine does not need to rotate synchronous with the feeding field, moreover,
it demands a relative motion in order to create a momentum. The relative motion is
described by the slip (equation 2.3.4).



CHAPTER 2. WIND UTILIZATION 12

Second, the Asynchronous Machine does not need brushes connecting the electric source
with the rotor (cage rotor asynchronous machines). Still many modern systems are using
brushes in order to influence the electric state of the rotor as well as its electric resistance
(slip ring asynchronous machines). The manipulation of the electric field within the
rotor allows to influence the torque as well as the reactive power of the generator. The
number of pole pairs in connection with the frequency of the feeding electrical source
defines the synchronous number of revolutions. As asynchronous machines are based upon
electromagnetic induction sufficing changes of the magnetic flux density is necessary. This
limits the realized synchronous number of revolutions to values still demanding a gear
box in order to connect with the comparably slow circling rotor. Many modern WTG’s
are equipped with so called ”Double-Fed Induction Generators” (see figure 2.3.8). These
are slip ring asynchronous machines as already described before. The rotor is connected
to an inverter allowing the systematic manipulation of the rotor field.

The advantages of these systems are:

• the operational slip of the generator can be varied by approximately ±30% 1 allow-
ing a speed variation of the rotor

• the mechanical momentum of the generator can be varied by a field oriented control

• the reactive power of the asynchronous machine can be varied by a field oriented
control

• electrical power generated in the rotor can be fed back into the grid increasing the
overall efficiency

Figure 2.3.8: Double-fed induction generator, [4]

s =
nsyn − nmech

nsyn
(2.3.4)

1the operational slip of conventional asynchronous machines limited to a maximum of 5% in order to
keep a high degree of efficiency
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Synchronous Machines

The synchronous machine is the most common generator in power plants. Hydro power
plants, nuclear power plants as well as thermal power plants are normally equipped
with synchronous machines offering a wide range of power output (from several kW
up to several 100 MW). The benefits of the synchronous machines are a high degree of
efficiency and a simple controllability of the mechanical and the reactive power. In case of
WTG’s the characteristics of synchronous machines had been improper in past. Since the
advance of electronic converters concepts based upon synchronous machines are gaining
importance.

The principal of the stator of the synchronous machine is similar to the asynchronous
machine. Alternating currents in the electric coils are generating a rotating magnetic field
within the stator. In contrast to the asynchronous machine the rotor is fed with direct
currents, generating a constant field within the rotor coordinate system. The rotor acts as
a magnet which follows the synchronous field created by the stator. The angle between
the stator current and the resulting field is responsible for the mechanical momentum
generated by the system. Synchronous machines are supposed for operating polar wheel
angles far below 90◦. Otherwise the machine might exceed its maximum mechanical
moment leading to forbidden operating state.

The strict connection of the frequency of the feeding grid and the rotation speed of the
synchronous machine delayed a successful use in WTG’s. Nowadays electronic converter
allow the variation of the feeding frequency. This allows various speed operation of the
synchronous machine leading to proper operating characteristics. Older converters de-
manded considerable reactive power and had a significant influence on the overall degree of
efficiency. As the properties of modern converters are improving constantly WTG’s based
upon synchronous machines are now competing with WTG’s based upon double-fed in-
duction generators. The german company Enercon has developed synchronous machines
with unconventional high numbers of pole pairs (72 in case of the model E66 from the
year 2005). This allows the abandonment of a gear box (a schematic of the electrical sys-
tem can be seen in figure 2.3.9). On the other hand the generator is voluminous, heavy
and partly integrated into the spinner. Therefore the whole design of the nacelle and the
spinner is adapted to the dimensions of the generator. Each generator showing different
dimensions therefore requires a specific spinner and nacelle design. As the weight of the
nacelle increases the tower of the WTG needs to suffice higher mechanical loads.

The advantages of the system are:

• variable speed operation is possible

• the mechanical momentum of the generator can be varied by a field oriented control

• the reactive power of the synchronous machine can be varied by a field oriented
control (due the stator) or the manipulation of the rotor current
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• a gearbox is not necessary if the synchronous machine has accordant number of
pole pairs

The disadvantages of the system are:

• the raise of weight requires an extensive construction of the basement and the tower

• the nacelle and the spinner needs to be adapted to the dimensions of the generator

• the electronic converter converts the whole power fed into the grid

• the price increase due higher requirements concerning the mechanical load and the
converter and costs for the individual spinner and nacelle design

Figure 2.3.9: Directly rotor-driven variable-speed synchronous generator with frequency
inverter, [4]

Finally synchronous machines with permanent magnets need to be mentioned. In this
case the stator stays the same as described before but the rotor carries permanent mag-
nets instead of electric coils. This allows the abandonment of the slip ring and the rotor
current. As a consequence degree of efficiency increases slightly. On the other hand the
level of the magnetic field generated by the rotor cannot be manipulated. Still field ori-
ented control allows sufficient controllability. The use of permanent magnets allows very
high energy densities within the machine which leads to very compact machines, which
is another advantage of the permanent magnet synchronous machine. Up to now the
manufacturing of highly magnetized permanent magnets is very expensive. Progresses in
material sciences may boost the permanent magnetic synchronous machine to a dominant
market position in future.

2.3.4 Power Curves

The electrical power output versus the wind speed is referred to as the power curve of
a WTG. One example of power curve has already been shown in chapter 2.3.2 (figure
2.3.7). It is the essential characteristic of each WTG and allows to make predictions
concerning the energy yields if site assessment needs to be done. Therefore it is of great
importance for choice of the fitting on a given wind site. These power curves are normally
guaranteed by the manufacturer, leading to reduced investment risks, lower risk add-ons
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and a higher bank ability. From a technical point of view modern wind farm planning
affords detailed information about the power curve of WTGs, standardized measuring
methods of the wind speeds on the specific site as well as the proper arrangement of the
WTGs minimizing losses due wind shadows.

If the power coefficient versus the wind speed of a WTG is known, the power output can
be calculated mathematically by:

P (v) = cP (v)ηsystem
ρAv3

2
(2.3.5)

The atmospheric conditions are defined by DIN 5450 (air density ρ0 = 1, 225kg/m3). The
degree of efficiency (ηsystem) includes all losses starting with the mechanical momentum
on the rotor down to the energy conversion in the electronic inverter. The efficiency of
the transformer is normally excluded.

Nowadays power curves are not just calculated mathematically but also measured physi-
cally. The directive IEC 61400-12 gives an authoritative instruction for the measurement
of power curves. The cut in speed, rated operating speed and the cut off speed determines
the speed range of the measurement. The geometrical shape of a power curve of a WTG
can vary due rotor losses and differences in the power control setup. Therefore the guar-
antee of the power curve does not concern the exact shape of the curve but guarantees a
mathematical calculated energy yield within a given wind field.

Under real conditions the shape of the ground surface, shadowing effects due other WTGs
and different air density due humidity, temperature and height have influence on the
measured power curve and need to be considered.

If air is considered as an ideal gas the density is defined due:

ρ =
pr
RmT

(2.3.6)

The variable pr [N/m2] represents the pressure, R [J/kgK] represents the gas constant
and T [K] stands for the absolute temperature. As the gas constant of water vapor is
higher than the gas constant of dry air, the humidity also has influence on the air density.
Still the humidity has not to be determined during a measurement campaign.

2.4 Wind Speed Measurement

The reliable measurement of wind speeds was up to know done by the use of cup anemome-
ters. A class 1 anemometer shall not deviate more than 1% in wind speed from an ’ideal
anemometer’ response measuring the horizontal component of the wind speed. Still dif-
ferent design concepts led to differences up to 4% in wind speed on free field leading to
differences in wind power up to 12,5% which was insufficient for the purpose of site as-
sessment and the determination of power curves. Nowadays the directive IEC61400-12-1
sets the classification standards for cup anemometers.
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Anemometers are capable to measure the wind speed in a certain spot within space.
LIDAR’s in contrast are capable to measure several velocities within a volume. There-
fore the requirements LIDAR’s need to fulfill cannot be the same. The use of LIDAR
technology for the purpose of wind speed measurement claims a homogenous air stream
within the illuminated volume. Turbulence within the volume decreases the accuracy
significantly leading to limited eligibility in uneven terrain. Still further developments
like the change of the scanning cone angle allows to reduce the inaccuracies claiming a
bright future of wind LIDAR’s.



Chapter 3

Physical Fundamentals of LIDAR

Systems

Light Detection and Ranging (LIDAR) systems obtain information about the atmospheres
by emitting and detecting electromagnetic waves. A physical description of electromag-
netic waves will first be described (section 3.1) providing a common foundation for further
understanding.

In the case of LIDAR systems semiconductors are used to convert electromagnetic waves
into directly measurable electrical signals. The interaction of light and matter will be
described within the chapter Semiconductor Physics (section 3.2). A short description of
the concept of Quantum Mechanics is used to explain partly Bohr‘s Atomic Model leading
to the energy model of semiconductors. Finally, a brief description of direct and indirect
semiconductors shall allow the understanding of the conversion of electromagnetic waves
into potential energy and vice versa within semiconductors which is a global affair if we
think about light emitting diodes and photovoltaic cells.

The chapter Semiconductor Physics (section 3.2) describes the interaction of electromag-
netic waves with contents of the atmosphere. This leads to a basic understanding how
information can be obtained using LIDAR systems.

3.1 Electromagnetic Waves

Electromagnetic waves interact with their environment. The theory of electrodynamics
gives a complete physical description of electromagnetic waves (more see section 3.1.1 and
3.1.2). Whereas continuous energy density spectrums are dominant on the macroscopic
scale, the energy Enrg can be quantified on the microscopic scale as a sum of single
photons containing the energy:

Enrg = h̄ω (3.1.1)

17
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ω [1/s] represents the angular velocity. The emission and detection of photons is done by
the change of discrete energy levels within atoms. A short description of these mechanisms
can be found in section 3.2.

3.1.1 Maxwell Equations

The constitutive relations between the fields ~E [V/m] (electric field strength) and ~D

(electric flux density) as well as ~H [A/m] (magnetic field strength) and ~B (magnetic flux
density) allows under certain circumstances the simplification of the Maxwell Equations
leading to a specific wave equation. The electric properties of materials are represented
by their relative permittivity εr [1] and their relative permeability µr [1] which allow

the definition of an electric and a magnetic polarization (~Pz [As/m2] and ~M [A/m]).
The magnetic constant µ0 is determined by the definition of the Ampere, the unit of
the electric current. It is defined as µ0 := 4π · 10−7V s/Am. The electric constant is

determined by the maxwell relation: ε0 =
1

µ0c20
≈ 8.854 · 10−12As/V m. ~J [A/m2] and ~D

[As/m2] represent the electric current density and the electric flux density.

The constitutive relations are first described and afterwards integrated into the Maxwell
Equations.

Constitutive relations:
~D = ε ~E = ε0 ~E + ~Pz ε = ε0εr (3.1.2)

~B = µ ~H = µ0

[

~H + ~M
]

µ = µ0µr (3.1.3)

Maxwell Equations in matter:

~∇× ~E = −µ0

[

∂ ~H

∂t
+
∂ ~M

∂t

]

(3.1.4)

~∇× ~H = ε0
∂ ~E

∂t
+
∂ ~Pz

∂t
+ ~J (3.1.5)

~∇ ·
[

ε0 ~E + ~Pz

]

= ρc (3.1.6)

~∇ · µ0

[

~H + ~M
]

= 0 (3.1.7)

with the vectorial differential operator in cartesian coordinates:

~∇ = ~ex
∂

∂x
+ ~ey

∂

∂y
+ ~ez

∂

∂z
(3.1.8)

In the case of LIDAR systems operating in the medium air several simplifications of the
Maxwell Equations are feasible:
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• the magnetic polarization is insignificantly low ( ~M = 0)

• the current density is insignificantly low ( ~J = 0)

• the charge density is insignificantly low (ρc = 0)

Therefore the rotation of the electric and magnetic field simplifies to:

~∇× ~E = −µ0
∂ ~H

∂t
(3.1.9)

~∇× ~H =
∂ ~D

∂t
(3.1.10)

3.1.2 Propagation of Electromagnetic Waves

Based on descriptions within chapter 3.1.1 predictions concerning the propagation of elec-
tromagnetic waves are possible. Combining equations 3.1.9 and 3.1.10 gives the following
wave equation:

~∇×
(

~∇× ~E
)

= −~∇× µ0
∂ ~H

∂t
= −µ0

∂2 ~D

∂t2
(3.1.11)

Using the identity:
~∇× (~∇× ~a) = ~∇(~∇ · ~a)−∇2~a (3.1.12)

and because ~∇ · ~E = 0 since ρ = 0 follows

−∇2 ~E + µ0
∂2 ~D

∂t2
= 0 (3.1.13)

Inserting the Maxwell Relation co := 1√
ε0µ0

finally leads to the wave equation where

co = 2.998 · 108m/s is the velocity of light in vacuum.

∇2 ~E − ε

c20

∂2 ~E

∂t2
= 0 (3.1.14)

The wave equation connects the behavior of electromagnetical waves in space and time.
A possible wave function that solves equation 3.1.14 in a single dimension is:

E(x, t) = Re
[

E0 · ej(kx−ωt)
]

(3.1.15)

The parameter k [rad/m] represents the wave number, the parameter ω [rad/s] is called
angular frequency.

The spread of an electromagnetic wave can now be described by the following parameters:
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• the velocity c is defined by the Maxwell Relation

• the frequency f = ω
2π
depends on the energy of the emitted photons (further details

see chapter 3.2.1)

• and the amplitude of the electric and the magnetic field is given through the char-
acteristic wave impedance of the medium and the transmission power of the wave.

The characteristic wave impedance in the medium air is approximately equal to that in
vacuum:

Zw0 =

√

µ0

ε0
≈ 377Ω (3.1.16)

The amplitudes of the electric and the magnetic fields in air are connected by the relation:

E0 = Zw0H0 (3.1.17)

The Poynting Vector ~S [W/m2] gives the electromagnetic energy flux density:

~S = ~E × ~H (3.1.18)

In linear, homogenous and isotropic materials far from boundary layers the vectors ~S (~k

is parallel to ~S), ~E and ~H are orthogonal (see figure 3.1.1).

Figure 3.1.1: linear polarized electromagnetic wave, [5]

As the physical aspects of electromagnetic waves stands explained it is useful to figure
out some properties in case of the use for LIDAR systems. Electromagnetic waves are
not tied to a medium and therefore able to percolate vacuum in comparison to acoustic
waves used in sonic detection and ranging (SODAR). The velocity of propagation is
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several magnitudes higher than the velocity of acoustic waves. Both properties prevent
the beam from drifting as occurs in SODAR systems. On the other hand, the effect of
the Doppler shift, discussed in chapter 4, is much lower in LIDAR systems demanding a
very sensitive detection unit.

3.2 Semiconductor Physics

Semiconductor development in the early 20th century has changed human society rapidly
and it does even more today. Many amenities of semiconductors in the context of engi-
neering are derived by the manipulation and use of the space charged region within those
conductors. The following chapters contain a brief description of the mechanisms leading
to space charged regions.

3.2.1 Quantum Mechanics

The Newtonian mechanics are in general a proper approach to describe the macroscopic
behavior of matter, space and time. Energy is, in macroscopic terms, a continuous
quantity. If submicroscopic characteristics of particles shall be determined the energy
contents are far less and discrete spectrums appear. Quantum mechanics allows the
description of these submicroscopic behaviors.

One essential concept of quantum mechanics is the indeterminableness of momentum p
[kgm/s] and location ∆x [m] . They are linked by the equation:

∆x ·∆px ≥ h (3.2.1)

This constriction also applies to the detection of energy Enrg and time:

∆t ·∆Enrg ≥ h (3.2.2)

If the initial state of a particle cannot be determined exactly it is not possible to make
exact predictions concerning the future behavior of the particle. At this point probabilistic
theory is useful to make predictions about particles. The behavior of a submicroscopic
particle is specified by a dimensionless wave function ψ(x, t), where the intensity is equal
to the probability density of occupation:

|ψ(x, t)|2 = ψ∗(x, t) · ψ(x, t) = P (x, t) (3.2.3)

and for 3 dimensions
∫ ∫

∞
∫

−∞

|ψ|2 dx dy dz = 1 (3.2.4)
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Erwin Schrödinger discovered a connection concerning the behavior of the wave function
in space and time. In one dimension the relation is as follows:

− h2

8π2m

∂2ψ(x, t)

∂x2
+ V (x) · ψ(x, t) = − h

2πj
· ∂ψ(x, t)

∂t
(3.2.5)

where m stands for the mass of the particle and V(x) is represented by the potential
energy at the given location x. In some cases stationary solutions of the wave equation
can be expected (for example the discrete energy layers of atoms). Therefore a stationary
wave function is defined:

ψ(x, t) = ψ(x) · e−j2πE
h
t (3.2.6)

leading to the time-independent Schrödinger Equation:

− h2

8π2m

∂2ψ(x)

∂x2
+ V (x) · ψ(x) = Enrg · ψ(x) (3.2.7)

The solution of this equation needs to meet three requirements:

• the wave function has to be continuous and unique

• the derivations ∂ψ/∂x, ∂ψ/∂y and ∂ψ/∂z have to be continuous

• and as already mentioned in equation 3.2.4 the spatial integral from negative infinity
to positive infinity needs to be equal one.

3.2.2 Bohr´s Atomic Model

Figure 3.2.1 shows an infinitely deep one dimensional quantum well. Compared to the
potential function within atoms this is just a fictive model. Still it gives insights into
fundamental principles of energy layers.

Outside of the well (x < 0 & x > x1) the potential function V(x) is infinite. As no
particle can reach infinite potential the probability for this to occur is zero leading to
ψ(x) = 0. Within the well, the Schrödinger Equations is reduced to:

∂2ψ(x)

∂x2
+

8π2mEnrg

h2
ψ(x) = 0 (3.2.8)

The mathematical solution of this equation is

ψ(x) = a1sin

(

√

8π2mEnrg

h
x

)

+ a2cos

(

√

8π2mEnrg

h
x

)

(3.2.9)

The physical requirements concerning the wave function demand a continuous gradient.
This claims that the wave function needs to equal zero at the location x = 0 as well
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Figure 3.2.1: infinite deep quantum well, [6]

x = x1. As cos(0) = 1 the requirement is not met at the location x = 0 except for a2 = 0
which leads to no amplitude of cosine functions within the well. The solution of the sinus
function is demonstrated below:

ψ(x) = a1sin

(

√

8π2mEnrg

h
x1

)

= 0 (3.2.10)

leads to
√

8π2mEnrg

h
x1 = nπ (3.2.11)

and finally

ψ(x) = a1sin

(

nπx

x1

)

(3.2.12)

Equation 3.2.11 shows that the energy level of a particle within the well is discrete.
Finally equation 3.2.13 represents the energy levels, fixed due the quantum number n.

Enrg =
h2

8mx21
n2 n = 1, 2, ...,∞ (3.2.13)

The amplitude a1 can be calculated due the standardization given through the equation
3.2.4. In reality the quantum well has neither infinite deepness nor a one dimensional
shape. This leads to four quantum numbers defining the energy state of a particle within
an atomic layer. Still the energy levels are discrete. Orbitals represent areas with low
potential energy leading to a higher likelihood of habitation.

If an electron approaches an atom surrounded within an electric coulomb field, it is
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opposed to the coulomb force Fc [N ]. Its potential energy changes according to:

Epot =

r
∫

∞

FC dr (3.2.14)

If the energy of an electron is defined as

Enrg = Epot + Ekin Ekin =
mev

2

2
(3.2.15)

the kinetic energy within quantum wells has to be discrete leading to discrete velocities.
If an electron circles around a positive atomic nucleus it is affected by a centrifugal force
Fcf [N ]. Due the positive charged nucleus of an atom the electron is also affected by the
coulomb force. To keep the electron within a steady state those forces need to be equal.
The forces are defined as

Fcf = me
v2

r
FC =

e2

4πε0r2
(3.2.16)

me [kg] represents the mass of an electron and e [As] stands for the negative charge of
an electron.

Accordingly to Fcf = FC the radius can be calculated as:

r =
e2

4πε0mev2
(3.2.17)

and thus the discrete velocity leads to a discrete turning radius claimed by Niels Bohr.

3.2.3 Energy Model of Semiconductors

The discrete energy levels within separated atoms are described in section 3.2.2. If the
atoms are fixed in a lattice structure the barriers of the quantum well’s are small enough
to allow new wave function leading to lower energy levels and thus binding atomic forces
within the lattice structure.

Figure 3.2.2 shows a wave function and the energy levels of one single and of two hydrogen
atoms.
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Figure 3.2.2: energy levels and wave functions for one and two hydrogen atoms, [7]

In the case of two atoms the electron can have two stationary states: It can reach a lower
energy level by circling both atoms (binding state) or it can stay in the surrounding area
of one single atom under the influence of the second atom raising it to a higher energy
level (antibinding state). Adding more and more atoms with the same lattice spacing
leads to additional energy levels creating an energy band as shown in figure 3.2.3 .

Figure 3.2.3: energy levels and wave function for a symmetric lattice structure, [7]

The continuous energy spectrum is typical for metals. In case of semiconductors the
lattice spacing is not the same between every neighboring atom. This leads to far lower
energy levels in the binding state and thus an increased energy gap between the binding
and the antibinding states. This also explains the mechanical hardness of semi conductors
because the binding forces between the atoms are stronger than the ones in metals. Figure
3.2.4 shows an example.
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Figure 3.2.4: two dimensional lattice structure of a semiconductor, [7]

The lower energy band is called the valance band, the upper one the conduction band.
The energy gap is a crucial attribute of semiconductors. It allows the creation of space
charged regions which are explained in the following chapter. To explain the energy
model of a specific semiconducting material an analogical three dimensional analysis of
the lattice structure is necessary. For the understanding of the fundamental principles of
LIDAR systems the one dimensional analysis shown in this chapter is sufficient for the
scope of this project.

3.2.4 Hole Pairs, Doping and Direct and Indirect Semiconduc-

tors

At very low temperatures the valence band of a semiconductor is filled completely while
the conduction band is empty. If the temperatures are higher, electrons can be excited
into the conduction band due to collisions with phonons (lattice oscillations) leaving a
positive charged hole in the valence band. If a thermodynamic equilibrium exists the
density of positive charged holes (p) and negative charged moveable electrons (n) is equal
(see equation 3.2.18) allowing intrinsic conduction.

p = n = ni(T ) (3.2.18)

Due to the doping of semiconductors, the concentration of negative and positive charged
holes can be manipulated. Figure 3.2.5 shows an example.
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Figure 3.2.5: n- doping, Source: [7]

If an n-doped material comes into contact with a p-doped material the free electrons
around the contact area of the n- material are going to recombine with the holes of the p-
material leading to a space charged region. The charged region is leading to an electric
field along the pn- junction which has several technical meaningful consequences. The
ones essential for LIDAR are going to be explained within this chapter. Figure 3.2.6
shows a pn- junction ((a) spatial distribution of donors ND [1/cm3] and acceptors NA

[1/cm3], (b) spatial distribution of electrons and holes, (c) potential distribution Φ(x)
[V ] and electric field intensity).

Figure 3.2.6: pn- junction, [8]
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Depending on the location of the valence band in relation to the binding band of semi-
conductors a distinction can be made between direct and indirect semiconductors. In
direct semiconductors the maxima of the valence band is right below the minima of the
conduct band and the wave number is the same. This is not true for indirect semicon-
ductors. As the occupation probabilities of low energy levels are higher than the one of
higher energy level indirect semiconductors like silicium are predestined for the detection
of photons due to a high probability of unoccupied free positions in the conduct layer.
Direct semiconductors are used as emitters of photons. Figure 3.2.7 shows an example.

Figure 3.2.7: energy model of a direct and indirect semiconductor, [5]

With an understanding of the process of photon emission and detection, the technical
applications of the space charged region can be explored. If hole pairs are created due
the absorption of photons the charged region separates these pairs physically and pre-
vents them from recombination. In short, this is the way that photo diodes as well as
photovoltaic cells work. LIDAR systems use a photosensitive sensor in order to detect
the photons emitted from the LIDAR- Laser.

3.3 LIDAR Systems

Light Detection and Ranging (LIDAR) sytems are operating on electromagnetic waves
in order to determine certain parameters about the environment. The wave length of
the electromagnetic waves generally range between 250nm to about 11µm. Each LIDAR
system consists of a transmitter emitting, and a receiver detecting the waves. Figure
3.3.1 shows the principal setup.
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Figure 3.3.1: Principal setup of a lidar system, [9]

The telescope collects the photons that are backscattered from the atmosphere, which
are then analyzed by an optical analyzing system. These are different depending on the
LIDAR system. Nowadays, with the proper optimized analyzing setup, systems are able
to detect trace gasses and their concentration as well as temperature, pressure, humidity,
clouds and aerosols.

The geometric arrangement of the emitter and receiver optics determines the degree of
signal compression at distances close to the LIDAR. At short distances the spatial length
of the laser pulse is longer than the distance between the emitter and the receiver and
therefore cannot be imaged completely. This effect also varies with the laser beam diam-
eter, shape and divergence as well as the arrangement of the detector and the receiver.
The combination of all these effects results in an individual overlap function.

Signal detection is realized by semiconducting electronic devices like photomultiplier tubes
or photodiodes. If the number of photon counts per time interval after emission of the laser
pulse is stored the resolved time ∆t corresponds to an atmospheric range of ∆R = c∆t

2
.

3.3.1 LIDAR Equation

A proper mathematical model of Lidar systems consists of the following parameters:

• performance of the system

• transmission losses in the atmosphere

• backscatter coefficient of the atmosphere
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• and range dependent geometry factors

The power of the detected signal can be calculated by the LIDAR equation:

P (R) = KG(R)β(R)Tr(R) (3.3.1)

The factor K [Wm3] summarizes the performance of the system and is called system
factor. G(R) [1/m2] is a range-dependent measurement geometry factor, the term β(R)
[1/(m · sr)] is called the backscatter coefficient and Tr(R) [1] is a transmission term at
a distance R [m]. The factors K and G(R) can be manipulated by the experimentalist
and are dependent on the Lidar system. The other two, β(R) and Tr(R) are in principle
unknown and can provide information about the atmosphere.

The system factor K can further be described due the relation:

K = P0
cτ

2
Aη (3.3.2)

P0 [W ] represents the average power output. As a consequence of the convolution of the
reflected laser beam the effective pulse length ∆R equals cτ

2
(see figure 3.3.2). Depending

on the Lidar system the laser may be pulsed with a certain time period τ [s] or continuous.
η [1] describes the systems efficiency and A represents the area of the receiver optics
reserved for the detection of backscattered light.

The geometric factor G(R) represents a ratio of the overlap function and the radius to the
power of two. The overlap function O(R) [1] allows signal compression at short distances
and can be influenced by the experimentalist. Figure 3.3.3 shows an example.

G(R) =
O(R)

R2
(3.3.3)

The quadratic decrease of the geometric factor can be easily reasoned. An isotropic
scatterer reflects steadily into an solid angle of 4π (Is [W/m2]). The overall intensity
collected with a telescope Ic [W/m

2] with an area A therefore results in:

Ic =
A

4πR2
Is (3.3.4)

The backscatter coefficient β(R, λ) describes the amount of light scattered into the back-
ward direction and depends on the atmosphere. If the backscatter coefficient is known,
predictions about the atmosphere are possible. In case of Doppler wind LIDARs the
constitution of the atmosphere is not a matter of interest. The only requirement the co-
efficient needs to fulfill is reaching a sufficient high level. Nj describes the concentration
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Figure 3.3.2: Illustration of the lidar geometry, [9]

of scattering particles of kind j. The ratio ∂σj,sca/∂Ω represents the particles’ differential
scattering cross section for the backward direction at the wavelength λ.

β(R, λ) =
∑

j

Nj(R)
∂σj,sca
∂Ω

(π, λ) (3.3.5)

If we assume a homogenous medium in which just one kind of particle is scattering
the light (which is for this example monochromatic) isotropically the relations can be
simplified to 4πβ = Nσsca. If the illuminated volume V = AL · cτ/2 with the laser
beam cross section AL has the concentration N [m3] of particles with the scattering cross
section σsca [m2/sr] an area AS = NσscaV can be defined which represents the surface of
an enclosed ball-shaped shell around the particles. If the volume is illuminated with an
intensity I0 [W/m

2] the intensity of the isotropically scattered light can by calculated by
the ratio:

IS
I0

=
AS

AL
=
Nσscacτ

2
=

4πβcτ

2
(3.3.6)

IS represents the isotropically scattered overall intensity. As the area of the receiving
telescope covers just a part of the solid angle the collected intensity can be calculated by
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Figure 3.3.3: Influence of the overlap function on the signal dynamics, [9]

using the equation 3.3.4:

Ic =
Aβcτ

2R2
I0 (3.3.7)

The scattering process in the atmosphere is caused by air molecules (mainly nitrogen and
oxygen) and particulate matter. The backscatter coefficient can be written as:

β(R, λ) = βmol(R, λ) + βaer(R, λ) (3.3.8)

Particles have a great variety of scatterers like liquid and solid air-pollution particles.
These may consist of sulfates, soot and organic compounds, mineral-dust and sea-salt
particles, pollen, clouds and rain droplets as well as ice crystals to mention a few.

The last parameter remained unexplained had been the the transmission term T (R).
Actually it is also a function of the wavelength λ and can be calculated by:

Tr(R, λ) = exp

[

−2

∫ R

0

α(r, λ)dr

]

(3.3.9)

α [1/m] is called extinction coefficient, the factor 2 derives from the two-way transmission
path. The transmission term has always values between 0 and 1.
Extinction may occur due scattering and/or absorption of light by molecules and particles.
Therefore the extinction coefficient consists of four terms:

α(R, λ) = αmol,sca(R, λ) + αmol,abs(R, λ) + αaer,sca(R, λ) + αaer,abs(R, λ) (3.3.10)

while the extinction coefficient can be calculated by

α(R, λ) =
∑

j

Nj(R)σj,ext(λ) (3.3.11)
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and the extinction cross is defined due:

σext(λ) = σsca(λ) + σabs(λ) (3.3.12)

Inserting these equations into equation 3.3.1 leads to the final lidar equation:

P (R, λ) = P0
cτ

2
Aη

O(R)

R2
β(R, λ)exp

[

−2

∫ R

0

α(r, λ)dr

]

(3.3.13)

In comparison to equation 3.3.1 the dependence of the wavelength can be seen clearly.

3.3.2 LIDAR Techniques

The LIDAR equation was described in chapter 3.3.1. The knowledge of the relations of
received power, system parameters and the composition of the atmosphere allows the use
of LIDAR techniques for the determination of several atmospheric parameters. In this
chapter basic LIDAR techniques and its applications are explained briefly.

Elastic-backscatter LIDAR

In case of elastic scattering the wavelength of the reflected signal remains unchanged.
Elastic scattering can be caused by molecules and aerosols and shows a strong wave-
length dependence as well as a dependence on the size of the aerosols. Therefore elastic-
backscatter can be used to obtain information on size and other parameters of atmospheric
aerosol particles.

Raman LIDAR

Raman scattering describes in general an inelastic scattering process. The wavelength
of the scattered changes due energy absorption or emission of the energy level of the
reflecting molecule. As the population of energy levels follows Boltzmann’s distribution
law, an analysis of the intensity distribution of the reflected signal allows to determine
temperature profiles. Raman LIDAR technique is also applied to the measurement of
water vapor.

Differential-absorption LIDAR

The strong wavelength dependence of the backscatter coefficient of different gases makes
a detection possible. The sensitivity of systems can be further increased when two specific
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wavelengths are emitted. The comparison of the reflected signals allows the determination
of the concentration of gas molecules or atoms.

Fluorescence LIDAR

If the energy of the emitted photons coincides with the energy of a transition within an
atom, electrons can be raised to a higher energy state. The electron needs not to fall back
to the prior energy state but can also end up on another one. Therefore the reemission
of light can occur at longer wavelengths. The cross sections for resonance scattering are
extremely high resulting in strong LIDAR signals. This allows the detection of very low
atom concentrations.

Doppler LIDAR

Doppler LIDARs are using the Doppler effect to determine the speed of matter and/or
objects. Doppler wind LIDARs are especially designed for the determination of wind
speed which leads to very specific requirements. The main part of this thesis, the deter-
mination of the power curve, was done by measuring the wind velocity with a Doppler
LIDAR. A detailed description of the Doppler wind LIDAR follows in chapter ??.



Chapter 4

Doppler Wind LIDAR

The measurement of wind speeds in the field of wind energy is still dominated by the use
of conventional cup anemometers, which are usually mounted on a nacelle or on stand
alone measuring masts. Since hub heights of wind turbines now often exceeds 90m, the
traditional mast-mounted anemometer has become an expensive and logistically complex
affair. Anemometers can only determine the velocity transverse to its axis of rotation
and have a moment of inertia due their mass. Still the use of two anemometers allows
a three dimensional determination of the wind speed. One disadvantage is the punctual
measuring point of each anemometer. Each measuring point represents a dot within
space. The air surrounding the anemometer may have the same speed at close distances,
but a volume measurement generally is not possible. This is not true for Doppler Wind
LIDARs. This chapter contains a basic description of Doppler Wind LIDARs. Figure 4
gives an overview of the mentioned LIDAR systems. The topics contained in the grey
fields are of high relevance for the practical application of Doppler wind LIDAR systems.

Figure 4: Overview of LIDAR systems, [10]

35
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4.1 Doppler Effect

The Doppler effect was first discovered in the field of acoustics, but it is true for every
type of propagated wave. If a source is emitting a wave with a frequency f0 (may it be air
pressure in case of acoustics, electromagnetic field intensities in case of electromagnetic
waves or other mechanical waves) spreading with the speed c [m/s], and the relative
speed along the line is v, then, the frequency, received by an observer, is:

f = f0

(

1 +
v

c

)

(4.1.1)

If the wave is reflected by an obstacle moving with the relative speed v the Doppler effect
acts on two ways. The frequency of the wave reflected back to the emitter therefore can
be calculated by:

f = f0

(

1 +
2v

c

)

(4.1.2)

The propagation speed of light depends on the medium and is defined by the Maxwell
equations in connection with the constitutive relations. Together they are leading to the
Maxwell Relation, in vacuum co :=

1√
ε0µ0

, as already mentioned in chapter 3.1.1. Within

the medium air, the propagation speed of light is approximately co. It can be determined
as:

co =
1√
ε0µ0

= 2.998 · 108m/s (4.1.3)

Detectable /footnoteUsing commercial Doppler wind LIDARs velocities of air masses
in the atmosphere range between 0.1 to 100 m/s. Compared to the velocity of light
the movement of air mass is extremely slow, leading to a very low v/c ratio. It ranges
between 3 parts in 1010 to 3 parts in 107. Therefore sophisticated detection techniques
are necessary, as described in chapter 4.2.

As already mentioned in chapter 3.3.2 atoms, molecules and aerosols contribute to the
backscattered signal. The mass of an aerosol exceeds the mass of atoms and molecules
by far. Therefore the relative shift of their velocity distribution due to temperature is
rather small. For atoms and molecules the shift often exceeds the wind speed leading to
a large reflecting spectrum. Figure 4.1.1 gives an example (the peak due the presence of
aerosols can be clearly seen, Ic represents the intensity of the backscattered signal, LOS
is an acronym for line of sight).
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Figure 4.1.1: Doppler shift of the backscattered photons, [9]

4.2 Detection Techniques

The very low ratio of v/c leads to extremely low frequency shifts. Therefore highly
sensitive detection techniques are necessary. Depending on the main contributors to
the backscattering effect (atoms and molecules or aerosols) the spectra of the scattered
signal shows a significant peak (in case of aerosols) or has the shape of a gaussian curve.
Figure 4.2.1 shows the return spectrum of a spaceborne LIDAR emitting waves from the
outside into the atmosphere. Despite the quadratic decrease of the wave intensity with
distance, the number of detected photons is significant higher for the lower atmospheric
layer (3km). This is reasoned by a higher density of air as well as a higher number of
aerosols, causing the spike in the spectrum. Independent of the main contributor of the
backscattering effect, the movement of air mass will cause a Doppler shift. This shift is
obvious for aerosols. In the case of atoms and molecules the whole gaussian curve shifts
similarly, but the detection is more difficult due the broadness of the spectrum.



CHAPTER 4. DOPPLER WIND LIDAR 38

Figure 4.2.1: Return spectra for a spaceborne LIDAR operating at a wavelength of 355nm.
Spectra from a 2 to 3 (from the ground) and 9 to 10 km height respectively, [9]

4.2.1 Direct Detection

In case of Direct Detection, the signal is matched with passive methods in order to obtain
the velocity of the wind. The matching process can involve the use of high-dispersion
multichannel spectrometers as well as several narrow-band optical filters. If atomic and
molecular scattering is dominant, the expected gaussian curve may be calculated in order
to use the optimum filter configuration. Therefore parameters like temperature and the
contribution of aerosol scattering should be known. The LIDAR system used in this
project is based upon heterodyne detection. Its description follows in the next chapter.

4.2.2 Heterodyne Detection

Two commercial Doppler wind LIDAR systems (further described in chapter 5.2) are
now available, both using heterodyne detection (also known as coherent detection). In
heterodyne detection the backscattered signal is mixed with the radiation of a local optical
oscillator. This mixing causes a multiplication of the time functions. A multiplication in
time, signal1(t)·signal2(t), equals a convolution of the spectrums signal1(ω)∗signal2(ω).
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The Fourier transformation of a sinus function in time with the amplitude A is:

FT [Asin(ω1t)] = F (jω) =

∞
∫

−∞

Asin(ω1t)e
jωt dt = jπA[−δ(ω − ω1) + δ(ω + ω1)] (4.2.1)

Whereas the dirac impulse δ is defined by:

∞
∫

−∞

δ(ω) dω = 1 whereas δ(0) = ∞ and δ(ω) = 0 while ω 6= 0 (4.2.2)

The convolution is calculated by:

s1(ω) ∗ s2(ω) =
∞
∫

−∞

s1(Φ)s2(ω − Φ) dΦ (4.2.3)

Φ [rad/s] represents a control variable. The oscillator phase is fixed by a locked loop to
the phase of the emitting laser. If two sinus functions with the same phase and frequency
are folded, the outcome is a signal with a constant component and a component with a
doubled frequency (Anew[δ(ω)+ δ(ω− 2ω1)] which equals for Anew = 1 the time function:
1
2
+ cos(2ω1t)).

As already mentioned, the frequency shift of the backscattered signal is very low. If
the local oscillator is also mixed with the backscattered signal the convolution leads to
two frequency components: A very low frequency component and to a component with
approximately a doubled frequency. This low frequency component is easy to measure,
and therefore is the source for further computational algorithms. The frequency of this
signal is proportional to the Doppler shift, therefore the computing algorithms are easily
implemented. Figure 4.2.2 shows the principle design of a heterodyne detection Doppler
LIDAR. TE represents the transmitting laser, LO stands for local optical oscillator, D1
and D2 are two heterodyne detectors and LL represents the locked loop. The right part of
the figure shows a transmitter-receiver telescope. The output of D1 and D2 is computed
in order to determine the wind velocity.

Compared to other LIDAR systems, heterodyne detection LIDARs are unique because
they require the following:

• a pulsed, narrow-frequency, ultrastable high-power laser,
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• a second narrow-frequency laser usually referred to as a local oscillator

• a fast detector in which the return and LO signals are mixed

• a second fast detector in which the transmitted and LO signals are mixed (the
so-called pulse monitor)

• the presence of aerosol particles

Heterodyne detection LIDAR relies on the aerosol scattering with very narrow Doppler
broadening. Therefore it applies only to atmospheric regions with sufficient amount of
aerosols. Molecular scattering has a Doppler broadening not suitable for heterodyne
detection. Heterodyne detection has become commercial for Doppler wind LIDARs. The
laser emitting systems existing on the market are somehow different. The following
chapter gives an overview of the systems and their differences.

Figure 4.2.2: Principle design of a heterodyne detection doppler LIDAR, [9]

4.3 Emitting Systems

The basic concept of the emission of electromagnetic waves by semiconductor appliances
as lasers has been described in chapter 3.2 and 3.3. Figure 3.3.2 showed a laser beam
with a spatial limited laser pulse length, assuming a pulsed LIDAR system. But pulsed
lasers are not the only way to obtain information about distance and probe depth. As
already mentioned two different commercial Doppler wind LIDARs are available on the
market. Both of them are using heterodyne detection, but one system is based upon
continuous waves while the other emits pulsed waves. This leads to different concepts for
the calculation of depth range and distance.
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4.3.1 Continuous-Wave Doppler LIDAR

Continuous-wave (CW) Doppler LIDARs are permanently emitting electromagnetic waves.
Therefore a pulse length cannot be specified. The continuous emission of photons would
cause permanent backscattering from the illuminated solid angle allowing the determina-
tion of aerosol concentration as a function of signal intensity, but not the determination
of the wind velocity in a certain volume. In order to obtain spacial information, CW
LIDAR systems can be focused by purely geometric means. If the detection system (with
the the detector area A represented by the telescope diameter and the wavelength λ)
is focused to distance x, then approximately half of the backscattered signal has been
reflected in a depth range of:

∆x =
4x2λ

A
(4.3.1)

Thus the quadratic decrease of the depth range by distance limits CW Doppler LIDARs
to short range measurements up to several 100m, depending on the wavelength used
and the accuracy demanded. Further, CW Doppler LIDARs need to be focused on a
specific distance. Simultaneous measurement at several heights are not possible, since
the measurement takes place sequentially.

4.3.2 Pulsed Doppler LIDAR

Pulsed Doppler LIDARs are emitting pulsed electromagnetic waves. The laser is emitting
photons for a certain time (pulse length τ). During this time the wave spreads in space
within the illuminated volume with the speed c = 2.998 · 108m/s. This leads to a spatial
pulse length of:

∆x = cτ (4.3.2)

Therefore the time τ is crucial for the spatial resolution of a pulsed Doppler LIDAR
system. The advantages of this system are:

• the resolution and the accuracy of the system remains the same at any height

• the system needs not to be focused on a specific height

• and can therefore perform simultaneous measurements at different heights
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4.4 Scan Techniques

The Doppler shift of a reflected signal always represents the velocity of the scattering
particle in the line of sight. To obtain a three dimensional velocity vector, data of at
least three independent lines of sight are necessary. Most Doppler wind LIDARs are
using one punctual laser. This excludes the possibility of local crossing the laser beams
in order to determine the speed in a certain point in space. Three different lines of sight
are leading in this case to a volume measurement. Therefore the resulting velocities
are always connected with volumes. The assumption of continuous wind speeds within
this volume is essential for the calculation. In case of turbulence within the volume the
requirements of the mathematical algorithms are not met, affecting the accuracy of the
measurement. If turbulence is detected, some LIDAR systems offer the option to change
the scanning cone angle.

In practice two scan techniques have evolved. The Velocity-Azimuth Display Technique
(VAD) is a conical scan method whereas the Doppler Beam Swinging Technique (DBS)
derives its information by the combination of single lines of sight. Both techniques are
described in the following chapters.

4.4.1 Velocity-Azimuth Display

In case of velocity-azimuth display (VAD) the axis of the laser beam has a tilt in relation
to the vertical axis of the LIDAR system. The laser beam is circling, forming a conical
scan. Depending on the received direction and time, the backscattered electromagnetic
waves are detected and evaluated. The laser circles with a certain speed and the detection
unit determines the Doppler shift with a certain resolution in accuracy and time. Figure
4.4.1 shows an example for VAD and DBS techniques. The turning of the laser beam leads
to different Doppler shifts, depending on the line of sight. Figure 4.4.2 for instance shows
a velocity scan using the VAD technique. The offset, a [m/s], represents the vertical wind
speed, whereas the θmax [rad] determines the horizontal wind direction. The value of b
[m/s] seen in figure 4.4.2 allows to calculate the value of the horizontal wind speed. The
three dimensional wind vector can be calculated by:

~v = −bsinθmax

cosϕ
~ex − b

cosθmax

cosϕ
~ey − a

1

sinϕ
~ez (4.4.1)

The vectors ex [1], ey [1] and ez [1] represent an orthonormal coordinate basis with
arbitrary origin. ez is pointing in the vertical direction, ex to east and ey to south.
The sine-wave fit seen in figure 4.4.2 has to be done for each height interval. In case of
non-moving (mostly ground based) LIDAR systems, no shift needs to be removed in the
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calculation and the data can be used directly to determine the actual wind speed.

Figure 4.4.1: Schematic of the scan technique of a Doppler LIDAR. Lower part: VAD
scan, upper part: DBS scan, [9]
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Figure 4.4.2: Example of sine fitting of the radial wind velocity simulated with the use
of the VAD technique, [9]

4.4.2 Doppler Beam Swinging

The Doppler beam swinging technique does not make use of a conical scan pattern. It
scans in at least three different lines of sight and allows in this way the calculation of the
wind vector. The arrangement of the scanning directions can be various. For example,
four measurements at azimuth-angle intervals of 90◦ or three at 120◦, or two at 90◦ in
addition to one vertical scanner are possible. The mathematical algorithm needs to match
the actual emitting and detecting systems. Due the lower number of measuring directions
the DBS technique is faster and simpler from both with respect to hardware and the data
evaluation algorithm. On the other hand it lacks on the goodness-of-fit information used
to determine the reliability of the results. Figure 4.4.3 shows a schematic of the scanning
configuration of the windcube LIDAR.
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Figure 4.4.3: Scanning configuration of the windcube LIDAR, [11]

4.4.3 Comparison of Doppler LIDAR and Doppler SODAR

SODAR stands for sonic detection and ranging. Doppler SODARs are emitting acoustic
waves instead of electromagnetic waves. This leads to several differences between LIDARs
and SODARs. Acoustic waves are tied to a medium in contrast to electromagnetic waves
which are not. The sonic speed in air (with a temperature of 20◦C and a pressure of
1013hPa) is approximately c = 343m/s leading to significant greater ratio of wind speed
v to sonic speed c. This causes stronger Doppler shifts. On the other hand the slow
velocity does not allow fast scan rates at greater distance since the acoustic waves need
a rather long time to travel through the medium. For instance, the determination of the
wind speed in a distance of 100m takes at least 2 · 100m

343m/s
= 0.58309s. During this time

the acoustic wave (which is also backscattered by aerosols as described for LIDARs) is
exposed to the movement of the medium itself. Beam drift decreases the accuracy of
SODAR systems. SODAR systems are sending the acoustic waves by several speakers
based upon piezo elements. This represents a mechanical part which is prone to abrasion.
Frequent maintenance of the speaker system is necessary. Normally SODAR systems are
sending the waves with a frequency of several kHz which is clearly audibly to listeners.
Finally, the system is also sensitive to background noise. On the other hand the SODAR
technology is highly sophisticated, cheap and a good complement to small and easy
installed measuring masts, often providing sufficient data.
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The technology associated with Doppler wind LIDARs is rather young and the accuracy
of these systems is already extending the accuracy of SODARs. This gap may further
increase in future. The prices of LIDAR systems are very high, but are always decreasing
due to the economics of scales. In the authors point of view the actual advantages of
SODAR systems, meaning low prices, moderate accuracy and high maturity, will loose
substance in future. LIDAR systems have strong physical advantages. Technological
development will increase either the maturity and the accuracy of the systems while
offering reasonable low prices in future.



Chapter 5

Project Data

The theoretical discussion and description of wind turbine generators and LIDAR systems
has been the core of the previous chapters. Wind utilization in general, wind power,
electromagnetic waves, quantum mechanics and semiconductor physics as well as different
LIDAR systems has been mentioned. The following chapters deal with the practical
contents of this thesis. It involved the choice of a fitting LIDAR system as well as an
adequate location on the project site in order to measure the power curve. Data had to
be collected, filtered, combined and processed. Since there is no standard set yet for the
measurement of power curves by using remote sensing technology, different approaches
have been tested. Still, wherever possible, the approach was identical or close to the one
which is defined for cup anemometers within IEC 61400-12-1.

The project site was located in Bruck, Austria, and comprised five wind turbines owned
and operated by VERBUND Renewable Power GmbH. At first, research needed to be
done in order to determine the state of the art in remote sensing technology. As already
mentioned SODAR, CW- LIDARs and Pulsed- LIDARs are possible approaches allowing
remote sensing of wind speeds. Several wind consultants had been contacted and assessed.
The swiss consultant ”Meteotest” was charged to run the series of measurement. The
measurement elapsed from the 07th of July up to the 30th of September in order to
collect sufficing data to evaluate the technology and to calculate the measured power
curve. Additionally, a cup anemometer had been mounted on the nacelle of the selected
WTG in order to complement the remote sensing data. The analysis of data gained by
the anemometer is not contained in this thesis.

47
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5.1 Project Site: Windpark Bruck

Bruck is a town in Lower Austria, close to the northern border of Burgenland and Lower
Austria. The favorable wind conditions in this area have resulted in a high density of
wind farms. One of those farms is owned by VERBUND Renewable Power GmbH. It is
located at the geographic coordinates 48◦01’48.98”N, 16◦43’26.48”E on a height of 175m
above sea level. The main wind direction comes from west-northwest. The Doppler wind
LIDAR was placed next to the WTG number four. Figure 5.1.1 shows a map of the
project site and the LIDAR arrangement.

Figure 5.1.1: project site: Bruck an der Leitha, [12]

5.1.1 Wind Turbine Generators in Bruck

The wind park Bruck was comissioned in the year 2000 and equipped with 5 WTGs by
the manufacturer Enercon (type E-66 / 18.70). The WTG has a rated power of 1800
kW. It is based upon a directly rotor-driven variable-speed synchronous generator with a
frequency inverter. The power is regulated by pitching and yawing. A detailed description
of the technical data can be seen in figure 5.1.2.
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Figure 5.1.2: data sheet: Enercon E66 / 18.70, [13]

As already mentioned the power curve is the essential characteristic of each WTG. The
proper design of a wind park requires information about the wind distribution and the
power curves of different WTGs in order to find best fitting solutions. Figure 5.1.3 shows
the warranted power curve of the WTG model enercon E66 / 18.70:
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Figure 5.1.3: warranted power curve, [13]

5.2 Selection of Remote Sensing Equipment

5.2.1 Market Research

Several well known wind consultants had been contacted in order to determine wether
they offer LIDAR measurements or not. After one month of market research in January
2010 six consultants had been asked for concrete offers for a series of measurement lasting
from one to three months during the summer of 2010.

The offers had been compared using the following criteria:

• laser technology (cw or pulsed)

• external calibration before the start of the series of measurement

• assembling and reshipment

• safety and insurance

• final evaluation

• validation of the power curve

• references

• project costs
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The offered LIDAR appliances had been a product from the British manufacturer ”Natu-
ralpower” called ZephIR (CW) and a product from the French manufacturer ”Leosphere”
called Windcube (pulsed). Further descriptions of these two Doppler wind LIDARs fol-
lows in chapter 5.3 and chapter 5.4. The offers differed strongly in terms of costs as well
as content. A comparison can be seen in figure 5.2.1. For confidentiality the exact prices
and consultant names are not mentioned. Two of the best offers made it into the short list
and were asked to specify their offers (see figure 5.2.2). Finally, in the beginning of April,
the Swiss wind consultant ”Meteotest” was assigned to run the series of measurement.

Figure 5.2.1: consultants offers

Figure 5.2.2: short list
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5.3 ZephIR

The continuous wave Doppler LIDAR ”ZephIR” is manufactured by a British company
called Naturalpower. ZephIR emits and detects electromagnetic waves with a wavelength
of 1575nm. As continuous wave LIDARs are constantly emitting electromagnetic waves,
the telescope needs to be focused for the determination of the measurement height. The
beam is rotating in circles, taking 150 measurements in approximately three seconds
per measurement height. The Doppler shift is detected by using heterodyne detection
described in chapter 4.2.2, the scanning technique is VAD (see chapter 4.4.2). Figure
5.3.1 shows a picture of the ZephIR.

Figure 5.3.1: wind doppler LIDAR ZephIR by Naturalpower, [14]

The general specifications can be seen in figure 5.3.2.
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Figure 5.3.2: general specifications: ZephIR, [14]
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5.4 Windcube

The Doppler wind LIDAR ”Windcube” is manufactured by the French company Leo-
sphere. It is a pulsed waved Doppler wind LIDAR based uppon heterodyne detection
and DBS scanning (see chapter 4.2.2 and 4.4.2, figure 5.4.1 gives an example). Windcube
is used by several wind consultants. It dominates the market together with the CW
system ZephIR. In terms of accuracy and reliability both systems seem to be competitive
despite the different technology. One advantage of the pulsed LIDAR systems is that
the accuracy is independent of the measurement height. Detailed specifications of the
windcube can be seen in figure 5.4.2.

Figure 5.4.1: Sample Volume Doppler LIDAR Retrieval, [15]

Figure 5.4.2: windcube specifications, [15]



CHAPTER 5. PROJECT DATA 55

5.5 Selected Anemometer

The chosen anemometer had been mounted on the top of the nacelle of the WTG number
four. It is manufactured by the German company ”Thies Clima” (number 4.3351.00.000)
and classified by IEC 61400-12-1 as a ”First Class” anemometer. A picture of this con-
ventional cup anemometer can be seen in figure 5.5.1.

Figure 5.5.1: cup anemometer , [16]



Chapter 6

Test Series

6.1 Use of Windcube

The series of measurement started on the 7th of July 2010. The mounting of the windcube
started at around 8 am and was finished at 11:30 am. A 230V grid connection served
as a power supply, connected to the wind turbine number 4 and sloping unseen through
the adjacent fields. The windcube was located within a cornfield. Thus, the sight from
the path along the fields to the windcube was limited. Additionally, the system was
equipped with a ground anchor, circled by a fence (see figure 6.1.1) and equipped with a
GPS detection system to reduce the risk of burglary.

Figure 6.1.1: windcube measuring wind speeds in Bruck, [12]

The series of measurement started immediately after the installation. Unfortunately the
cooling unit of the windcube under use was not working properly. As the temperatures
in the following days had been very high and the wind velocities had been rather low, the
system shut down automatically due the danger of overheating. It then had to be started
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manually. Therefore the series of measurement was interrupted several times. Even the
mounting of a shield to block the sun (see figure 6.1.1) could not prevent the system
from overheat. After the windcube had been exchanged and the new system performed
reliable. Figure 6.1.2 shows the considered wind turbine and the windcube.

Figure 6.1.2: Wind turbine and windcube, [12]

The system was focused on nine different measurement heights (see also on figure 6.1.3):
40, 65, 70, 85, 100, 135, 160, 185 and 200m above ground level.

Figure 6.1.3: measurement heights

Figure 6.1.4 shows a windcube data file. A description of its contents can be seen in
figure 6.1.5.
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Figure 6.1.4: example of a windcube data file
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Figure 6.1.5: description of the parameters within a windcube data file

6.2 Enercon Scada

Enercon Scada is a remote monitoring system offering WTG data. Parameters like power
output and wind speed (which is gained by mathematical analysis of rotor torque and
the hub mounted Enercon anemometer) can be obtained. Figure 6.2.1 shows an example
of ten minute averages provided by Enercon Scada. The first column represents the date,
the second the average wind speed, the third the maximum wind speed and the fourth
the minimum wind speed. Column number five (E) contains the average power.
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Figure 6.2.1: example of an Enercon Scada data file

6.3 Additional Data

As discussed in chapter 7 information about the temperature and air pressure is necessary
in order to calculate the power curves. The Austrian Central Institute for Meteorology
and Geodynamics called ”ZAMG” provided these data. The weather station was located
in Bruck Neudorf and therefore in close proximity to the wind park.



Chapter 7

Analysis

7.1 Preparation

The analysis of the data needed some preparation. First, the data was gathered, second,
the different data files needed to be put together in one single file and third, the time series
needed to be synchronized. This part of the work proved to be very time consuming and
needed a lot of care. Many data sets were not complete. Often some lines were missing,
sometimes additional lines with different time scales appeared. Therefore the Microsoft
software ”MS Excel” was used, which provides easy handling and a good overview of
comprehensive data sets. Additionally some of the algorithms had been implemented in
MS Excel, see chapter 7.2. Other calculations were performed in the numerical computing
environment called ”Matlab”.

7.2 Calculation

According to the ideal gas law temperature and pressure determine the number of particles
within a certain volume. The number of certain particles within a volume then determines
the density of a certain gas. This density influences as seen in equation 2.1.4 the energy
within an airflow and therefore also the power to be gained by a WTG. Each warranted
power curve thus underlies a certain air density. This density is normally defined as:
ρ = 1.225kg/m3. Deviations from this density need to be corrected by adjusting the
data to standard conditions. This process is called normalization and is shown in chapter
7.2.1.
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7.2.1 Normalization of Data

If air temperature and pressure are known, the actual air density can be calculated by
the following equation1:

ρH = ρ0 ·
288.15

273.15 + t
· pH
p0

(7.2.1)

In order to calculate a power curve according to standard conditions the wind speed needs
to be corrected as seen in equation 7.2.2.

vnorm = v ·
(

ρH
ρ0

)1/3

(7.2.2)

The normalization was done for the complete series of measurements. The magnitude
of this correction depends upon the environmental circumstances during the series of
measurements.

7.2.2 Determination of Power Curves

IEC 61400-12-1 provides a statement of requirements for the measurement of power curves
using cup anemometers. As LIDAR systems are based upon volume measurement and
their results are vectors instead of scalars, those requirements cannot be met by LIDAR
systems. IEC is currently working on a standard for remote sensing instruments to fill
this gap. Still, wherever possible, the standards set within IEC 61400-12-1 were fulfilled
during the measurement. For instance the distance of the measuring system and the
interested monitored WTG needs to be between two and four rotor diameters, which was
carefully considered in this series of measurement. After the normalization of the data,
a high number of data points was gained. The next step was to find a best fitting curve.
Often a least square fit is used to set the parameter of a given mathematical function. In
case of power curves no mathematical function describing the curve exists. Actually this
function shall be determined. IEC 61400-12-1 mentions the method of bins to solve this
problem, which will be discussed within the next paragraphs.

Interpolation

The Matlab function ”splines” was performed. This allowed a least square fit of polyno-
mial functions. After sampling the function parameters the results were promising. More
details can be seen in the Matlab code, which is located in the appendix.

1this standard is set by IEC 61400-12-1; influence of the moisture of air is not taken into consideration
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Method of Bins

Stated briefly, for the method of bins the data is scaled into wind speed intervals and
arithmetically averaged within those intervals. The outcome of this method is a very low
number of data points which shall correlate strongly with the raw data. The interval
deviation provides information about the reliability of the data.

During the calculation both methods (Interpolation and method of bins) had been ap-
plied to the data. As there is currently no standard for remote sensing, both methods
were performed and compared. The calculation of the method of bins was facilitated
by a Visual Basic for Applications script within Excel. The code can be seen inside the
appendix.

7.2.3 Energy Yields

After the power curves had been calculated the next step was to determine the influence
of differences between power curves on the energy yield. Therefore a certain wind distri-
bution needed to be assumed. The Weibull distribution gives a fitting probability density
function for wind distributions, see equation 7.2.3.

wdf(v) =
kwdf

Awdf

(

v

Awdf

)kwdf−1

exp

(

−
(

v

Awdf

)k

wdf

)

(7.2.3)

Within Austria, the parameter kwdf equals the number 2 unless stated otherwise. As-
suming kwdf = 2 the parameter Awdf was determined by the average wind speed. If the
power curve is multiplied with the wind speed probability density function the result is
an energy density function. As each computational program only supplies discrete cal-
culating intervals, the distributions needed to consist of discrete values. The wind speed
was set from 0m/s to 25m/s with steps of 0.01m/s. The energy yield was calculated
by the summation of those 251 elements within the wind energy distribution divided by
the sum of the 251 elements of the wind speed probability density function. Multiplying
by a time component (24hours multiplied with 365 days=24 · 365h) and an availability
(ηav = 97%) resulted in an yearly energy yield. The Matlab code can be seen inside the
appendix.

7.2.4 Wind Shear

The calculation of wind shear was implemented in Excel. The scalars of the horizontal
wind speeds had been summarized for each height. Dividing by number of data points
resulted in an arithmetic mean for each measurement height. It happened rather often
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that data in heights of about 200m were not available as a result of a bad CNR. These
results were then filtered by a Visual Basic for Applications script. The code can be seen
inside the appendix.

7.3 Accuracy

As the measurement campaign included comprehensive data several error sources shall be
mentioned, which could have had a significant influence on the results. An exact quantifi-
cation of the influence of each error source should have taken comparative measurements
for longer time period and a very sophisticated mathematical treatment. However, this
is beyond the score of this thesis. Still, possible error sources shall be mentioned.

The LIDAR system windcube has, as every measuring system, a limited accuracy. The
measurement of the wind speed is expected to be very accurate under optimal conditions.
The error should be less than 0.2 m/s at each measurement height. Still turbulent, bad
weather conditions and low CNR could have decreased the accuracy of the system.

Data gained by the Enercon Scada system is also subject to inaccuracies. The data points
within figure 8.1.1 do not reproduce the power curve exactly, which may be interpreted
as measurement inaccuracies and/or fluctuating wind conditions. Interpolation of this
data sets shall reduce the influence of these inaccuracies.

The data set received by the austrian ”Zentralanstalt für Meteorologie and Geodynamik”
(ZAMG), containing values for air pressure and temperature, can be considered as suffi-
ciently accurate. First, the systems in use by ZAMG have a very high accuracy, second,
the influence of small deviations are very low because the mathematical algorithm applied
upon this data was minimizing its influence.

The local arrangement of the measuring systems also has an influence. The deceleration
of the wind as it approaches the wind turbine already contributes to energy production.
Therefore the measurement system must be placed in a predetermined distance from
the turbine. Under certain conditions the wind speed measured at a distance from the
turbine may not be the same as the speeds experienced at the turbine. Wakening effects
and influences due to the orography can affect the measurement significantly.

The mathematic algorithms used are based upon physical models. Each model is an
abstraction of reality with built in assumptions and simplifications. In order to calculate
the power curves the data sets had been filtered. Wind speeds had been normalized,
quantified and processed. Wind distributions were assumed and used to calculate energy
yields. Each step includes simplifications which may contribute an amount of error.
Still, this does not effectively means that the results of this measurement have reduced
expressiveness. Actually, higher deviations of the data points present in figure 8.1.2 can
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be better understood. Figure 8.1.1 is based upon Enercon Scada data, ZAMG data and
mathematical algorithms whereas figure 8.1.2 includes additional data derived from the
LIDAR system, which also represents an error source.

In short, the following factors influence the accuracy of the results of the measurements:

• inaccuracies of the LIDAR system - turbulence, weather conditions, low CNR

• inaccuracies of the Enercon Scada system

• local arrangement of the LIDAR system - wakening effects and orography

• simplifications and assumptions included in physical models and mathematic algo-
rithms



Chapter 8

Evaluation

This chapter contains

• the results of the analysis of the series of measurement and

• an explanation and discussion of these results

The measured power curves, wind shear, calculated energy distribution and yields are
presented here. Furthermore two different wind distributions are considered (case 1 and
2) to examine the relationships between the power curve, wind distribution and energy
yield. Additionally, suggestions that may improve the wind park design are elaborated.

8.1 Measured Power Curves

As already mentioned two different data sources were available for the determination
of the power curve. First, the Enercon Scada data was available since the WTG were
owned by VERBUND Renewable Power GmbH. Second, the LIDAR data was available
from the 07th of July up to the 6th of October including some interruptions. With this
data, different power curves were calculated (Scada and LIDAR, normalized and not
normalized) and compared with the warranted1 power curve.

1The warranty of the power curve has already expired. Therefore the analysis is just of theoretical
interest and not connected with any consequences concerning the manufacturer
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8.1.1 Power Curve: Scada

Figure 8.1.1 shows the power curve for the Enercon Scada data set.
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Figure 8.1.1: Power curve for Enercon Scada data set

The data points can be seen in green, the warranted power curve in blue, the Scada
power curve in red and the normalized Scada power curve in black. The data points
show the non-normalized data set which fits very well with the red line, indicating only
minor deviations. Normalization of the data, black curve, indicates no vigorous change.
Between 10 and 15m/s a small gap can be seen. Due to the hot summer days with
increased temperature during the measurement the air had been less dense and therefore
normalization shifted the power curve gained upward. Still the warranted power curve
is not fulfilled. For wind speeds between 10 and 15m/s strong differences are evident.
Interestingly the maximum power of the Scada power curve is higher than the maximum
power of the warranted curve.

8.1.2 Power Curve: LIDAR

Figure 8.1.2 shows the power curve based upon the LIDAR data set.
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Figure 8.1.2: Power curve based upon LIDAR data set

The data points can be seen in green, the warranted power curve in blue, the interpolated
LIDAR power curve in pink, the LIDAR power curve based upon the method of bins in
red and the normalized LIDAR power curve based upon the method of bins in black.
If the data points are compared with the data points in figure 8.1.1 a lower number of
data points and high deviation is evident. Still the calculated power curves look rather
similar to the Scada power curve. Whether the power curve is calculated by the method
of bins or by interpolation, the result is almost the same. The calculation based upon
the method of bins shows a weak ripple which can be explained by the low number of
data points. The normalization of the power curve has little influence.

8.1.3 Comparison of Power Curves

Figure 8.1.3 shows the warranted power curve in blue, the normalized Scada power curve
in red and the normalized LIDAR power curve in black.
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Figure 8.1.3: Comparison of power curves

It can be seen that the LIDAR power curve fits much better to the Scada power curve
than to the warranted one. Moreover, the LIDAR power curve is even worse. There is
strong evidence, that the real power curve does not agree with the warranted power curve.
A measurement meeting the standards of IEC 61400-12-1 may deliver equivalent results.
Most manufactures are liable for the loss of payments (if reasoned by a insufficient power
curve). If the warranty were still valid, the loss needs to be calculated. Normally this is
done retrospectively.
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8.2 Measured Wind Shear

The measured wind shear can be seen in figure 8.2.1. It spreads from 5.5m/s at a
height of 40m up to 8m/s to a height of 200m. As the blade tips reach from 35m up to
100m of height the rotor swept area is also exposed to the wind shear. Facing this, the
conventional measuring method of mounting a cup anemometer in hub height in a given
distance seems improper with ever larger turbines which incorporate stronger influences
of wind shear and increasing rotor swept areas. Knowledge of the wind shear may also
be used to optimize the wind park design. First, the hub heights can be chosen more
carefully, and second, the selection of appropriate rotor diameters and rated powers of
the WTGs can be tailored to improve performance.

Figure 8.2.1: Measured wind shear

8.3 Calculated Wind Distributions

The knowledge of wind distributions allows the calculation of energy densities and energy
yields for a given time period. If the wind distribution function is chosen carefully, the
information gained by yield calculation is of great value for wind park design. Figure
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8.2.1 shows the wind shear on the Bruck project site. As the average wind speed2 in hub
height was about 6m/s and the average full load hours of the WTG was approximately
1850h/a the curve parameter Awdf of the Weibull probability density function has been
set to 7.11. The calculated full load hours based upon the LIDAR power curve are in
this case (realistic case 1) 1887h/a and the average wind speed is 6.3m/s. As the wind
shear has strong influence on the average wind speed, a second case (fictive case 2) was
calculated, assuming a hub height of 200m and an average wind speed of 8m/s. Therefore
the parameter Awdf was set to Awdf = 9.03. The probability density functions of both
cases are shown within the following subchapters.

8.3.1 Case 1

Figure 8.3.1 shows the Weibull probability density function with the parameter set:
kwdf = 2 and Awdf = 7.11. This case is very close to realistic circumstances, and therefore
was used as a reference for the calculation of actual energy yield losses.
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Figure 8.3.1: Weibull probability density function case 1

8.3.2 Case 2

Figure 8.3.2 shows the Weibull probability density function with the parameter set:
kwdf = 2 and Awdf = 9.03. As mentioned a fictive case is represented by those pa-
rameters, assuming a hub height of 200m.

2during the series of measurements
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Figure 8.3.2: Weibull probability density function case 1

8.4 Calculated Energy Distributions

If the power curve is multiplied with the wind distribution the result is an energy distri-
bution. The next subchapters show different energy distributions for both cases.

8.4.1 Case 1

Figure 8.4.1 shows the energy distributions of the calculation based upon the warranted
power curve (blue), the normalized Scada power curve (red) and the normalized LIDAR
power curve (black) and the wind distribution from figure 8.3.1. Although the calculated
power curves differ strongly from the warranted for a wind speed of 13m/s, the energy
distribution is almost similar for this speed. This can be explained due to a weighting
affect as a result of the multiplication with the wind distribution. Wind speeds of around
13m/s are not as frequent as lower wind speeds, as can be seen in figure 8.3.1. The areas
underlying the energy density functions are equivalent to the energy yield within a given
period of time. Based upon the shape of the curves it already can be estimated, that
they differ by only a few percent.
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Figure 8.4.1: Calculated energy distribution case 1

8.4.2 Case 2

Figure 8.4.2 shows the energy distributions of the calculation based upon the warranted
power curve (blue), the normalized Scada power curve (red) and the normalized LIDAR
power curve (black) and the wind distribution 8.3.2. Compared to case 1 the functions are
shifted to higher wind speeds and have a higher peak amplitude and a wider distribution.
The gap between the ”warranted” and the calculated energy densities has increased for
wind speeds of approximately 12.5m/s. This shows that the influence of different power
curves cannot be predicted exactly without the knowledge of a certain wind distribution.
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Figure 8.4.2: Calculated energy distribution case 2

8.5 Calculated Energy Yields

The areas underlying the energy density functions are equivalent to the energy yields
within a certain period of time. This period was set to one year for the following calcu-
lations.

8.5.1 Case 1

Figure 8.5.1 shows different energy yields in case 1. The calculation based upon the
warranted power curve was used as a reference and represented 100% of energy yield.
Despite rather strong differences in power curves, the difference in energy yield are below
6 percent. The effect of normalization could also be seen. A further detailed analysis
follows in chapter 8.6.
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Figure 8.5.1: Calculated energy yields case 1

8.5.2 Case 2

Figure 8.5.1 shows different energy yields in case 2. As already recognized during the
discussion of the energy densities the energy losses are higher than in case 1 (absolute as
well as relative).
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Figure 8.5.2: Calculated energy yields case 2
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8.6 Final comparison of Case 1 and Case 2

The table shown in figure 8.6.1 contains the results of the calculations. Considering case 1,
the annual energy yields are about 3.3 Mio kWh which equals about 1900 full load hours.
The comparison of the results based upon three different power curves (warranted, Scada,
LIDAR) shows the influence on the energy yield. If the yield gained by the warranted
power curve represents 100 percent, the Scada power curve leads to a yield of 96.74
percent. The LIDAR power curve results in a yield of 96.16 percent, which is even less.
A loss of 3.26 or 3.84 % in yield and revenues is remarkable.

The second case shows a similar scenario. The losses are even higher (4.02 and 4.81 %).
Although the wind energy flowing through the WTG has increased in this case by 203
% the yields rose by only about 64 %. The WTG is not able to completely harvest the
additional winds due to the limits of the rated power. The high number of full load hours
can be considered as a hint that larger wind turbines with higher rated power may increase
the energy yield and the performance of the fictive wind park. This scenario could be
calculated by adding new power curves. The last column in both tables represents the
average power of the WTG, which is proportional to its full load hours. In modern wind
park design, main wind directions, orography and the influence of wake effects also need
to be considered.

Figure 8.6.1: Final results case 1 and case 2



Chapter 9

Comparison with other Methods of

Power Curve Measurement

The process of certified measurement of power curves is described within IEC 61400-12-
1. First class cup anemometers mounted at hub height at a given distance are used to
measure the horizontal wind speed. The data needs to be normalized and the power
curve needs to be calculated by the method of bins. Additionally, deviations within each
bin shall be calculated.

As LIDAR measurements are volume based rather than punctual measurements, informa-
tion gained by LIDAR systems are different. Wind shear within the rotor swept area (see
figure 9) can be measured. This allows the calculation of an equivalent average horizontal
wind speed, which represents realistic wind conditions better than a single anemometer.
With ever larger turbines, the influence of wind shear increases. Since the pitching system
of a WTG can only adapt to unique wind speeds, wind shear always leads to suboptimal
force distributions on the rotor blades and thus decreased power coefficients. Still, con-
ventional measurement approaches focusing horizontal wind speeds on hub heights may
have produced favorable power curves from a manufacturer point of view. As wind power
increases cubically with wind speed, higher speeds on the upper area of the turbine have
more influence than lower speeds downwards. These considerations are actually discussed
by the IEC. New standards for adequate power curve measurements using remote sensing
technologies might be set within the next years.
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Figure 9: Rotor swept area and wind shear

Aware of the assumptions taken in the calculations in this thesis it shall be pointed
out that those thoughts had not been implemented. The power curve calculation was
based upon the measured horizontal wind speed at hub height and handled as if it were
punctual. Otherwise calculations would have blasted the context of this master thesis.
New approaches are still object of discussion.

Despite all the taken simplifications during this work the results are still promising.
Remote sensing technology seems to bear great potential for wind speed determination
applications.



Chapter 10

Outlook and Discussion

This LIDAR campaign based upon Doppler Wind LIDAR was the first of its kind in
Austria. Although some appliances seem to have teething troubles the potential of the
technology is great. Doppler Wind LIDAR systems deliver reliable data wherever ho-
mogenous wind conditions are dominant. Further, development may also increase the
performance of the system in complex terrain.

The verification of power curves based upon remote sensing technologies is not finally
developed yet. Approaches close to anemometer technology are possible and lead to
satisfying results, but face ever larger rotor diameters additional information gained by
remote sensing shall be implemented.

Compared to met masts LIDAR systems are easily installed and have strong advantages
in terms of price and bureaucratic effort in case of short time campaigns. No building
permission is necessary for mounting a LIDAR system. On the other hand maintenance
might be necessary. This may include refilling the tank of a diesel generator in case of
green field projects or the refilling of the wiper tank. One great advantage of LIDAR
systems is their compact size which allows easy transportation and installation. Due this
compactness the system is unfortunately also at risk of burglary. Therefore the system
needs to be secured on the project site. Depending on the location of the project site
considerable effort needs to be taken for its securement. Enercon has developed a men-
sized box which holds the LIDAR system and further equipment. This strongly increases
the security, but also leads to a higher logistic effort due the sheer size of the complete
system. Long time measurement campaigns are rather expensive for the rental costs are
very high. Further commercialization may decrease these costs. Extensive site assessment
may include long time measurement data from met masts which is complemented by
short time measurement data provided by ground based LIDAR systems. A complete
abandonment of met masts for site assessment is nowadays not conceivable, but this
might change with further commercialization of the systems.
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Additional applications of LIDARs may appear with increased commercialization. Re-
search is done on the field of hub mounted systems, allowing the prediction of wind speeds
for several seconds in advance. This makes pre-pitching possible, in which the informa-
tion gained about the wind profile is used to choose a fitting pitch. An increase of yield
as well as reduced mechanical forces are the result of this technology. Eventually Doppler
wind LIDARs may also find use in other industries like aircraft or meteorology.



Chapter 11

Conclusions

The emission and detection of electromagnetic waves bears several advantages over Doppler
wind LIDAR as a remote sensing technology. The accuracy is sufficing for most wind
conditions although the technology is rather young and not yet commercialized. Even
within the market of Doppler LIDAR systems competing technologies exist (pulsed and
continuous waves). Therefore further development and technical advances can be ex-
pected to increase the accuracy and reduce the power consumption, which is of interest
in case of green field projects.

The Doppler wind LIDAR ”windcube” offered reliable data allowing the determination of
the power curve according to IEC 61400-12-1. In comparison to cup anemometers, which
are measuring a scalar representing the wind speed at a specific point, LIDAR systems
are measuring the velocity vector within a certain volume. Therefore comprises needed to
be taken to follow IEC 61400-12-1. A new standard for remote sensing technology can be
expected in the future. Still, the results of the power curve determination corresponded
with the calculation based upon the Scada monitoring system.

As different data sources were implemented in the calculations the experimentalist needs
to take special care to secure time synchronization. Several data sets with missing lines
or different time scales appeared, which had to be excluded manually. The calculation
itself was straight forward.

Summarizing the first Doppler wind LIDAR campaign in Austria, following pros and cons
can be mentioned beginning with the pros:

• easy transportation and installation

• reliable data

• different measurement heights up to 200m

81



CHAPTER 11. CONCLUSIONS 82

• allowing analysis of the wind shear

Cons:

• high price for long time measurement

• no standards exist to date

• risk of burglary

The pros of LIDAR technology are outweighing the disadvantages. Easy transportation
and installation gives an excellent opportunity for short time measurements. The mea-
surement of different heights provides more detailed information and allows the analysis
of the wind shear. Commercialization of the systems may reduce its prices reducing also
the risk and harm of burglary. Standards will be set by IEC, who is working nowadays on
standards providing clear instructions for the analysis of data gained by remote sensing
technology. Results can be expected within the next years.

Concluding these thoughts the LIDAR campaign run by VERBUND in cooperation with
Meteotest can be considered as a success opening possibilities for further experiences
within the company.
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Appendix

Codes

Matlab Codes

1 %Auswertung der Windmessung
2
3 func t i on c h r i s t i a n
4 c l e a r a l l
5 c l o s e a l l
6 c l c
7
8 %Garant i e r t e Le i s tungskurve
9 a=tex t r ead ( ’ l k g a r a n t i e r t . txt ’ ) ;

10 xrange =0 : 0 . 1 : 2 5 ;
11 i n t e r p o l g a r=inte rp1 ( a ( : , 1 ) , a ( : , 2 ) , xrange , ’ pchip ’ ) ;
12 %prob i e r e noch l k g mit s p l i n e d a r z u s t e l l e n − v i e l l e i c h t auch be s s e r !
13
14 hold on
15
16 % Scada gesamtdaten
17 s=tex t r ead ( ’ t e s t 3 . txt ’ ) ;
18 v=s ( : , 1 ) ;
19 p=s ( : , 2 ) ;
20 s n=tex t r ead ( ’ t e s t 4 . txt ’ ) ; %normier te Daten
21 v n=s n ( : , 1 ) ;
22 p n=s n ( : , 2 ) ;
23
24 %Lidar Daten
25 l i d=tex t r ead ( ’ l k l i d a r . txt ’ ) ;
26 l i d v=l i d ( : , 1 ) ;
27 l i d p=l i d ( : , 2 ) ;
28
29 % Vektor mit S t ü t z s t e l l e n
30 c =0 : 0 . 4 : 1 9 ;
31 d=0 : 0 . 1 : 1 9 ;
32 r =0 :1 : 19 ;
33 c l = 0 : 0 . 4 : 1 7 . 5 ;
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34
35 % Parameteranpassung
36 %scada
37 phi = s p l i n e ( c , eye ( l ength ( c ) ) , v ) ;
38 par = phi ’\p ;
39
40 phi n = s p l i n e ( c , eye ( l ength ( c ) ) , v n ) ;
41 par n = phi n ’\ p n ;
42
43 %l i d a r
44 ph i l = s p l i n e ( c l , eye ( l ength ( c l ) ) , l i d v ) ;
45 p a r l = ph i l ’\ l i d p ;
46
47 % Approximation
48 %scada
49 k = sp l i n e ( c , par , c ) ’ ;
50 l=k ;
51 n=length (k ) ;
52 f o r i =4:(n−4)
53 l ( i , 1 )=(k ( i −3 ,1)+k ( i −2 ,1)+k ( i −1 ,1)+k( i , 1 )+k ( i +1 ,1)+k( i +2 ,1)+k ( i +3 ,1) )

/7 ;
54 end
55 neu=inte rp1 ( c , k , r , ’ pchip ’ ) ;
56 nneu=inte rp1 ( r , neu , d , ’ pchip ’ ) ;
57 scada=ze ro s (1 , 251 ) ;
58
59 f o r i =1:( l ength (d) )
60 scada (1 , i )=nneu (1 , i ) ;
61 end
62
63 f o r i=( length (d)+1) : l ength ( scada )
64 scada (1 , i )=scada (1 , i −1) ;
65 end
66 %scada Normiert
67 k n = sp l i n e ( c , par n , c ) ’ ;
68 neu n=inte rp1 ( c , k n , r , ’ pchip ’ ) ;
69 nneu n=inte rp1 ( r , neu n , d , ’ pchip ’ ) ;
70 scada n=ze ro s (1 , 251 ) ;
71
72 f o r i =1:( l ength (d) )
73 scada n (1 , i )=nneu n (1 , i ) ;
74 end
75
76 f o r i=( length (d)+1) : l ength ( scada n )
77 scada n (1 , i )=scada n (1 , i −1) ;
78 end
79 %l i d a r
80 k l = s p l i n e ( c l , pa r l , c l ) ’ ;
81 neu l=inte rp1 ( c l , k l , 0 : 1 : 1 7 , ’ pchip ’ ) ;
82 nneu l=inte rp1 ( 0 : 1 : 1 7 , neu l , 0 : 0 . 1 : 1 7 , ’ pchip ’ ) ;
83 l i d a r=ze ro s (1 , 251 ) ;
84
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85 f o r i =1:( l ength ( 0 : 0 . 1 : 1 7 ) )
86 l i d a r (1 , i )=nneu l (1 , i ) ;
87 end
88
89 f o r i=( length ( 0 : 0 . 1 : 1 7 ) +1) : l ength ( l i d a r )
90 l i d a r (1 , i )=l i d a r (1 , i −1) ;
91 end
92 hold on
93 p lo t ( l i d v , l i d p , ’ g . ’ )
94 %plo t ( c l , k l , ’ k ’ )
95 p lo t ( xrange , i n t e r po l g a r , ’ LineWidth ’ , 2 )
96 p lo t ( xrange , l i d a r , ’m’ , ’ LineWidth ’ , 2 )
97 %Method o f b ins Lidar
98 l i d a r b i n=tex t r ead ( ’ l k l i d a r b i n s . txt ’ ) ;
99 i n t e r p o l l i d a r b i n=inte rp1 ( l i d a r b i n ( : , 1 ) , l i d a r b i n ( : , 2 ) , xrange , ’ pchip ’ ) ;
100 p lo t ( xrange , i n t e r p o l l i d a r b i n , ’ r ’ , ’ LineWidth ’ , 2 )
101 %plo t ( l i d a r b i n ( : , 1 ) , l i d a r b i n ( : , 2 ) , ’ rx ’ )
102 %Method o f b ins Lidar normiert
103 l i d a r b i n n=tex t r ead ( ’ l k l i d a r b i n s n . txt ’ ) ;
104 i n t e r p o l l i d a r b i n n=inte rp1 ( l i d a r b i n n ( : , 1 ) , l i d a r b i n n ( : , 2 ) , xrange , ’

pchip ’ ) ;
105 p lo t ( xrange , i n t e r p o l l i d a r b i n n , ’ k ’ , ’ LineWidth ’ , 2 )
106 %plo t ( l i d a r b i n n ( : , 1 ) , l i d a r b i n n ( : , 2 ) , ’ kx ’ )
107 legend ( ’ data po ints ’ , ’ guaranteed Pc ’ , ’ l i d a r Pc ( i n t e r p o l ) ’ , ’ l i d a r Pc (

b ins ) ’ , ’ normal ized l i d a r Pc ( b ins ) ’ , ’ Location ’ , ’ best ’ )
108 x l a b e l ( ’Wind Speed m/s ’ )
109 y l a b e l ( ’ Power kW’ )
110
111 %Ein l e s en Scada Daten ohne F i l t e r
112 s s=tex t r ead ( ’ t e s t 2 . txt ’ ) ;
113
114
115 f i g u r e
116 hold on
117 AXIS ( [ 0 25 0 2000 ] )
118 %plo t ( s s ( : , 1 ) , s s ( : , 2 ) , ’ b . ’ ) %Scada Daten ohne F i l t e r
119 p lo t (v , p , ’ g . ’ ) %Scada Daten mit F i l t e r
120 %plo t ( c , k , ’ r ’ ) %I n t e r p o l i e r t e Scada Daten −> LK scada
121 p lo t ( xrange , i n t e r po l g a r , ’ LineWidth ’ , 2 ) %I n t e r p o l i e r t e g a r a n t i e r t e LK −>

LK gar
122 %plo t ( c , l , ’ k ’ ) %l i n e a r grob g e g l ä t t e t e i n t e r p o l i e r t e Scada Daten ( auf 0 . 4 er

S ch r i t t e )
123 %plo t ( r , neu , ’ x ’ ) %erneut i n t e r p o l i e r t , dabei Aufl ösung erhöht auf 0 . 1 er

S ch r i t t e
124 p lo t ( xrange , scada , ’ r ’ , ’ LineWidth ’ , 2 ) %e rwe i t e r t LK scada auf Datenbere ich

b i s 25 m/ s
125 p lo t ( xrange , scada n , ’ k ’ , ’ LineWidth ’ , 2 ) %LK scada normiert b i s 25 m/ s
126 legend ( ’ data po ints ’ , ’ guaranteed Pc ’ , ’ scada Pc ’ , ’ normal ized scada Pc ’ , ’

Location ’ , ’ best ’ )
127 x l a b e l ( ’Wind Speed m/s ’ )
128 y l a b e l ( ’ Power kW’ )
129
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130
131
132 f i g u r e
133 hold on
134 p lo t ( xrange , i n t e r po l g a r , ’ LineWidth ’ , 2 )
135 p lo t ( xrange , scada n , ’ r ’ , ’ LineWidth ’ , 2 )
136 p lo t ( xrange , i n t e r p o l l i d a r b i n n , ’k ’ , ’ LineWidth ’ , 2 )
137 %plo t ( xrange , l i d a r )
138 legend ( ’ guaranteed Pc ’ , ’ normal ized scada Pc ’ , ’ normal ized l i d a r Pc ( b ins )

’ , ’ Location ’ , ’ best ’ )
139 x l a b e l ( ’Wind Speed m/s ’ )
140 y l a b e l ( ’ Power kW’ )
141
142 %Weibull Ve r t e i l ung
143 %Formparameter k
144 k=2
145 %Ska l i e r ung s f a k t o r A ( bestimmt arithm . Geschwindigke i t smit t e lwer t , f ü r 6 . 3

m/ s entsprechend 7 . 1 1 )
146 A=7.11
147 vv =0 : 0 . 1 : 2 5 ;
148 wdf=(k/A) ∗ ( ( vv/A) . ˆ ( k−1)) . ∗ ( exp (−((vv/A) ) . ˆ k ) )
149 f i g u r e
150 p lo t ( vv , wdf , ’ LineWidth ’ , 2 )
151 windenergy=sum(wdf . ∗ ( vv .∗ vv .∗ vv ) )
152 legend ( ’ Weibull D i s t r ibut i on ’ , ’ Location ’ , ’ best ’ )
153 x l a b e l ( ’Wind Speed m/s ’ )
154 y l a b e l ( ’ P r obab i l i t y Density ’ )
155
156 %Energ i e e r t r ag
157 %Ver f ügbarke i t
158 eta =0.97
159 %g a r a n t i e r t e Kurve
160 E ga r l=i n t e r p o l g a r .∗wdf/sum(wdf ) ;
161 P gar av=sum( E ga r l )
162 h v o l l l a s t g=P gar av /1800∗365∗24
163 E gar=P gar av ∗365∗24∗ eta
164 %Scada
165 E scada l=scada .∗wdf/sum(wdf ) ;
166 P scada av=sum( E scada l )
167 h v o l l l a s t s=P scada av /1800∗365∗24
168 E scada=P scada av ∗365∗24∗ eta
169
170 %Scada normiert
171 E scada l n=scada n .∗wdf/sum(wdf ) ;
172 P scada av n=sum( E scada l n )
173 h v o l l l a s t s n=P scada av n /1800∗365∗24
174 E scada n=P scada av n ∗365∗24∗ eta
175
176 %Lidar i n t e r p o l i e r t
177 E l i l=l i d a r .∗wdf/sum(wdf ) ;
178 P l i a v=sum( E l i l )
179 h v o l l l a s t i l=P l i a v /1800∗365∗24
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180 E l i=P l i a v ∗365∗24∗ eta
181
182 %Lidar Method o f Bins
183 E l b l=i n t e r p o l l i d a r b i n .∗wdf/sum(wdf ) ;
184 P l b av=sum( E l b l )
185 h v o l l l a s t b l=P l b av /1800∗365∗24
186 E l b=P l b av ∗365∗24∗ eta
187
188 %Lidar Method o f Bins normiert
189 E l b l n=i n t e r p o l l i d a r b i n n .∗wdf/sum(wdf ) ;
190 P l b av n=sum( E l b l n )
191 h v o l l l a s t b l n=P l b av n /1800∗365∗24
192 E l b n=P l b av n ∗365∗24∗ eta
193
194 f i g u r e
195 hold on
196 p lo t ( xrange , E gar l , ’ LineWidth ’ , 2 )
197 p lo t ( xrange , E scada l n , ’ r ’ , ’ LineWidth ’ , 2 )
198 %plo t ( xrange , E scada l , ’ r ’ )
199 p lo t ( xrange , E l b l n , ’ k ’ , ’ LineWidth ’ , 2 )
200 %plo t ( xrange , E l b l , ’ k ’ )
201 legend ( ’ based upon guaranteed Pc ’ , ’ based upon normal ized scada Pc ’ , ’ based

upon normal ized l i d a r Pc ( b ins ) ’ , ’ Location ’ , ’ best ’ )
202 x l a b e l ( ’Wind Speed m/s ’ )
203 y l a b e l ( ’ Energy Di s t r ibut i on ’ )
204
205
206 %Ausgabe
207 E=0:4
208 %Ska l i e rung auf Prozent
209 Egar=100
210 Escadan=E scada n /E gar ∗100
211 Elbn=E l b n /E gar ∗100
212 Escada=E scada/E gar ∗100
213 Elb=E l b /E gar ∗100
214
215 E(1 ,1 )=Egar
216 E(1 ,2 )=Escadan
217 E(1 ,3 )=Elbn
218 E(1 ,4 )=Escada
219 E(1 ,5 )=Elb
220
221 f i g u r e
222 bar (E)
223 s e t ( gca , ’ XTickLabel ’ , { ’ Guaranteed ’ , ’ Scada norm . ’ , ’ Lidar norm . ’ , ’ Scada ’ , ’

Lidar ’ } )
224 y l a b e l ( ’ Energy Yield ’ )
225
226 end

Listing 11.1: Matlab Code
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VBA Codes

Horizontal Wind Profile

1 Pr ivate Sub CommandButton1 Click ( )
2 Ce l l s (3 , 200) = 0
3 Ce l l s (4 , 200) = 0
4 Ce l l s (5 , 200) = 0
5 Ce l l s (6 , 200) = 0
6 Ce l l s (7 , 200) = 0
7 Ce l l s (8 , 200) = 0
8 Ce l l s (9 , 200) = 0
9 Ce l l s (10 , 200) = 0

10 Ce l l s (11 , 200) = 0
11 c = 0
12
13 For a = 3 To 13241
14 I f ( Ce l l s ( a , 197) = 0) Then
15 Ce l l s (3 , 200) = Ce l l s (3 , 200) + Ce l l s ( a , 26)
16 Ce l l s (4 , 200) = Ce l l s (4 , 200) + Ce l l s ( a , 45)
17 Ce l l s (5 , 200) = Ce l l s (5 , 200) + Ce l l s ( a , 64)
18 Ce l l s (6 , 200) = Ce l l s (6 , 200) + Ce l l s ( a , 83)
19 Ce l l s (7 , 200) = Ce l l s (7 , 200) + Ce l l s ( a , 102)
20 Ce l l s (8 , 200) = Ce l l s (8 , 200) + Ce l l s ( a , 121)
21 Ce l l s (9 , 200) = Ce l l s (9 , 200) + Ce l l s ( a , 140)
22 Ce l l s (10 , 200) = Ce l l s (10 , 200) + Ce l l s ( a , 159)
23 Ce l l s (11 , 200) = Ce l l s (11 , 200) + Ce l l s ( a , 178)
24 c = c + 1
25 End I f
26 Ce l l s (12 , 200) = c
27
28 Next
29
30 Ce l l s (13 , 200) = c
31 Makro1
32
33 End Sub
34
35 Sub Makro1 ( )
36 ’
37 ’ Makro1 Makro
38 ’ Makro am 10 .09 . 2010 von ch au fg ez e i chne t
39 ’
40
41 ’
42 Range(”GR3:GR11”) . S e l e c t
43 S e l e c t i o n . Copy
44 Range(”GS3”) . S e l e c t
45 Act iveSheet . Paste
46 Appl i ca t ion . CutCopyMode = False
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47 End Sub

Listing 11.2: Horizontal Wind Profile Code

Method of Bins

1 Pr ivate Sub CommandButton1 Click ( )
2 v = 0
3 Length = Ce l l s (8 , 11)
4
5 For a = 0 To 50
6 b = a + 2
7 v = v + 0 .5
8 Ce l l s (b , 12) = v − 0 .5
9 Ce l l s (b , 14) = 0

10 Ce l l s (b , 15) = 0
11 c = 0
12 For a1 = 3 To Length + 3
13 I f ( Ce l l s ( a1 , 5) < v − 0 .25 And Ce l l s ( a1 , 5) >= (v − 0 . 7 5 ) ) Then
14 c = c + 1
15 Ce l l s (b , 14) = Ce l l s (b , 14) + Ce l l s ( a1 , 5)
16 Ce l l s (b , 15) = Ce l l s (b , 15) + Ce l l s ( a1 , 6)
17 End I f
18 Next
19 Ce l l s (b , 13) = c
20 Next
21
22 End Sub
23
24
25 Pr ivate Sub CommandButton2 Click ( )
26 v = 0
27 Length = Ce l l s (8 , 11)
28
29 For a = 0 To 50
30 b = a + 2
31 v = v + 0 .5
32 Ce l l s (b , 47) = v − 0 .5
33 Ce l l s (b , 49) = 0
34 Ce l l s (b , 50) = 0
35 c = 0
36 For a1 = 3 To Length + 3
37 I f ( Ce l l s ( a1 , 32) < v − 0 .25 And Ce l l s ( a1 , 32) >= (v − 0 . 7 5 ) ) Then
38 c = c + 1
39 Ce l l s (b , 49) = Ce l l s (b , 49) + Ce l l s ( a1 , 32)
40 Ce l l s (b , 50) = Ce l l s (b , 50) + Ce l l s ( a1 , 33)
41 End I f
42 Next
43 Ce l l s (b , 48) = c
44 Next
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45
46 End Sub

Listing 11.3: Method of Bins Code
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