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#### Abstract

We implemented a search algorithm capable of finding the energetically most favorable and thus stable spatial configurations of particles interacting pairwise via potential functions, considering two different types of phenomena, namely cluster and lattice formation. This problem was successfully solved using concepts of genetic algorithms, in particular so-called phenotype algorithms introduced in the late 1990s. With the help of our algorithm, we gained results on well-known benchmark systems (including Lennard-Jones Clusters) as well as on a newly proposed two-dimensional system.
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## 1 Introduction

In soft matter physics, the search for ordered equilibrium structures of systems interacting via potentials of different functional shape is an important task. We illustrate this for a particular class of systems, the colloidal dispersions - systems consisting of mesoscopic particles (colloids) in a microscopic solvent. The behavior of such systems can be described via effective interactions between the colloids, where the influence of the microscopic solvent particles on the colloids is incorporated through suitable coarse graining methods in an effective potential [1]. By varying parameters like temperature, salt concentration in the solvent or the chemical composition of the mesoscopic particles, the effective potential can be influenced in different ways, leading to the possibility of custom-made potentials. On solidification, these systems show a surprisingly wide variety of stable ordered structures. In contrast to hard matter (i.e. atomic) systems, these structures can be very complex and difficult to predict.

According to statistical mechanics, an equilibrium state of a system corresponds to an extremum of the appropriate thermodynamic potential. At constant volume, this potential is the free energy, which reduces at zero temperature to the internal energy of the system. On a microscopic level, the internal energy is a function of the coordinates of the interacting particles. Therefore, the search for equilibrium structures becomes an optimization problem: the global minimum of a cost function (in our case the internal energy) depending on a set of parameters (in our case the spatial coordinates of the particles) is to be found. All possible combinations of parameter values $\mathbf{x}$ (called candidate solutions) make up the search space and every point in search space corresponds to a cost value $f(\mathbf{x})$, for which the minimum $f\left(\mathbf{x}^{*}\right)=\min _{\mathbf{x}} f(\mathbf{x})$ (or maximum) should be found.
In practice, the solution of such optimization problems turns out to be extremely difficult for sufficiently large systems, even when one is searching for ordered structures. This due to the high dimensionality of the search space and the complicated functional dependence of the cost values on the parameters.

There is a wide variety of techniques to cope with optimization problems. Local optimization methods start from a certain point in search space and iteratively move to better neighboring points. These techniques usually find the local optimum of the cost function next to the starting point. Newtonian methods, utilizing the gradient of the cost function at hand, $\nabla_{\mathbf{x}} f(\mathbf{x})$, are a well known example for local optimization. Global optimization methods, on the other hand, are devoted to the generally much more difficult task of finding the overall optimum of the cost function, i.e. the candidate solution with the single best cost value possible.

Global optimization techniques can be divided in the following categories:

- Deterministic approaches explore the search space in a systematic way. Here, previously tested candidates determine in an unambiguous way the next candidate solutions.
- Stochastic approaches explore the search space in a random way. A very important example for these approaches are Monte Carlo methods [2].
- Heuristic approaches incorporate aspects of both aforementioned strategies: A heuristic search algorithm tries to explore the search space in a randomized, but (hopefully) intelligent way. This is achieved by taking both the information currently available (by previously evaluated candidate solutions) as well as random decisions into account when determining which point in search space should be tested next.

The search strategy this work is based on, namely genetic algorithms, belongs to the third category. Genetic algorithms explore multi-dimensional parameter spaces using several concepts inspired by natural (Darwinian) evolution processes [3], such as survival of the fittest, selection, recombination, inheritance and mutation.

Evolution itself can also be viewed as an optimization strategy: Individuals that are well adjusted to their environment have a high probability to survive and pass their genetic information (and thus their characteristic features) on to subsequent, probably even better adapted generations. However, it is important to note that this analogy is limited, since the cost function of problems we are investigating is generally fixed, whereas in natural evolution, there is an interaction between individuals and their environment, i.e. the "cost function" (viability of an individual or species) is influenced by the other "candidate solutions" (other individuals or species) that are present.

This thesis is organized in the following way:

- Chapter 2 presents the concepts of the search strategy we use. In the first part, the standard approach of genetic algorithms is presented alongside some remarks on the theory behind them. The second part of this chapter introduces phenotype algorithms and tries to point out what makes them more suitable than standard genetic algorithms for problems like the ones we investigated.
- Chapter 3 provides an overview of the characteristic features of the different model systems we studied.
- Chapter 4 describes the technical details of our implementation of a phenotype algorithm as a FORTRAN 90 program.
- Chapter 5 presents the results we obtained. Energy values of the most favorable configurations we found are provided and compared to previously published data if possible. Visualizations of some example structures are given at the end of this chapter.
- Chapter 6 consists of a short overview of the work we did and points out possible future improvements for our algorithm.


## 2 Genetic Algorithms

Genetic algorithms (GAs) as computer simulations were probably first introduced by J.H. Holland [4] in 1975 and have ever since been further developed [5, 6, 7] and used on a wide variety of fields. These include, but are not limited to, physics, chemistry and material science (e.g. crystal structure prediction [8, 9], molecular structure optimization and cluster geometry optimization [10]), biology (e.g. protein and DNA structure prediction) [11], automated design (e.g. electronic circuits [12]), and economics (e.g. [13], [14]).

In our group, genetic algorithms have successfully been used for research on condensed matter theory [15, 16], 3D soft matter systems [17, 18, 19], 2D soft matter systems [20, 21, 22], and 2D soft matter layered systems [23].

Although Holland's schema theorem [4] and the building block hypothesis (see below) are widely considered an explanation for the power of genetic algorithms, there is still a debate over the mechanisms of the adaptive capacity (i.e. the average convergence towards better results) of GAs.

### 2.1 Standard Genetic Algorithms

### 2.1.1 Basic concepts

The basic idea of GAs is to have a population consisting of candidate solutions (i.e. individuals $\mathcal{I}_{j}$ ), which evolves in time. Genetic operations, like selection, crossover and mutation, are applied on these individuals. The attributes of the individuals (i.e. phenotype) are coded into genes. A cost function determines the fitness of each individual. The chance of an individual to survive and to inherit its genetic information to subsequent generations depends on its fitness.

Here is a more detailed explanation of these concepts.

- Genotype: In GAs all information about an individual is encoded into and decoded from a string of genes. Every single gene can assume any value of a certain alphabet, $\mathcal{A}=\left\{a_{1}, \ldots, a_{n}\right\}$. The string of genes, in which all parameters of one candidate solution are encoded is called the individual's genotype (synonyms are chromosome and genome). All parameters correspond to substrings of the genotype. Such a substring, which can be decoded into one parameter $x_{j}$, could be called a word $w_{j}$ or genetic division.

Schematic representation of a genotype encoded in a binary alphabet:


In nature, the genotype is encoded as a DNA sequence, where the bases adenine, cytosine, guanine, and thymine are the letters of the corresponding alphabet $\mathcal{A}^{\mathrm{DNA}}=\{A, C, G, T\}$.

Note that the use of the term "gene" in GAs differs from the meaning it has in (classical) biological genetics, where it rather stands for "unit of inheritance", which has more in common with the substrings termed "words" above. A more consistent denomination for what we call gene here would be "allele".

- Phenotype: The phenotype stands for all properties (or parameters) of one individual and therefore represents one point in search space.
- Coding: For encoding and decoding a chromosome, one has to choose a genotype-phenotype map which of course has to be invertible. If it is not possible to encode variables with arbitrary numerical precision (e.g. real numbers as a finite string of binary numbers), the genetic search space represents a grid in real parameter space.
- Fitness function: The fitness of an individual is a function of its quality. While the quality (or rating) of a candidate solution is a well-defined value, the way in which its fitness depends on this value can be chosen. For example, if we search for configurations of particles with low energy, we will define fitness as some function of the energy. By modulating the fitness function, the chances for survival and mating of candidate solutions of different quality can be adjusted.
- Representation: The chosen genotype-phenotype map combined with the fitness function is called the representation of the optimization problem. By
choosing a certain representation, the distribution of fitness values over all possible genotypes and therefore the way the search space of the problem at hand is represented in the algorithm ${ }^{1}$ are implicitly determined.
- Population and generation: The set of individuals present at a certain time is termed the (current) population $P=\left\{\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right\}$. The number of individuals is in general constant, although it is possible to use GAs with variable population size. As the population propagates in time, new individuals are introduced into the population and old individuals are removed from it. The population at step $i$ is called $i$ th generation $G_{i}$.
- Selection: Before constructing new individuals by recombination, "parent"individuals have to be selected from the population. In most cases an individual's chance of being selected increases with its fitness.
- Crossover: The mechanism of creating new individuals based on the genetic information of a number of parent individuals (usually two like in the natural analogon) is called crossover process.
- Mutation: Another way of creating new candidate solutions is by mutation of previously created individuals. The mutation-operator works directly on the genes. In typical implementations with a binary alphabet, one or several arbitrarily chosen genes are flipped by the mutation operator.


### 2.1.2 Algorithm

A pseudo-code of a generic genetic algorithm can be represented as follows (variables are typed in in roman, operations in italic letters):

## program GA

initialize (population)
evaluate (population)
while (not(termination_condition)) do
parents=select_parents (population)
new_generation=recombine (parents)
new_generation=mutate (new_generation)

[^0]```
        evaluate (new_generation)
        population=build_population(population,new_generation)
    end do
end program
```

Now I will describe the most important subroutines of a standard genetic algorithm in detail:

## Initialization

In a first step, the starting population has to be initialized, i.e. all parameters of all individuals have to be assigned a value. Usually random values are chosen for those parameters, but it is also possible to use biased starting values, this is the case when some prior knowledge about the optimization problem is employed. When using uniformly distributed random starting values, the individuals can be directly initialized via their genes, i.e. every allele is assigned a random letter from the chosen alphabet. On the other hand, biased starting values are easier to incorporate via a phenotype-based initialization.

## Encoding

As mentioned above, a bijective (i.e. revertible) genotype-phenotype mapping for the particular problem has to be found. Usually a binary alphabet $\mathcal{A}^{\text {binary }}=\{0,1\}$ is used, because this allows efficient use of computational time and memory. The process of encoding a decimal integer number $i$ into its binary representation $b_{n} b_{n-1} \ldots b_{1} b_{0}$ works as follows

$$
\begin{aligned}
& b_{0}=(i \quad \bmod 2) \quad i_{1}=\operatorname{int}(i / 2) \\
& b_{1}=\left(\begin{array}{ll}
i_{1} & \bmod 2)
\end{array} i_{2}=\operatorname{int}\left(i_{1} / 2\right)\right. \\
& b_{2}=\left(i_{2} \bmod 2\right) \quad i_{3}=\operatorname{int}\left(i_{2} / 2\right) \\
& \vdots \quad \vdots \\
& b_{n}=\left(i_{n} \bmod 2\right) \quad 0
\end{aligned}
$$

The reverse operation is

$$
i=b_{n} * 2^{n}+b_{n-1} * 2^{n-1}+\ldots+b_{1} * 2+b_{0}
$$

A disadvantage of using the binary alphabet is that "neighboring values" in parameter space are not necessarily "neighbors" in their encoded representations. As an

Table 2.1: Decimal numbers 0-8 with their binary and Gray code representation

| decimal | binary | Gray code |
| :---: | :---: | :---: |
| 0 | 0000 | 0000 |
| 1 | 0001 | 0001 |
| 2 | 0010 | 0011 |
| 3 | 0011 | 0010 |
| 4 | 0100 | 0110 |
| 5 | 0101 | 0111 |
| 6 | 0110 | 0101 |
| 7 | 0111 | 0100 |
| 8 | 1000 | 1100 |

example, consider the integer numbers 3 , and 4 with their binary representations 011 and 100. Another problem related to this encoding technique is that the "importance" of bit $b_{n}$ increases exponentially with n . Thus the impact of a bit-flip on the phenotype differs strongly with the gene position. The first drawback mentioned above can be overcome by using Gray code [25] (also known as reflected binary code), which uses the binary alphabet $\mathcal{A}^{\text {binary }}=\{0,1\}$, but different encoding rules. Two neighboring decimal numbers only differ in one bit in their Gray code representation. See table 2.1 for examples.

The schemata theorem (see below) suggest that "small" alphabets (i.e. alphabets with a small number of letters) are more suitable for GAs, since they maximize the number of schemata available, but there are also good arguments for using larger alphabets or even real numbers [28].

## Evaluation

In the evaluation step the "quality" of each individual is determined. In a typical GA, two quantities are computed at this step: The first one is the rating $g\left(\mathcal{I}_{j}\right)=g_{j}$, an observable for which the global optimum should be found. An example for a rating value is the energy of a configuration of particles. Secondly, the fitness $f\left(g_{j}\right)=f_{j}$ of each candidate solution is assessed. As mentioned above, by choosing a fitness function, the "penalty" that is attributed to an individual in the "survival-of-the-fittest-game" for having a worse rating than others can be adjusted. There is no general rule for selecting an appropriate fitness function for an optimization problem.

Some common choices are listed below.

- Proportional fitness: $f_{\text {prop }}\left(g_{i}\right)=a g_{i} / \sum_{j=1}^{n} g_{j}$, where $a$ is a parameter and $n$ is the number of individuals in the population.
- Linear fitness: $f_{\text {lin }}\left(g_{i}\right)=L\left(g_{i}\right)$, where $L$ is a linear function on $\mathbb{R}$. An example is $f_{\operatorname{lin1} 1}\left(g_{i}\right)=1 /\left(\sum_{j=1}^{n} g_{j}-g_{i}\right)$
- Exponential fitness: $f_{\exp }\left(g_{i}\right)=\exp \left(\frac{-a\left(g_{i}-g_{\min }\right)}{g_{\max }-g_{\min }}\right)$, where $a$ is a positive parameter and $g_{\max }, g_{\text {min }}$ are the highest and lowest rating values in the current population. With this dynamically scaled fitness function, the individual with the lowest rating value is alway assigned fitness 1 , while the individual with the highest rating value always has a fitness close to 0 (depending on $a$ ). This choice is suitable when positive as well as negative rating values are expected.

In the $p$-dimensional space spanned by the $p$ parameters of the optimization problem, the fitness values of all possible parameter configurations are called the fitness-hypersurface.

## Selection

In this subroutine, "parent"-individuals, which are allowed to recombine and create offspring are selected. Since individuals with high fitness values have better chances to be selected, the average fitness of subsequent generations should increase. There are different schemes for calculating an individual's mating probability:

- Linear ranking: All candidate solutions are sorted in terms of their fitness values. A constant reproduction probability, which decreases with lower position, is assigned to each individual. As this method does not depend on the magnitude of the difference of fitness values, it is suitable to prevent "domination" of individuals with very high fitness values.
- Tournament: A number $n$ of candidate solutions are randomly chosen from the population and the individual with the highest fitness value within this subset is allowed for reproduction. With higher $n$ values (selection pressure), candidates with low fitness have a smaller chance to be selected. This procedure is repeated until the required number of parents is found.
- Roulette wheel: In this scheme, the reproduction probability $p_{i}$ of an in-
dividual $\mathcal{I}_{i}$ is proportional to its fitness value. It is one of the most popular selection methods. The following formula is used:

$$
p_{i}=\frac{f_{i}}{\sum_{j=1}^{n_{\text {ind }}} f_{j}},
$$

where $n_{i n d}$ is the number of individuals in the population. One could imagine this as a roulette wheel with variable slot width (see figure 2.1).


Figure 2.1: Schematic visualization of roulette wheel selection

## Crossover

After determining which individuals are allowed to reproduce, a method for constructing the genes of the children based on the parental genetic information has to be defined. Although it would be possible to create a child from an arbitrary number of parents, we limit our considerations to two parents, similar to the natural analogon.

- One-point crossover: The gene-strings of each of the parents $\left(\mathcal{P}_{1}, \mathcal{P}_{2}\right)$ are cut at the same, randomly chosen position. Then, two child chromosomes $\left(\mathcal{C}_{1}, \mathcal{C}_{2}\right)$ are created, $\mathcal{C}_{1}$ consisting of the genes of $\mathcal{P}_{1}$ located left of the cutting position and the genes of $\mathcal{P}_{2}$ located right of the cutting position. $\mathcal{C}_{2}$ is created from the remaining segments. For a schematic illustration, see figure 2.2.
- Two-point crossover: Similar, but with two cutting positions - $\mathcal{C}_{1}$ is composed of the genes of $\mathcal{P}_{1}$ located left and right of the cutting positions and the


Figure 2.2: Schematic representations of one-point (top) and two-point (bottom) crossover operations with parent individuals at the upper and children at the lower part of each illustration. The crossover positions are marked by thick vertical lines. Images used by courtesy of Julia Fornleitner [20].
genes of $\mathcal{P}_{2}$ located in between these positions. For $\mathcal{C}_{2}$, the remaining segments are used. An illustration can be found in figure 2.2.

- Random crossover: This generalized method employs the so-called assembly vector $\mathcal{X}$, which is of the same length as the chromosomes. At first, each entry of $\mathcal{X}$ is chosen as a random bit. Then $\mathcal{C}_{1}$ is created bit-by-bit by copying allele $i$ from $\mathcal{P}_{1}$ if the $i$ th entry of $X$ is 0 and copying allele $i$ from $\mathcal{P}_{2}$ if the $i$ th entry of $X$ is $1 . \mathcal{C}_{2}$ is created in the opposite way, or alternatively by a bit inversion of $\mathcal{C}_{1}$. Sometimes this technique is called uniform crossover. This scheme is illustrated in figure 2.3.


## Mutation

Mutation techniques are used to introduce new genetic sequences and to avoid "inbreeding" in analogy to mutation in evolutionary biology. Thus, mutation should

$\mathcal{X}$| 1 | 0 | 0 | 1 | 1 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |



Figure 2.3: Schematic representation of a random crossover operation with inversion.
Assembly vector $\mathcal{X}$ on top, parents on the left and children on the right side. $\mathcal{C}_{2}$ is the inversion of $\mathcal{C}_{1}$. Image used by courtesy of Julia Fornleitner [20].


Figure 2.4: Schematic view of a single gene mutation. Image used by courtesy of Julia Fornleitner [20].
avoid that the GA becomes trapped in local minima.
In a typical mutation step, each gene of an individual has a chance $p_{\text {mut }}$ to be changed to a random letter from the chosen encoding alphabet $\mathcal{A}$. Usually $p_{\text {mut }}$ is rather small, ranging from 0.001 to 0.1 . It can either be set as an external, fixed parameter or to increase with the number of generations.

## Construction of new generations (Replacement)

The replacement scheme determines which individuals are used for building up the new generation $G_{i+1}$. Possible candidates are the individuals of the previous generation $G_{i}$ and their offspring, either mutated or not.

- Generational replacement: A widely used replacement scheme is to discard the whole previous generation and construct the new population only out of (mutated) offspring. The advantage of this technique is that it can avoid premature convergence to a local minimum as it prevents a small number of individuals with very high fitness values from dominating the entire population. On the other hand, very good candidates are often lost from one generation to the next, thus the maximum and average rating within the population can decrease, leading to a slowdown in convergence.
- Elitism: Using this scheme, a number of "elite" individuals from the previous generation $G_{i}$ survive and are included in the next generation. For example, $G_{i+1}$ can be built up by a fixed number $k$ of the highest rated individuals from $G_{i}$ plus the ( $n_{\text {ind }}-k$ ) highest rated children. This makes sure that the maximum rating increases monotonically from generation to generation. Alternatively, all individuals from $G_{i}$ and their offspring may be sorted with respect to their rating and the $n_{\text {ind }}$ highest rated individuals are taken into the next generation, irrespective if they are parent or child individuals. With this approach, the average rating also increases monotonically, however, domination by candidate solutions in local minima can be a severe problem.
- Niches: Another concept that can improve convergence to the global minimum are niching methods, which allow the GA to maintain a population of diverse individuals (i.e. individuals with different features). A simple implementation of this concept is to permit only one individual within a certain interval of rating values in each generation. More sophisticated characteristics of the individuals could also be assessed and the number of individuals with certain features might be restricted in order to avoid getting stuck in local minima. When we consider crystal structure predictions as an example, the number of individuals belonging to the same symmetry class could be limited. This, of course, is highly problem specific and one has to have good knowledge of the system they are investigating before implementing such a scheme. For a deep investigation of this idea, see [29].

There are no general guidelines of how to choose the most appropriate replacement scheme for a given problem.

## Termination condition and final refinement

The GA typically runs for a fixed number of generations, which has to be set as an external parameter. The experimenter has to set this value, usually relying on experience values of how many generations are needed until convergence. GAs are also sometimes set to terminate after a certain (acceptable) rating value is found. A convergence time limit can be used as a termination condition as well.

As stated earlier, the procedure to encode parameters as finite strings of a certain alphabet (i.e. with limited numerical precision) causes the GA to work on a finite grid in parameter space. Hence, the parameters of the fittest candidate solution found by the GA have to be further refined, typically using a steepest descent or conjugate gradient search.

Of course, one has to make sure that encoding precision is sufficient, so that the global minimum on the grid corresponds to the global minimum in real parameter space.

### 2.1.3 Schemata and Building Block Hypothesis

Although GAs are easy to implement and perform well on a large number of problems, the exact mechanism of their convergence is unknown. An attempt to explain this fact is the so-called building block hypothesis ( BBH ) $[4,5]$.

To formulate this hypothesis, we first need the concept of schemata, introduced by Holland [4]: A schema is class of strings with equal values at certain positions. For example, consider all strings of length six, consisting of letters of the binary alphabet. Then, both strings 100100 and 101110 would be part of the schema $10^{*} 1^{*} 0$ (i.e. the subset of all strings with 1 in the first, 0 in the second, 1 in the fourth and 0 in the sixth position), where the symbol * represents the "wild-card" character and stands for an arbitrary letter. Schemata have certain characteristic features: A character, which is not a wild-card is called defining position, the order of a schema is the number of its defining positions and the defining length is the difference between the indices of the last and the first defining position of a schema. The schema in the example above has defining length six and order four. A schema with low defining length (and therefore low order) is considered "short". When the average fitness of all strings which belong to one schema is higher than the average fitness of all possible strings, the schema is said to be of "high fitness".

Holland argues that a GA implicitly tests large numbers of schemata while testing a relatively small number of points in parameter space. He calls that implicit parallelism of GAs.

In short, the BBH states that a GA recombines short, low-order and highly-fit schemata (which are called building blocks) to construct even fitter schemata of higher order and therefore converges to minima on the fitness-hypersurface by implicitly recognizing these schemata and propagating them to future generations.

## Criticism

The BBH has been subject to sometimes heavy criticism for different reasons. On one hand, there have been empirical examinations, which suggest that GAs do not perform as well as expected on certain problems (see [26]). In some cases, a GA converged slower than a simple hill climbing algorithm on problems which were thought to be ideal for GAs. On the other hand the theoretical foundation of the BBH has been attacked (several such arguments are summed up in [27], section 3.3). A rather furious assault on the building block hypothesis can be found in [24], where the main argument is that the BBH makes far too strong commonplace fitness structure assumptions, namely

- Abundant Basic Building Blocks: A large number of basic building blocks ${ }^{2}$ exists in the initial population.
- Hierarchical Synergism: Antagonistic ${ }^{3}$ intersections between the building blocks of any level are rare, whereas synergistic ${ }^{4}$ intersections between small collections of lower level building blocks are common.

The author of the aforementioned paper claims that the number of cases where these assumptions can be fulfilled is vastly outnumbered by the number of cases where they cannot be satisfied. Thus, in his opinion, the building block hypothesis cannot be an explanation for the convergence of GAs.

[^1]
### 2.1.4 GAs and the No Free Lunch Theorems

The No Free Lunch (NFL) Theorems for Search were derived by Wolpert and Macready in 1995 [30] and expanded to optimization problems in 1997 [31]. Broadly speaking, these theorems state that if an algorithm $A$ outperforms (i.e. finds the desired result faster than) an algorithm $B$ on a certain number of problems (i.e. cost functions), $B$ has to outperform $A$ in exactly as many other problems (as long as certain conditions hold). This implies that, on average, no algorithm can outperform a random search when a sufficiently large number of problems is considered.

## The Theorem

NFL can be stated in the following way (cf. [27], section 4.2): Let $\mathcal{X}$ be a discrete search space with points $x \in \mathcal{X}$ and $f$ be a cost function (or rating function) with

$$
f: \mathcal{X} \mapsto \mathcal{Y} \subset \mathbb{R}
$$

The general objective is to find an optimal point (called solution) $x^{*} \in \mathcal{X}$, for which $f\left(x^{*}\right)$ is the global extremum. A search algorithm $A$ generates a set of distinct points $\left\{d_{m}^{x}(i)\right\}$ with cost values $\left\{d_{m}^{y}(i)\right\}$, where $y=f(x)$ and $i=1, \ldots, m$ is an index. The ensemble of points and cost values that have already been visited is noted as $d_{m}$. $A$ starts from some point $d_{1}^{x}(1)=x_{1}$ with cost $d_{1}^{y}(1)=y_{1}$ and creates subsequent points depending on the previously visited points $d_{m}$ in the following way

$$
A: d \mapsto x \text {, with } x \in \mathcal{X} \backslash\left\{d_{m}^{x}(i)\right\} ;
$$

i.e. $A$ does not revisit points. The information contained in the sequence of points generated by $A$ can be represented by a frequency table (histogram) $\mathbf{c}$ of the cost values $\left\{d_{m}^{y}(i)\right\}$. Some characteristics of $\mathbf{c}$, like its minimum, maximum, or mean value, can be used as measure of the quality of the algorithm's performance. For a given rating function, $f$, number of algorithm steps, $m$, and algorithm, $A$, the conditional probability $P[\mathbf{c} \mid f, m, A]$ for obtaining a certain frequency table $\mathbf{c}$ is the quantity measuring how well the algorithm works on this particular problem. Wolpert and Macready prove the following [31]:

For any pair of algorithms $A_{1}$ and $A_{2}$,

$$
\sum_{f} P\left[\mathbf{c} \mid f, m, A_{1}\right]=\sum_{f} P\left[\mathbf{c} \mid f, m, A_{2}\right],
$$

where the sum is over all possible functions $f$.

In this original formulation it is assumed that $A$ is deterministic, which is not true for heuristic search algorithms like GAs. Nevertheless, the theorem can be restated so that it also holds for stochastic algorithms.

## Implications

Since the NFL theorems are universal, they also apply to GAs, especially as Wolpert and Macready have extended their results to algorithms, which, like GAs, revisit points ${ }^{5}$. Although some researchers claim that the NFL theorems have virtually no significance for practical problems ${ }^{6}$, hopes that one could construct something like a "universal GA", which performs extraordinarily well on a large number of problems without sacrificing performance on other problems cannot be fulfilled.

A more detailed introduction of these concepts and a discussion of their significance for practical applications can for example be found in [27], chapter 4 and [32].

### 2.2 Phenotype Algorithms

There are problems, (e.g. cluster geometry optimization, which will be the main topic in the following section), to which standard GAs are a suitable approach, but lead to unsatisfying results. It was suggested that for these problems string representations of the parameters are not ideal [33].

An important step forward was accomplished, when a GA, that operated directly on real-valued Cartesian coordinates, without any encoding and decoding, was introduced [34]. Although algorithms using this technique are still called genetic algorithms in most scientific contributions, this term is somewhat misleading, since the information processed by the algorithm is no longer represented in the form of gene strings. The algorithm's operators are rather applied on the phenotype-variables (see below). Therefore, Hartke introduced the denomination phenotype algorithm [35], which is more appropriate in my opinion.

[^2]The next and probably most crucial step in applying modified GAs on cluster geometry optimization was first implemented by Deaven and Ho [7]. They executed a gradient-driven local optimization (in parameter space) on each individual after it was created (either initially, by recombination or by mutation). The fitness of the individuals was calculated as a function of their rating value after the optimization step. If the locally optimized individuals were encoded and (standard) crossover and mutation operators worked on them, the local optimization of the phenotype variables could be ruined due to these operations. Phenotypical crossover and mutation operators can quite easily be constructed in such a way that a large part of the optimized variables are preserved. These operators perturb comparatively small regions of the phenotype and leave large parts of it intact. Hence, the local optimization remains valid for the unchanged regions.

Phenotype algorithms with local optimization can be seen as corresponding to Lamar$c k i a n^{7}$, rather than Darwinian evolution. In this picture, the local optimization can be seen as a "learning process" of individuals.

Since local optimization is quite "expensive" concerning computer time, Deaven and Ho [7] decided to radically reduce the number of individuals within a generation, from around 1000 in standard GA implementations to values ranging between 4 and 20.

Note that the concept of local optimization steps between the GA steps has a lot in common with the very successful basin hopping method introduced by Wales and Doye [36]. This was pointed out, for example, by Wales in [37]. Basin Hopping performs local optimization in between Monte Carlo steps (typically constant temperature Metropolis), where the acceptance criterion for a Monte Carlo step depends on the energy of the new configuration after optimization. More on this similarity both approaches effectively transform the potential energy surface - will follow below.

### 2.2.1 Transformation of the rating hypersurface through local optimization

Some global optimization techniques use the concept of hypersurface deformation (for example, see [38]). These approaches attempt to simplify optimization problems by

[^3]transforming the rating hypersurface (or, more specifically, the potential energy surface, PES). The according transformations should smoothen the PES and reduce its number of local minima. The global minimum of the simplified PES is then mapped back to the original problem, hoping that it corresponds to its global minimum. The problem related to these techniques is that one can never be sure that the global minimum of the deformed hypersurface will map back onto the correct minimum of the original hypersurface.

The local optimization used in the phenotype algorithm described here (and, in a similar way, in the basin hopping technique) also simplifies the potential energy hypersurface, but in such a way, that a minimum on the transformed PES always corresponds to the according minimum on the original PES. As pointed out by Wales and Doye [36], the original hypersurface is effectively transformed on a step shaped surface, where each step corresponds to a basin of attraction (hence basin hopping) of a local minimum of the original hypersurface (for a schematic illustration, see figure 2.5). As neighboring parameter configurations lead to the same rating after the optimization step, values on the transformed hypersurface are visited more frequently. This effect can easily be avoided by including an energy-niche mechanism, i.e. only one candidate solution is allowed in a certain energy interval. Thus, the search-space the GA is working on is substantially reduced by this approach.

### 2.2.2 Phenotypical operators

As mentioned above, the operators of a phenotype algorithm work directly in the parameter space of the investigated problem. In our problem, they work on the Cartesian coordinates. Therefore, new mechanisms of crossover and mutation have to be introduced alongside a local optimization method. All other operators (e.g. evaluation and selection) can be defined as described in the section on standard genetic algorithms.

In early work by Zeiri [34], operators that averaged over coordinates of two parents or simply cut and pasted coordinates in array representation were used. Deaven and Ho [7] were the first to propose operators for a cluster geometry optimizing GA, that could preserve information gained by local optimization. Their approach, alongside possible modifications and refinements, will be presented here, after a short explanation of the notation used.

An individual $\mathcal{I}$ (i.e. an $N$-particle candidate cluster) is represented by a list of the


Figure 2.5: Schematic illustration of a potential energy surface (red) and its effective transformation to a step function (black).

Cartesian coordinates $\mathbf{x}_{i}$ of the particles the cluster consists of:

$$
\mathcal{I}=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}\right\}
$$

## Crossover

Deaven and Ho's crossover operator $C: C\left(\mathcal{I}_{p 1}, \mathcal{I}_{p 2}\right) \rightarrow \mathcal{I}_{c}$ works on two parent individuals $\mathcal{I}_{p 1}, \mathcal{I}_{p 2}$ and produces a child individual $\mathcal{I}_{c}$ the following way: First, a random plane passing through the center of mass of both parent clusters is chosen. Then, the parent clusters are cut along this plane and the child $\mathcal{I}_{c}$ is assembled from those particles of $\mathcal{I}_{p 1}$, which lie above the plane and those particles of $\mathcal{I}_{p 2}$, which lie below the plane. It is possible that $\mathcal{I}_{c}$ does not contain exactly $N$ particles after this procedure. In this case, the parent clusters are shifted to an equal amount in opposite directions perpendicular to the cutting plane and the operation is repeated until the child contains precisely $N$ particles. Deaven and Ho call this mechanism cut and splice crossover. For an illustration see figure 2.6. With this approach, a second child consisting of the complementary particles could in principle be created (in accordance with the crossover operations described in the section on standard genetic algorithms), however these authors did not incorporate this possibility.


Figure 2.6: Cut and splice crossover. The parent individuals (left) are cut by a plane and the fragments are newly assembled to form the offspring (right).

As previously mentioned, the cut and splice-operator only disturbs the local optimization of a rather small part of a configuration, namely the region around the cut.

A variation of the cut and splice method has been proposed by Johnston in [39]. At first, random rotations around two perpendicular axes are applied on the parent clusters. Then, both parents are cut parallel to the $x y$-plane (this is an arbitrary choice, in principle any cutting plane could be used) and complementary fragments are spliced together. The cut plane can either be located at a random $z$-value, pass through the center of the clusters or can be chosen, depending on the fitness ratio of the parents (i.e. a large part of the parent cluster with higher fitness and a small part of the parent cluster with lower fitness are combined). A version of this mechanism which introduces two cutting planes (corresponding to a two-point crossover operator) is possible as well. This method can also be utilized to overcome the problem of producing children with a number of particles different from $N$ : The cut plane is implicitly chosen by assembling the child of the $j$ particles with the highest $z$-values from $\mathcal{I}_{p 1}$ and the $(N-j)$ particles with the lowest $z$-values from $\mathcal{I}_{p 2} . j$ can again be either $\frac{N}{2}$, a random number, or biased by the fitness ratio of the
parents.
For systems with periodic boundary conditions, a periodic cutting technique has been introduced [41].

## Mutation

The mutation operator $M: M(\mathcal{I}) \rightarrow \mathcal{I}_{\text {mut }}$ of Deaven and Ho performs one of two actions with equal probability. The first changes the coordinates $\mathbf{x}_{i}$ of $\mathcal{I}$ by a random distance a random number of times (unphysically close particles are separated between the steps). The second mutation mechanism performs a search for an adjacent watershed in the potential energy surface. After such a step, $\mathcal{I}_{\text {mut }}$ usually has a higher energy, but should lie in a neighboring watershed of the PES.

There is a large number of possible other mutation operators and only a few should be addressed here. A straight-forward mutation is to assign a random number of particles new, random coordinates. These coordinates should of course be located within the expected extension of the cluster and very close particles have to be detached from each other. Alternatively, individuals can be cut in parts and these parts can be rotated against each other about an axis perpendicular to the cutting plane. Wolf and Landmann [40] introduced "twinning" and "etching" mutations. The twinning operation pastes half a cluster to its rotated image, while the etching operation adds some $k$ particles to the candidate cluster, then performs energy minimization and finally removes the $k$ most weakly bound particles, so that the cluster contains the desired number of particles again. The latter technique is similar to "directed mutation" operations (proposed by Hartke [35]), where the particle with the lowest binding energy is moved to the most favorable alternative position. Wolf and Landmann [40] also linked the occurrence of mutation to a possible stagnation of the population: Whenever the standard deviation of the parental cluster energies drops below a certain threshold value or there is no change in the energy distribution of the population for a given number of generations, individuals are mutated.

## Local Optimization

In principle, any local search algorithm (i.e. an algorithm that starts from a candidate solution and iteratively moves to better neighbor solutions) could be applied on the individuals the GA produces. The most common choices will be described below,
using the following notation: An optimal value of a rating function $f(\mathbf{x})$ depending on $p$ parameters $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{p}\right)$ is to be found.

- Hill climbing: The concept of a hill climbing search is rather simple: As a first step, parameter $x_{1}$ of the given candidate solution is increased by a certain value $\delta\left(x_{1} \rightarrow x_{1}+\delta\right)$. Next, the rating function $f$ is evaluated. If the resulting value is better than the rating of the original individual, this step and its rating value are stored as a "best solution", otherwise the original individual remains as the best solution. For the second step, $x_{1}$ is decreased by $\delta\left(x_{1} \rightarrow x_{1}-\delta\right)$ and if the resulting rating is better than the one of the current best solution, the step and the corresponding rating are stored. Then steps for the second parameter $x_{2}$ in positive and negative direction are executed and evaluated. This is iterated for all possible $2 p$ steps.

After all these operations, the original individual is replaced by the one that has been stored as the best solution and the process starts anew. This procedure is iterated until the rating cannot be enhanced anymore. Then, $\delta$ is decreased, typically by $\delta \rightarrow \delta / 3$, and the whole iteration is repeated.

The termination condition of a hill climbing search is usually met when $\delta$ reaches a (very small) given value $\delta_{\text {term }}$ (i.e. the search converges). If the algorithm does not converge after a given number of steps, it is also terminated.

If we combine all parameters $x_{i}$ of the original solution into one vector $\mathbf{x}$, so that $x_{i}=\mathbf{x} \cdot \mathbf{e}_{i}$, the whole method can be written in a very compact way: Compute all values $f\left(\mathbf{x}_{j}\right)$ with $\mathbf{x}_{j} \in\left\{\mathbf{x} \pm \delta \mathbf{e}_{i}\right\}$. If $f\left(\mathbf{x}^{*}\right)=\min _{\mathbf{x}_{j}}\left\{f\left(\mathbf{x}_{j}\right)\right\}$ is lower than $f(\mathbf{x})$, replace $\mathbf{x}$ with $\mathbf{x}^{*}$ and repeat, otherwise decrease $\delta$ and repeat.

The hill climbing approach is a very basic method that can be implemented rather easily. It works quite well on some problems, but its convergence speed is usually not very satisfactory, especially since the routine for local optimization is called extremely often in a phenotype algorithm like ours.

- Gradient descent search: This method, also known as "steepest descent" is quite similar to hill climbing, but it utilizes the gradient $\nabla_{\mathbf{x}} f(\mathbf{x})$ of the rating function. In this approach, the steps in parameter space are not constrained to go in the direction $\mathbf{e}_{i}$ of a particular parameter $x_{i}$, as each step goes in the direction of the steepest descent or ascent on the rating hypersurface, depending on whether one wants to reach a minimum or maximum. Additionally, a "line search" is applied, to determine the ideal step length, rather than having a
fixed step length like in the hill climbing method.
In short, this algorithm works as follows: Compute the gradient $\Delta \mathbf{x}=-\nabla_{\mathbf{x}} f(\mathbf{x})$. Determine the ideal step length $\alpha^{*}$ as

$$
f\left(\mathbf{x}+\alpha^{*} \Delta \mathbf{x}\right)=\min _{\alpha}\{f(\mathbf{x}+\alpha \Delta \mathbf{x})\}
$$

Replace $\mathbf{x} \rightarrow \mathbf{x}+\alpha^{*} \Delta \mathbf{x}$. Repeat until convergence (i.e. $\left|\vec{\nabla}_{\mathbf{x}} f(\mathbf{x})\right| \leq \delta$ ) or a certain number of steps is reached.

- Conjugate gradient search: The weakness of the gradient descent search is related to the fact that it converges slowly on a number of problems, because the directions of consecutive steps often differ considerably, so that the algorithm follows a zig-zag pattern. The idea behind conjugate gradient search is to improve this by incorporating previous search directions when calculating the direction of the subsequent step.

The first search step is computed just like in a steepest descent algorithm

$$
\mathbf{x}_{1}=\mathbf{x}_{0}+\alpha_{0}^{*} \Delta \mathbf{x}_{0}
$$

The following steps are determined as follows: Compute the gradient $\Delta \mathbf{x}_{n}=$ $-\nabla_{\mathbf{x}} f\left(\mathbf{x}_{n}\right)$, then calculate the step direction as $\Lambda \mathbf{x}_{n}=\Delta \mathbf{x}_{n}+\beta_{n} \Lambda \mathbf{x}_{n-1} . \beta_{n}$ can be obtained employing one of the the following expressions:

- Fletcher-Reeves: $\beta_{n}^{\mathrm{FR}}=\frac{\Delta \mathbf{x}_{n} \cdot \Delta \mathbf{x}_{n}}{\Delta \mathbf{x}_{n-1} \cdot \Delta \mathbf{x}_{n-1}}$ [43]
- Polak-Ribière: $\beta_{n}^{\mathrm{PR}}=\frac{\Delta \mathbf{x}_{n} \cdot\left(\Delta \mathbf{x}_{n}-\Delta \mathbf{x}_{n-1}\right)}{\Delta \mathbf{x}_{n-1} \cdot \Delta \mathbf{x}_{n-1}}$ [44]
- Hestenes-Stiefel: $\beta_{n}^{\mathrm{HS}}=\frac{\Delta \mathbf{x}_{n} \cdot\left(\Delta \mathbf{x}_{n}-\Delta \mathbf{x}_{n-1}\right)}{\Lambda \mathbf{x}_{n} \cdot\left(\Delta \mathbf{x}_{n}-\Delta \mathbf{x}_{n-1}\right)}[45]$

Determine the ideal steplength $\alpha_{n}^{*}$ by a line search

$$
f\left(\mathbf{x}_{n}+\alpha_{n}^{*} \Lambda \mathbf{x}_{n}\right)=\min _{\alpha_{n}}\left\{f\left(\mathbf{x}_{n}+\alpha_{n} \Lambda \mathbf{x}_{n}\right)\right\} .
$$

Determine the new solution vector $\mathbf{x}_{n+1}=\mathbf{x}_{n}+\alpha_{n}^{*} \Lambda \mathbf{x}_{n}$, increment $n(n \rightarrow n+1)$ and repeat until convergence or a certain number of steps is reached.

- (L-)BFGS method: The Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [46, 47, 48, 49] can be considered as a quasi-Newton method for solving unconstrained non-linear optimization problems. The notation "quasi-Newton" refers to the fact that the Hessian (i.e. matrix of second derivatives of the rating function with respect to the parameters) does not have to be explicitly
computed, as it is approximated by analyzing successive gradient vectors. The BFGS method can be seen as an extension of the conjugate gradient method, which uses not only the last, but more of the previous steps to compute the subsequent one. Therefore it expends more memory than a conjugate gradient optimization, but usually converges faster.

The L-BFGS algorithm is an implementation of the BFGS method, that requires a fixed amount of memory, which can be externally assigned [50, 51]. This improvement is achieved by storing a certain number of previous steps and when all available memory is used up, the oldest steps are overwritten by newer ones. L-BFGS-B is a further development of this software, that allows bounds (i.e. minimum and maximum values, but no general constraints) on the variables $[52,53]$. The user is required to provide function values $f(\mathbf{x})$, first derivatives $\nabla_{\mathbf{x}} f(\mathbf{x})$, possible bounds on the variables $\mathbf{x}_{\text {min }}, \mathbf{x}_{\text {max }}$ and a number of parameters like desired convergence criteria and allowed memory (i.e. how many previous steps should be stored).

Deaven and Ho used a conjugate gradient search as local optimization method in their investigations [7]. Wales and Doye employed this technique in their first implementations of the basin-hopping algorithm as well [36], but later changed to L-BFGS [42], which is the standard method for cluster-geometry optimizing phenotype algorithms today [35, 39].

## 3 Problems Investigated

In this work, two different problems were examined. The first, namely 3D cluster geometry optimization, lead us to phenotype methods. For the second one, a twodimensional system for which we tried to find quasicrystal-properties, we initially used a standard GA approach (i.e. with binary encoding). Later, with the insight gained from investigating the former system, we changed to a phenotype algorithm as well.

### 3.1 Cluster geometry optimization

Ensembles of $N$ particles, where $N$ ranges from a few tens to a few millions, are called clusters. Such entities are often seen as intermediate structures between molecules, consisting of a small number of atoms, and bulk solids, consisting of an extremely large number of atoms. A very popular example for clusters are fullerenes, which are made of a certain number of carbon atoms, where the "buckyball" structure $\mathrm{C}_{60}$ was the first to be discovered [54]. This was also the first test problem Deaven and Ho used their phenotype algorithm on [7].

Given the properties of the constituent particles in terms of their (pair-)interactions and their number $N$, their geometric arrangement is a priori unknown. In a $3 N$ dimensional space (spanned by the coordinates of the $N$ particles) the energy values of all possible particle configurations form the potential energy (hyper)surface (PES). The global minimum of this surface is called the ground state. Although the corresponding particle arrangement is not necessarily the structure that will be formed at finite temperature, it represents a good candidate for the most favorable configuration and thus is of central interest when investigating clusters. The number of local minima on the PES rises exponentially with the number of particles $N$ (for example, see [55]), which renders the search for global minima very difficult as $N$ increases. In
fact, it has been shown that the problem is NP-hard ${ }^{1}$ [56].
Because of the vast number of local minima on the PES and the difficulty of predicting the structural features of global minima for this particular problem, ab-initio (i.e. unbiased) search strategies are a valuable tool for such investigations. During the last 15 years, there has been considerable interest in this field of science and methods capable of efficiently locating global minima on the PES have been introduced. Among the most successful ones are basin hopping and genetic (phenotype) algorithms, which are both ab-initio approaches. A large number of results for clusters formed by different types of particles have been made available online at the "Cambridge cluster database" [58].

### 3.1.1 Lennard-Jones Clusters

Here we introduce clusters that are built up by particles interacting pairwise via the Lennard-Jones (LJ) potential:

$$
V_{\mathrm{LJ}}\left(r_{i j}\right)=4 \epsilon\left[\left(\frac{\sigma}{r_{i j}}\right)^{12}-\left(\frac{\sigma}{r_{i j}}\right)^{6}\right] .
$$

This interaction (see figure 3.1) is a mathematical model potential, which represents short-range repulsive and long-range attractive forces. $r_{i j}$ is the interparticle distance, at $r_{i j}=\sigma$ the potential vanishes and $\epsilon$ is the depth of the potential well attained at $r=\sqrt[6]{2} \sigma$. The term $(\sigma / r)^{12}$ is responsible for the repulsive part and the term $-(\sigma / r)^{6}$ for the attractive part of the interaction.

The model has been suggested by John Lennard-Jones [59] as an attempt to image the behavior of neutral atoms or molecules, which repel each other at very small distances due to the Pauli exclusion principle ${ }^{2}$ and attract each other at larger distances due

[^4]

Figure 3.1: Lennard-Jones potential
to van der Waals forces ${ }^{3}$. The $\frac{1}{r^{12}}$ dependence of the first term is not justified by theory and is chosen for ease of computation, while the $\frac{1}{r^{6}}$ behavior of the attractive term is derived from models describing interactions between induced dipoles.

Clusters of Lennard-Jones particles have been investigated for many years (for example, see [55, 61, 62, 36]). Initially they were studied out of an interest for nucleation rates of noble gases, which are modeled particularly well by the LJ potential. Therefore, a large amount of data is available [58] and LJ clusters represent an ideal benchmark test for optimization algorithms.

For a majority of particle numbers, the energetically most favorable structure known today is based on so-called Mackay icosahedra (see figure 3.2 and [63]). These arrangements can be divided into 20 tetrahedral face-centered-cubic (fcc) units and therefore are sometimes called polytetrahedral structures. Complete icosahedral clusters are possible at $13,55,147, \ldots$ particles. For other cluster sizes, a growth pattern can be formulated, where a growing layer of particles is successively added to a core

[^5]

Figure 3.2: Mackay icosahedron consisting of 13 particles from different perspectives.
(i.e. a perfect icosahedral packing) until this process is completed at the next possible perfect Mackay icosahedron. Therefore, one can speak of icosahedral shells. These structures are believed to be dominant for particle numbers up to $N \sim 1600$ [64].

However, there are a few notable exceptions from this pattern in the range $2 \leq$ $N \leq 150$. For $N=38$, an fcc truncated octahedron is energetically more favorable than any known icosahedral structure [65]. For $75 \leq N \leq 77$ the optimal (known) configurations are based on the Marks decahedron [66]. For $N=98$, the energetically most favorable structure published is a tetrahedral structure [67], and finally for $102 \leq N \leq 104$, there are again minimum energy clusters of decahedral shape [68]. Investigations [69] of the potential energy surface for $N=38$ and $N=75$ have shown that for these numbers of particles, the PES is also dominated by icosahedral local minima, despite having non-icosahedral global minima. This property makes it difficult for optimization methods to locate the global minima.

To model attractions of variable range, the LJ potential can be generalized to the so-called $2 \alpha-\alpha$ potential:

$$
V_{2 \alpha-\alpha}\left(r_{i j}\right)=4 \epsilon\left[\left(\frac{\sigma}{r_{i j}}\right)^{2 \alpha}-\left(\frac{\sigma}{r_{i j}}\right)^{\alpha}\right],
$$

as proposed in [60].
Clusters of particles interacting via this potential (with $\alpha=18$ - shown in figure 3.3 - and $\alpha=100$ ) have been investigated in [72]. It was found that cluster geometries differ from the Lennard-Jones case for $\alpha=18$ for particle numbers larger than ten. However, a further increase in $\alpha$ does not introduce additional cluster shapes.


Figure 3.3: $2 \alpha-\alpha$ potential with $\alpha=18$ (red) compared to the standard LennardJones potential (black, dashed)

### 3.1.2 Dzugutov Clusters

The Dzugutov potential (see figure 3.4)

$$
V_{\mathrm{Dz}}\left(r_{i j}\right)=A\left(r_{i j}^{-m}-B\right) \exp \left(\frac{c}{r_{i j}-a}\right) \Theta\left(a-r_{i j}\right)+B \exp \left(\frac{d}{r_{i j}-b}\right) \Theta\left(b-r_{i j}\right),
$$

where $\Theta(x)$ is the Heaviside step function and $A, B, a, b, c, d$ and $m$ are numerical parameters, was proposed by Mikhail Dzugutov [70], originally in order to study glass transitions in monoatomic systems. It has a local maximum approximately at $\sqrt{2}$ times the equilibrium pair distance $r_{\text {min }}$, which should suppress the formation of close-packed configurations. This makes the Dzugutov potential a typical example for interaction potentials with short-ranged attractive and long-ranged repulsive forces.

Clusters of Dzugutov particles have been examined in [71]. As the authors point out, the curvature of the potential at its minimum, which is slightly different from the Lennard-Jones potential's curvature, and the disfavoring of distances near $\sqrt{2} r_{\text {min }}$ influence the shape of the energetically most favorable structures of such clusters. From theoretical considerations and results based on a basin-hopping investigation, the authors conclude that non-compact polytetrahedral configurations should be the global minimum for most cluster sizes up to $N \sim 10000$.


Figure 3.4: Top: Dzugutov potential with parameters $A=5.82, B=1.28, a=1.87$, $b=1.94, c=1.10, d=0.27, m=16 ; r_{\min }=1.13, r_{\max }=1.44 r_{\min }$, $\epsilon_{1}=0.581, \epsilon_{2}=0.791 \epsilon_{1}$. Bottom: Dzugutov potential (red) compared to the standard Lennard-Jones potential (black, dashed).

### 3.2 2D-System

The second system we investigated is inspired by quasicrystals [73, 74]. These structures have quasiperiodic order, which means they show perfect long-range order, but (unlike crystals) no periodicity. Long-range order corresponds to a finite number of sharp peaks in the Fourier transform of a structure and therefore to sharp peaks in diffraction experiments.

A one-dimensional example for a non-periodic, long-range ordered structure is the so-called Fibonacci chain. It is a sequence of long $(L)$ and short $(S)$ intervals. The Fibonacci chain can be constructed by starting with one interval and iteratively executing the rules $S \rightarrow L$ and $L \rightarrow L S$, thereby building strings with increasing length. If we choose $L$ as starting sequence, the first few strings are

```
L
LS
LSL
LSLLS
LSLLSLSL
```

When the construction rule is iterated to infinity, the resulting sequence has no repetition distance (i.e. no periodicity) if the ratio of $L$ and $S$ is an irrational number. For the canonical Fibonacci chain, the ratio of the interval lengths is the so-called golden mean $\tau=(1+\sqrt{5}) / 2$.

We have constructed a two-dimensional system confined in a quadratic box, where particles are forced to occupy a limited number of infinitely deep potential wells in horizontal direction. These wells are located at positions given by the first $w$ segments of the canonical Fibonacci chain (see figure 3.6, top). In vertical direction, the particles can freely move within the bounds given by the box. The system has periodic boundary conditions in both $x$ - and $y$-direction (for an illustration of this concept, see figure 3.6, bottom).

For the particle interaction, we use the Gaussian core model (GCM), introduced by Stillinger [75]. The GCM represents a good approximation for the effective interaction of certain mesoscopic macromolecules (e.g. interpenetrating polymer chains [76]). The functional form of the GCM-interaction is given by

$$
V_{\mathrm{G}}(r)=\epsilon \exp \left(-\frac{r^{2}}{\sigma^{2}}\right)
$$



Figure 3.5: Gauss potential $V_{\mathrm{G}}(r)=\epsilon \exp \left(-\frac{r^{2}}{\sigma^{2}}\right)$.
with $\epsilon$ as a parameter defining the energy scale and $\sigma$ as a parameter defining the length scale. This potential is purely repulsive and bounded (i.e. remains finite even at full particle overlap). A visualization of the Gauss function can be found in figure 3.5.

Of course, this system does not have true quasi-periodic structural properties, because the wells within the box represent only a finite portion of the Fibonacci chain, which is periodically continued by the boundary conditions.


Figure 3.6: Top: Our 2D-system with eight wells, appearing as vertical dashed lines (arbitrary units). Bottom: Periodic boundary conditions; particles in the primary cell appear in dark, their periodic images in light colors.

## 4 Implementation of the GA

In this chapter, I describe our implementation of the modules required in a GAprogram; for details I refer to chapter 2. Our GA was programmed in FORTRAN 90 and uses two external packages, namely $R A N L U X$, a pseudo-random number generator proposed by M. Lüscher [77, 78] and TOMS'778 [79], a FORTRAN 90 implementation of L-BFGS-B for local optimization purposes (see end of subsection 2.2.2).

We used ifort (Intel Fortran Compiler) to compile our program and all simulations were run on our local "liquid" computer cluster.

The (standard) GA source code written by Dieter Gottwald [15] and improved by Julia Fornleitner and Gernot Pauschenwein [20, 17] was of great help for developing our own code.

The program is controlled via an input file. Here, the user can define the desired parameters (i.e. number of particles, number of individuals per generation, number of generations, interaction potential, etc.) at the beginning of each run. The program reads all entries from inputfile as part of the initialization routine. The output of the program consists of four files: the interaction potential is written to the file potential.dat; the energies of all individuals of all generations and details about the mating process are written to analysis.dat; whenever the up to that time most favorable candidate solution is found, its generation number and energy are written to log.dat; finally, at the end of a run, the Cartesian coordinates of the particles representing the best individual found are written to plot.dat.

### 4.1 Cluster geometry optimization

The following pseudo-code should provide an overview of our program. An in-depth explanation of these proceedings is given in the next sections.

```
program MY_GA
### INITIALIZATION ###
    define_variables
    initialize_ranlux
    read_parameters_from_inputfile
    allocate_memory
    check_and_plot_potential
### FIRST GENERATION ###
    set_coordinates (generation)
    optimize (generation)
    evaluate (generation)
    write_output
### REPRODUCTION ###
    do i=1,number_of_generations
        do j=1,(number_of_individuals - elitism_parameter)
            parents=select_parents (generation)
            child_generation(j)=recombine (parents)
        end do
        mutate(child_generation)
        optimize (child_generation)
        apply_niche_condition(child_generation)
        create_new_population(generation,child_generation)
        evaluate (generation)
        write_output
    end do
### TERMINATION ###
    plot_best_individual
    deallocate_memory
end program
```


### 4.1.1 Repeatedly used routines

Some routines are used on several occasions within the algorithm. Therefore I want to describe them at first, later I will refer to this section whenever these routines are employed.

## Evaluation

- Energy: The energy $E$ of a finite number of particles interacting via a pair potential $V(r)$ is calculated as

$$
E\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right)=\sum_{i=1}^{N} \sum_{j=i+1}^{N} V\left(r_{i j}\right)
$$

with the number of particles $N$, particle coordinates $\mathbf{x}_{i}=\left(x_{i}, y_{i}, z_{i}\right)$ and interparticle distances

$$
r_{i j}=\sqrt{\left(x_{j}-x_{i}\right)^{2}+\left(y_{j}-y_{i}\right)^{2}+\left(z_{j}-z_{i}\right)^{2}} .
$$

- Forces: The forces $\mathbf{f}$ acting on each particle due to the interparticle interaction (i.e. the gradient of the potential energy of every particle) have to be calculated for the local optimization procedure. The force acting on particle $i$ is the sum over all forces originating from the interaction of this particle with all other particles $j$.

$$
\mathbf{f}_{i}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right)=\sum_{j=1}^{N} \frac{\partial V\left(r_{i j}\right)}{\partial r} \frac{\mathbf{x}_{j}-\mathbf{x}_{i}}{r_{i j}}, j \neq i
$$

Since the potentials we have used have an analytic shape, $\frac{\partial V}{\partial r}$ can be directly defined as a function.

- Fitness: Throughout we use an exponential fitness function

$$
f_{\exp }\left(\mathcal{I}_{i}\right)=\exp \left[\frac{-a\left(E\left(\mathcal{I}_{i}\right)-E_{\min }\right)}{E_{\max }-E_{\min }}\right]
$$

where the parameter $a$ is read from the inputfile and $E_{\text {min }}, E_{\max }$ are the minimum and maximum energy values within the population. Since we employ the roulette wheel selection in all our calculations, a quantity called modified fitness

$$
f_{\bmod }\left(\mathcal{I}_{i}\right)=\frac{\sum_{j=1}^{i} f_{\exp }\left(\mathcal{I}_{j}\right)}{\sum_{j=1}^{n_{\text {ind }}} f_{\exp }\left(\mathcal{I}_{i}\right)},
$$

where $n_{\text {ind }}$ is the number of individuals, also needs to be calculated for all individuals $\mathcal{I}_{i}$ every time the fitness-subroutine is called. $f_{\text {mod }}$ lies in the interval $[0,1]$ for all candidate solutions. We define the space $d_{i}$ one individual $\mathcal{I}_{i}$ occupies within the interval $[0,1]$ as $d_{i}=f_{\text {mod }}\left(\mathcal{I}_{i}\right)-f_{\text {mod }}\left(\mathcal{I}_{i-1}\right)$. The larger the absolute fitness value $f_{\exp }\left(\mathcal{I}_{i}\right)$ of an individual, the larger is $d_{i}$. This quantity will be useful in the selection subroutine.

## Optimization

- L-BFGS-B: As already mentioned, we use a FORTRAN 90 version of L-BFGSB available online [79]. We have to provide the following data to the subroutine:

| parameter | description |
| :--- | :--- |
| n | number of variables; when we are working in $d$ dimensions, <br> this parameter is given by the number of particles times $d$ |
| $\mathrm{nbd}(\mathrm{i})$ | we have to specify if there are bounds on any variables; we set <br> nbd=2 for all variables (upper and lower bounds) |
| $\mathrm{u}(\mathrm{i}), \mathrm{l}(\mathrm{i})$ | values of upper/lower bounds for all variables; we confine the <br> particles in a cubic box, hence the values for u(i) and l(i) are <br> $\pm b$ (see below) |
| factr | value for termination condition on function values $E:$ when the <br> change of $E$ from one optimization step to the subsequent step <br> drops below (factr times the machine precision), the iteration <br> is stopped; we chose factr=10 |
| pgtol | value for termination condition on the gradients $-\mathbf{f}_{i}:$ when the <br> maximum gradient component drops below pgtol, the iteration <br> is stopped; we chose pgtol $=10^{-5}$ |
| m | the number of previous steps stored in memory $(3 \leq m \leq 7$ is <br> recommended) |

Once the optimization is started, the routine will update the coordinates and ask for function values (i.e. energy) and gradients (i.e. negative forces) repeatedly, so that the corresponding evaluation subroutines described above have to be called each time L-BFGS-B asks for them.

- Hill climbing: For testing purposes, we also included a hill climbing search, which became obsolete in later runs because of a much slower convergence than the L-BFGS optimization.


### 4.1.2 Initialization

- Define variables: First we define a class ${ }^{1}$ t_generation, in which all information on a generation of individuals can be stored. This includes coordinates of all individuals, forces acting on each individual, energy, fitness and modified fitness of all individuals as well as minimum, maximum and average energy within the generation. We also define a class t_global, where all parameters from the input file are stored.
- Initialize $\boldsymbol{R A} \boldsymbol{A} \boldsymbol{L} \boldsymbol{U} \boldsymbol{X}$ : At this step, the random number generator $R A N L U X$ is initialized with seed values depending on the system time in order to return different pseudo-random numbers at each run.
- Read parameters from inputfile: As mentioned above, the user sets the parameters for a GA run in an input file. The variables described in the following table are imported at this step.

Then, the size of the box $b$ in which the particles are confined is computed. The maximum and minimum values of all Cartesian coordinates $x, y, z$ are set as a function of the number of particles $N\left(b \sim N^{\frac{1}{3}}\right)$.

[^6]| parameter | typ. values | description |
| :--- | ---: | :--- |
| PARTICLES $(N)$ | $10-100$ | number of particles the system <br> should contain |
| INDIVIDUALS $\left(n_{\text {ind }}\right)$ | $8-12$ | number of individuals making <br> up a generation |
| GENERATIONS $\left(n_{\text {gen }}\right)$ | $10^{2}-10^{5}$ | maximum number of generat- <br> ions until program termination |
| MUTATIONRATE $\left(p_{\text {mut1 }}\right)$ | $0.01-0.1$ | chance of an individual to be <br> mutated |
| MUTATIONRATE2 $\left(p_{\text {mut2 }}\right)$ | $0.1-0.33$ | chance of a particle to be shif- <br> ted if an individual is mutated |
| FITNESSPARAMETER $(a)$ | $3-4$ | coefficient of the exponent <br> of the fitness function |
| ELITISM $(e)$ | determines how many individ- <br> uals from the prev. gen. survive |  |
| POTENTIAL_TYPE | specifies interaction potential <br> $($ Lennard-Jones, Dzugutov, etc. $)$ |  |
| POTENTIAL_x | different parameters of the <br> potential function |  |
| COORDS_FROM_FILE | $-3-3$ | determines if coordinates of <br> initial individuals are seeded |

- Allocate memory: Based on the values from inputfile (number of particles, individuals and generations), memory is allocated to instances of the class t_generation.
- Check and plot potential: The potential functions and their first derivatives are included in the source code as analytic functions. We are working in natural units of the Lennard-Jones potential, i.e. $\epsilon$ and $\sigma$ are set to one. Since Lennard-Jones and Dzugutov potentials attain extremely high values for low interparticle distances $r$, we apply a cutoff at low distance to avoid numerical problems (particularly concerning the local optimization routine). This is done by checking the first derivative of the potential for small $r$-values and as soon as its value exceeds a certain limit at $r=r_{c}$, the first derivative is set to a constant value, so that the potential itself increases only in a linear way for $r<r_{c}$.

Then, the interaction potential $V(r)$ is written to a file in tabulated form.

### 4.1.3 First Generation

- Set coordinates: If the user chooses unbiased starting values (COORDS_ FROM_ FILE=0), all particles of all individuals are appointed random values within the bounds determined earlier. If COORDS_FROM_FILE is set to a negative value $-m$, the initial values will be determined from a cluster configuration with $(N-m)$ particles. The user has to provide a file startcoords.dat which contains Cartesian coordinates of $(N-m)$ particles in tabulated form (i.e. a table with $x, y$ and $z$-values in rows). The particle arrangement of each individual will then be composed of these coordinates plus $m$ randomly located particles. The random particles are set to be situated outside the original ( $N-m$ )-cluster. The coordinates of these particles are separately determined for each starting individual. If COORDS_FROM_FILE is a positive value $m$, the coordinates are seeded from a larger cluster. The user has to provide a file containing coordinates of $N+m$ particles. The algorithm will randomly choose $N$ particles from this file for every starting individual.
- Optimize: Directly after creation of the first generation, a local optimization is performed on each individual as described in section 4.1.1.
- Evaluate: The individuals are sorted by their energy (which is already known after the optimization step) in ascending order. Then, their fitness and modified fitness are computed. The whole generation is copied to another instance of the t_generation-class called best_generation.
- Write output: The energy of the best candidate solution is written to the logfile and the energies and fitness values of all solutions are stored in the analytics-file.


### 4.1.4 Reproduction

Now, the algorithm enters the reproduction-loop, where it remains until the desired number of generations $n_{\text {gen }}$ has been created. The first task is represented by a further loop, which selects a number $2 c$ of parent individuals and recombines them to form $c$ children. $c=n_{\text {ind }}-e$ is the number of individuals within a generation $n_{\text {ind }}$ less the number of individuals which survive from the previous generation (specified by the elitism parameter $e$ ).


Figure 4.1: Selection: $f_{\bmod }\left(\mathcal{I}_{1}\right)<r<f_{\bmod }\left(\mathcal{I}_{2}\right)$, therefore $\mathcal{I}_{2}$ is selected for recombination.

- Select parents: The roulette wheel selection is implemented as follows: A random real number $r$ between zero and one is determined. The modified fitness values of all candidate solutions $f_{\text {mod }}$ are compared to this random number. If the random number lies between $f_{\text {mod }}\left(\mathcal{I}_{i-1}\right)$ and $f_{\text {mod }}\left(\mathcal{I}_{i}\right), \mathcal{I}_{i}$ is chosen as a parent $\mathcal{P}_{1}$. An illustration of this process is depicted in figure 4.1. Then the process is repeated to select a second parent $\mathcal{P}_{2}$ under the constraint $\mathcal{P}_{1} \neq \mathcal{P}_{2}$.
- Recombine parents: In a first step, both parent individuals are rotated via randomly chosen angles about two arbitrary axes passing through the origin. This is achieved by applying multiple matrix multiplications on the coordinate vectors of the particles (the matrices represent rotations about the coordinate axes). Then, the parent individuals are shifted so that their centers of mass lie in the origin of the coordinate system and all particles within each cluster are sorted with respect to their $z$-coordinates (this makes a simple implementation of the cut-and-splice crossover possible; any coordinate could have been chosen since the clusters have been rotated about random axes). Next, a random integer number $n_{z}$ between zero and $N$ (number of particles) is determined and the child individual is composed of the first $n_{z}$ particles of $\mathcal{P}_{1}$ and the last $\left(N-n_{z}\right)$ particles of $\mathcal{P}_{2}$.

After the selection-and-recombination-loop, the following steps are performed.

- Mutate: For all children a random real number between zero and one is chosen. If this number is smaller than $p_{\text {mut1 }}$, the individual enters the mutation subroutine, where another random real number within the same interval is determined for every particle. If this number is smaller than $p_{\text {mut } 2}$, the particle is shifted to a random position within the allowed bounds.
- Optimize: All children are locally optimized.
- Apply niche condition: We want to have only one candidate solution within a certain energy interval $2|\delta E|$ (we chose an interval of length $|\delta E|=5 \cdot 10^{-5}$ in natural units). Therefore, the algorithm checks for all individuals $\mathcal{I}_{i}$ if there is another candidate solution $\mathcal{I}_{j}$ with $E\left(\mathcal{I}_{i}\right)-\delta E<E\left(\mathcal{I}_{j}\right)<E\left(\mathcal{I}_{i}\right)+\delta E$. If this is the case, $\mathcal{I}_{j}$ is discarded. Two new parents are selected from the previous generation and recombined to form a new child, which is then optimized and replaces $\mathcal{I}_{j}$.
- Create new population: The first (i.e. energetically best) $e$ individuals of the old generation are kept, while the remaining $n_{\text {ind }}-e$ individuals are overwritten by the children created in the steps described above.
- Evaluate: The candidate solutions are again sorted by ascending energy and the corresponding fitness values are calculated. If the energy of the best individual is lower than the lowest energy stored in best_generation, the current generation replaces best_generation.
- Write output: The index numbers of the individuals selected for recombination are written as pairs to the analytics file. In addition, energies and fitness values of all individuals are stored there as well. If a new best solution was found, the generation number and energy value are written to the logfile.

Then, the reproduction-loop returns to its start.

### 4.1.5 Termination

After $n_{\text {gen }}$ generations, the following steps are taken:

- Plot best individual: The coordinates of particles of the energetically most favorable individual found in the whole process are written to the file plot.dat
in the form

| $x_{\text {particle 1 }}$ | $y_{\text {particle 1 }}$ | $z_{\text {particle 1 }}$ |
| :---: | :---: | :---: |
| $x_{\text {particle 2 }}$ | $y_{\text {particle 2 }}$ | $z_{\text {particle 2 }}$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $x_{\text {particle } N}$ | $y_{\text {particle } N}$ | $z_{\text {particle } N}$ |

for later visualization or seeding new runs.

- Deallocate memory: The memory reserved for the instances generation and best_generation is deallocated and the program is closed.


### 4.2 2D-System

For our 2D system introduced in chapter 3.2 we had to modify a few routines. These changes are listed below.

## Evaluation

Since our system has periodic boundary conditions, the calculation of the energy has to incorporate the periodic images of the unit cell.

- Energy: Using periodic boundary conditions with the minimum-image convention, the total energy of the particles in the unit cell is the sum over all potential energies originating from the interactions of every particle with the closest image of each other particle.

$$
E\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right)=\sum_{i=1}^{N} \sum_{j=i+1}^{N} V\left(r_{i j}\right),
$$

where $r_{i j}$ is given by

$$
r_{i j}=\min _{k}\left[r_{i j_{k}}\right]=\min _{k}\left[\sqrt{\left(x_{j_{k}}-x_{i}\right)^{2}+\left(y_{j_{k}}-y_{i}\right)^{2}}\right],
$$

with $x_{j_{k}} \in\left\{x_{j}-b, x_{j}, x_{j}+b\right\}, y_{j_{k}} \in\left\{y_{j}-b, y_{j}, y_{j}+b\right\} . b$ is the sidelength of the (quadratic) unit cell.

- Forces: The force $\mathbf{f}_{i}$ on particle $i$ is calculated similarly:

$$
\mathbf{f}_{i}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right)=\sum_{j=1}^{N} \frac{\partial V\left(r_{i j}\right)}{\partial r} \frac{\mathbf{x}_{j}-\mathbf{x}_{i}}{r_{i j}}, r_{i j}=\min _{k}\left[r_{i j_{k}}\right], j \neq i .
$$

All these calculations can be speeded up by first checking if particles are within cutoff-distance before calling the potential function.

- Fitness: With the purely repulsive Gauss potential

$$
V_{\mathrm{G}}=\epsilon \exp \left(-\frac{r^{2}}{\sigma^{2}}\right)
$$

only positive contributions to the potential energy are possible. Therefore, we could use an exponential fitness function without normalization:

$$
f_{\exp }\left(\mathcal{I}_{i}\right)=\exp \left(-a E\left(\mathcal{I}_{i}\right)\right) .
$$

## Optimization

For this system, the local optimization can only be applied to the $y$-coordinates, since the possible $x$-values are fixed (see section 3.2). Only the genetic operations have to find the most favorable number of particles for each well.

Unfortunately, the convergence to local minima of L-BFGS-B was as not as good as the convergence of our self-implemented hill climbing algorithm in the 2D system. Therefore, a GA run employing L-BFGS-B as local optimization method needed a distinctly larger number of generations to converge to the global minimum than a run with hill climbing. Nevertheless it was still favorable to make use of the L-BFGS method, because of its higher speed (i.e. an L-BFGS run with more generations was still much faster than a hill-climbing run with less generations).

To minimize the risk of missing global minima due to a not very reliable local minimization algorithm, we double-checked a few of our results with the slower hillclimbing runs.

## Initialization

The following parameters are read from the input file:

| parameter | typ. values | description |
| :--- | ---: | :--- |
| PARTICLES $(N)$ | $24-40$ | number of particles the system <br> should contain |
| INDIVIDUALS $\left(n_{\text {ind }}\right)$ | $8-20$ | number of individuals making up <br> a generation |
| GENERATIONS $\left(n_{\text {gen }}\right)$ | $10^{2}-10^{5}$ | maximum number of generations <br> until program termination |
| MUTATIONRATE $\left(p_{\text {mut }}\right)$ | $0.01-0.1$ | chance of a particle to be <br> shifted to a random position |
| FITNESSPARAMETER $(a)$ | 1 | coefficient of the exponent <br> of the fitness function |
| ELITISM $(e)$ | $2-6$ | determines how many individuals <br> from the previous generation survive |
| X_WELLS $(w)$ | 8 | specifies the number of possible part- <br> icle locations on the $x$-axis |
| SPACEFILLING $\left(\rho^{*}\right)$ | $0.1-2.0$ | specifies the desired covering density |
| POT_EPSILON $(\epsilon)$ | $10 / \sqrt{2 \pi}$ | parameter of the potential energy <br> function |
| POT_SIGMA_SQ $\left(\sigma^{2}\right)$ | 0.01 | parameter of the potential energy <br> function |

- Boxsize: For the 2D system, we use a variable particle-size/boxsize ratio $r_{\text {part }} / b$. For the Gauss potential $V_{\mathrm{G}}=\epsilon \exp \left(-\frac{r^{2}}{\sigma^{2}}\right), r_{\text {part }}$ can be defined as

$$
V_{\mathrm{G}}\left(r_{\mathrm{part}}\right)=\frac{1}{e} V_{\mathrm{G}}(r=0) \rightarrow r_{\text {part }}=\sigma
$$

The covering density $\rho^{*}=N \sigma^{2} / A$, where $A$ is the area of the unit cell, determines the edgelength $b=\sqrt{A}$ of the quadratic box the particles are confined in. All particles can occupy $w$ predetermined positions in $x$-direction and any possible position between zero and $b$ in $y$-direction.

- X-wells: The position of the wells $p_{w}$ along the $x$-axis is calculated as follows:

$$
\begin{array}{r}
\operatorname{fib}(i)=i+\frac{1}{\tau} \operatorname{int}\left[\frac{i+1}{\tau}\right] \\
p_{w}(i)=b \frac{\mathrm{fib}(i)}{\mathrm{fib}(w)}
\end{array}
$$

where $w$ is the number of wells, $0 \leq i<w, \tau=(1+\sqrt{5}) / 2$ is the golden ratio and fib $(i)$ produces a Fibonacci chain.

- Potential cutoff: The cutoff radius $r_{\text {cut }}$ is calculated with respect to the following condition:

$$
V_{\mathrm{G}}\left(r_{\mathrm{cut}}\right)=10^{-4} V_{\mathrm{G}}(r=0) .
$$

For $r>r_{\mathrm{cut}}, V_{\mathrm{G}}(r)$ is set zero.

## Crossover

Our system obviously has no (continuous) rotational symmetry and hence we could not employ a 2D version of the recombination process described in the prior section. Instead, we implemented a crossover mechanism more reminiscent of Deaven and Ho's [7] original cut and splice operator.

First, the centers of mass $\mathbf{c}_{\mathbf{1}}, \mathbf{c}_{\mathbf{2}}$ of the parent individuals $p_{1}, p_{2}$ are computed. A straight line $y=k x+d$ passing through both of these points cuts each individual in two parts. The child individual is composed of the particles of $p_{1}$ lying above this line $\left(y_{1, i} \geq k x_{1, i}+d\right)$ and the particles of $p_{2}$ that lie below it $\left(y_{2, i}<k x_{2, i}+d\right)$. Next, it has to be checked if the child contains the correct number of particles. If not, the straight line is shifted by a small distance $(d \rightarrow d+\delta$, usually $\delta=0.1 \times b$, with boxsize $b$ ) and the process is repeated until a child with the correct number of particles is created.

## Mutation

Here we used a mutation mechanism that differs slightly from the one used for cluster geometry optimization. There is only one mutation rate $p_{\text {mut }}$. For all particles of all individuals, a random number $c$ between zero and one is chosen. If $c<p_{\text {mut }}$, the particle is moved to a randomly determined $x$-well.

## 5 Results

In this chapter I will present the results of our simulations, along with information on the performance of the algorithm and, in the last subsection, visualizations of selected geometries of the systems discussed in this thesis.

### 5.1 Lennard-Jones Clusters

As pointed out earlier, small clusters of particles interacting via a standard LennardJones potential are well studied $([36,58])$ and therefore act as a benchmark for groundstate predictions. We also investigated the case of a generalized L-J potential ( $2 \alpha-\alpha$ potential) with $\alpha=18$, which we compared to results published in [72].

### 5.1.1 Standard Lennard-Jones ( $\alpha=6$ )

We did simulations for cluster particle numbers ranging from $N=2$ to $N=100$. For very low particle numbers, the energetic minimum was found after a simple local optimization, without any reproduction steps. For most of the higher particle numbers, our algorithm could reproduce the previously published ground states without any further problems (i.e., in a large percentage of runs and within a few hundred generations). Particle numbers around those of possible perfect Mackay icosahedra $(N=13,55)$ needed comparatively small computation time, while clusters with $N=38,75,76,77,98$ are particularly difficult because of anomalous structures (see section 3.1.1 and [37]). The cluster with $N=38$ still did not pose any particular problems to our algorithm, the truncated octahedron ground state was found in two out of three runs within less than 1000 generations. However, the cases of $N=75-77$ were much more difficult to treat. We found that for these clusters, our algorithm became "trapped" in icosahedral structures very easily; we point out that this also happened for basin hopping simulations [36]. Hence we tried an approach with a large
number of simulations with relatively low generation numbers, which finally yielded the minimum energy structures (based on the Marks decahedron) for $N=75,76$ in a low percentage ( $\sim 1 \%$ ) of these runs. The ground state of the $N=77$ cluster could only be found in a seeded run, where all starting geometries consisted of the coordinates of the previously found $N=76$ minimum plus an additional, randomly positioned particle. For $N=98$ an approach similar to $N=75,76$ was used. Here, it was easier to find the tetrahedral ground state than in the decahedral cases (success rate $\sim 4 \%$ ).

Note that for the results shown in the following table, the parameters of the GA have not been optimized for each particular particle number. Putting more emphasis on an appropriate choice of these parameters, the number of successful runs and probably also the number of generations needed for successful convergence could be improved.

Table 5.1: Ground state energies of Lennard-Jones clusters

| parameters |  |  |  |  | results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| particles | $n_{\text {ind }}$ | $e$ | $p_{\text {mut1 }} / p_{\text {mut2 }}$ | $n_{\text {gen }}$ | energy | $n_{\text {g_min }}$ | successful runs |
| 2 | 8 | 3 | 0.01/0.33 | 10 | -1.00000 | 0 | 3 out of 3 |
| 3 | 8 | 3 | 0.01/0.33 | 10 | -3.00000 | 0 | 3 out of 3 |
| 4 | 8 | 3 | 0.01/0.33 | 10 | -6.00000 | 0 | 3 out of 3 |
| 5 | 8 | 3 | 0.01/0.33 | 10 | -9.10385 | 0 | 3 out of 3 |
| 6 | 8 | 3 | 0.01/0.33 | 10 | -12.71206 | 0 | 3 out of 3 |
| 7 | 8 | 3 | 0.01/0.33 | 10 | -16.50538 | 0 | 3 out of 3 |
| 8 | 8 | 3 | 0.01/0.33 | 10 | -19.82149 | 0 | 3 out of 3 |
| 9 | 8 | 3 | 0.01/0.33 | 10 | -24.11336 | 0 | 3 out of 3 |
| 10 | 8 | 3 | 0.01/0.33 | 10 | -28.42253 | 0 | 3 out of 3 |
| 11 | 8 | 3 | 0.01/0.33 | 10 | -32.75597 | 0 | 3 out of 3 |
| 12 | 8 | 3 | 0.01/0.33 | 10 | -37.96760 | 0 | 3 out of 3 |
| 13 | 8 | 3 | 0.01/0.33 | 10 | -44.32680 | 0 | 3 out of 3 |
| 14 | 8 | 3 | 0.01/0.33 | 10 | -47.84516 | 0 | 3 out of 3 |
| 15 | 8 | 3 | 0.01/0.33 | 10 | -52.32263 | 0 | 3 out of 3 |
| 16 | 8 | 3 | 0.01/0.33 | 10 | -56.81574 | 0 | 3 out of 3 |
| 17 | 8 | 3 | 0.01/0.33 | 10 | -61.31799 | 0 | 3 out of 3 |
| 18 | 8 | 3 | 0.01/0.33 | 10 | -66.53095 | 9 | 3 out of 3 |
| 19 | 8 | 3 | 0.01/0.33 | 10 | -72.65978 | 8 | 3 out of 3 |
|  |  |  |  |  |  | Contin | d on next page |

Table 5.1 - continued from previous page

|  |  |  |  |  | parameters |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| particles | $n_{\text {ind }}$ | $e$ | $p_{\text {mut } 1} / p_{\text {mut } 2}$ | $n_{\text {gen }}$ | energy | $n_{\text {g-min }}$ | successful runs |
| 20 | 8 | 3 | $0.01 / 0.33$ | 10 | -77.17704 | 0 | 3 out of 3 |
| 21 | 8 | 3 | $0.01 / 0.33$ | 50 | -81.68457 | 1 | 3 out of 3 |
| 22 | 8 | 3 | $0.01 / 0.33$ | 50 | -86.80978 | 3 | 3 out of 3 |
| 23 | 8 | 3 | $0.01 / 0.33$ | 50 | -92.84447 | 8 | 3 out of 3 |
| 24 | 8 | 3 | $0.01 / 0.33$ | 50 | -97.34881 | 7 | 3 out of 3 |
| 25 | 8 | 3 | $0.01 / 0.33$ | 50 | -102.37266 | 5 | 3 out of 3 |
| 26 | 8 | 3 | $0.01 / 0.33$ | 100 | -108.31562 | 8 | 3 out of 3 |
| 27 | 8 | 3 | $0.01 / 0.33$ | 100 | -112.87358 | 47 | 3 out of 3 |
| 28 | 8 | 3 | $0.01 / 0.33$ | 100 | -117.82240 | 1 | 3 out of 3 |
| 29 | 8 | 3 | $0.01 / 0.33$ | 100 | -123.58737 | 6 | 3 out of 3 |
| 30 | 8 | 3 | $0.01 / 0.33$ | 100 | -128.28657 | 2 | 3 out of 3 |
| 31 | 8 | 3 | $0.01 / 0.33$ | 200 | -133.58642 | 47 | 3 out of 3 |
| 32 | 8 | 3 | $0.01 / 0.33$ | 200 | -139.63552 | 26 | 3 out of 3 |
| 33 | 8 | 3 | $0.01 / 0.33$ | 200 | -144.84272 | 33 | 3 out of 3 |
| 34 | 8 | 3 | $0.01 / 0.33$ | 200 | -150.04452 | 57 | 3 out of 3 |
| 35 | 8 | 3 | $0.01 / 0.33$ | 200 | -155.75664 | 33 | 3 out of 3 |
| 36 | 8 | 3 | $0.01 / 0.33$ | 200 | -161.82536 | 21 | 3 out of 3 |
| 37 | 8 | 3 | $0.01 / 0.33$ | 200 | -167.03367 | 18 | 3 out of 3 |
| 38 | 8 | 3 | $0.01 / 0.33$ | 1000 | -173.92842 | 262 | 2 out of 3 |
| 39 | 8 | 3 | $0.01 / 0.33$ | 500 | -180.03319 | 21 | 3 out of 3 |
| 40 | 8 | 3 | $0.01 / 0.33$ | 500 | -185.24984 | 17 | 3 out of 3 |
| 41 | 8 | 3 | $0.01 / 0.33$ | 500 | -190.53628 | 16 | 3 out of 3 |
| 42 | 8 | 3 | $0.01 / 0.33$ | 500 | -196.27753 | 18 | 3 out of 3 |
| 43 | 8 | 3 | $0.01 / 0.33$ | 500 | -202.36466 | 52 | 3 out of 3 |
| 44 | 8 | 3 | $0.01 / 0.33$ | 500 | -207.68873 | 118 | 3 out of 3 |
| 45 | 8 | 3 | $0.01 / 0.33$ | 500 | -213.78486 | 31 | 3 out of 3 |
| 46 | 8 | 3 | $0.01 / 0.33$ | 500 | -220.68033 | 32 | 3 out of 3 |
| 47 | 8 | 3 | $0.01 / 0.33$ | 500 | -226.01226 | 25 | 3 out of 3 |
| 48 | 8 | 3 | $0.01 / 0.33$ | 500 | -232.19953 | 10 | 3 out of 3 |
| 49 | 8 | 3 | $0.01 / 0.33$ | 500 | -239.09186 | 35 | 3 out of 3 |
| 50 | 8 | 3 | $0.01 / 0.33$ | 500 | -244.54993 | 31 | 3 out of 3 |
| 51 | 8 | 3 | $0.01 / 0.33$ | 500 | -251.25396 | 15 | 3 out of 3 |
|  |  |  |  |  |  | Continued on next page |  |

Table 5.1 - continued from previous page

| parameters |  |  |  |  | results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| particles | $n_{\text {ind }}$ | $e$ | $p_{\text {mut1 }} / p_{\text {mut2 }}$ | $n_{\text {gen }}$ | energy | $n_{\text {g-min }}$ | successful runs |
| 52 | 8 | 3 | 0.01/0.33 | 500 | -258.22999 | 19 | 3 out of 3 |
| 53 | 8 | 3 | 0.01/0.33 | 500 | -265.20302 | 17 | 3 out of 3 |
| 54 | 8 | 3 | 0.01/0.33 | 500 | -272.20863 | 20 | 3 out of 3 |
| 55 | 8 | 3 | 0.01/0.33 | 500 | -279.24847 | 8 | 3 out of 3 |
| 56 | 8 | 3 | 0.01/0.33 | 500 | -283.64311 | 20 | 3 out of 3 |
| 57 | 8 | 3 | 0.01/0.33 | 500 | -288.34262 | 15 | 3 out of 3 |
| 58 | 8 | 3 | 0.01/0.33 | 500 | -294.37815 | 56 | 3 out of 3 |
| 59 | 8 | 3 | 0.01/0.33 | 500 | -299.73807 | 113 | 3 out of 3 |
| 60 | 8 | 3 | 0.01/0.33 | 500 | -305.87548 | 38 | 3 out of 3 |
| 61 | 8 | 3 | 0.01/0.33 | 500 | -312.00890 | 44 | 1 out of 3 |
| 62 | 8 | 3 | 0.01/0.33 | 500 | -317.35390 | 205 | 3 out of 3 |
| 63 | 8 | 3 | 0.01/0.33 | 500 | -323.48973 | 126 | 2 out of 3 |
| 64 | 8 | 3 | 0.01/0.33 | 500 | -329.62015 | 151 | 3 out of 3 |
| 65 | 8 | 3 | 0.01/0.33 | 500 | -334.97153 | 65 | 1 out of 3 |
| 66 | 8 | 3 | 0.01/0.33 | 500 | -341.11060 | 438 | 1 out of 3 |
| 67 | 8 | 3 | 0.01/0.33 | 500 | -347.25201 | 311 | 1 out of 3 |
| 68 | 8 | 3 | 0.01/0.33 | 500 | -353.39454 | 384 | 2 out of 3 |
| 69 | 8 | 3 | 0.01/0.33 | 1500 | -359.88257 | 189 | 3 out of 3 |
| 70 | 8 | 3 | 0.01/0.33 | 1500 | -366.89225 | 58 | 3 out of 3 |
| 71 | 8 | 3 | 0.01/0.33 | 1500 | -373.34966 | 227 | 3 out of 3 |
| 72 | 8 | 3 | 0.01/0.33 | 1500 | -378.63725 | 373 | 3 out of 3 |
| 73 | 8 | 3 | 0.01/0.33 | 1500 | -384.78938 | 64 | 3 out of 3 |
| 74 | 8 | 3 | 0.01/0.33 | 1500 | -390.90850 | 94 | 3 out of 3 |
| 75 | 8 | 3 | 0.15/0.33 | 600 | -397.49233 | 192 | 2 out of 200 |
| 76 | 8 | 3 | 0.15/0.33 | 600 | -402.89487 | 428 | 1 out of 200 |
| *77 | 12 | 5 | 0.02/0.33 | 10 | -409.08352 | 0 | 2 out of 10 |
| 78 | 8 | 3 | 0.01/0.33 | 2000 | -414.79440 | 255 | 3 out of 3 |
| 79 | 8 | 3 | 0.01/0.33 | 2000 | -421.81090 | 420 | 3 out of 3 |
| 80 | 8 | 3 | 0.01/0.33 | 2000 | -428.08356 | 149 | 2 out of 3 |
| 81 | 8 | 3 | 0.01/0.33 | 2000 | -434.34364 | 408 | 2 out of 3 |
| 82 | 8 | 3 | 0.01/0.33 | 2000 | -440.55042 | 1402 | 1 out of 3 |
| 83 | 8 | 3 | 0.01/0.33 | 2000 | -446.92409 | 1904 | 1 out of 3 |
|  |  |  |  |  |  | Continu | d on next page |

Table 5.1 - continued from previous page

| parameters |  |  |  |  | results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| particles | $n_{\text {ind }}$ | $e$ | $p_{\text {mut } 1} / p_{\text {mut } 2}$ | $n_{\text {gen }}$ | energy | $n_{\text {g_min }}$ | successful runs |
| 84 | 8 | 3 | 0.01/0.33 | 2000 | -452.65721 | 570 | 2 out of 3 |
| 85 | 8 | 3 | 0.01/0.33 | 2000 | -459.05580 | 131 | 2 out of 3 |
| 86 | 8 | 3 | 0.01/0.33 | 2000 | -465.38449 | 1484 | 1 out of 3 |
| 87 | 8 | 3 | 0.01/0.33 | 2000 | -472.09816 | 809 | 1 out of 3 |
| 88 | 8 | 3 | 0.01/0.33 | 2000 | -479.03263 | 203 | 3 out of 3 |
| 89 | 8 | 3 | 0.01/0.33 | 2000 | -486.05391 | 441 | 2 out of 3 |
| 90 | 8 | 3 | 0.01/0.33 | 2000 | -492.43391 | 185 | 3 out of 3 |
| 91 | 8 | 3 | 0.01/0.33 | 2000 | -498.81106 | 88 | 3 out of 3 |
| 92 | 8 | 3 | 0.01/0.33 | 2000 | -505.18531 | 987 | 3 out of 3 |
| 93 | 8 | 3 | 0.01/0.33 | 2000 | -510.87769 | 93 | 2 out of 3 |
| 94 | 8 | 3 | 0.01/0.33 | 2000 | -517.26413 | 997 | 3 out of 3 |
| 95 | 8 | 3 | 0.01/0.33 | 2000 | -523.64021 | 488 | 2 out of 3 |
| 96 | 8 | 3 | 0.01/0.33 | 2000 | -529.87915 | 663 | 2 out of 3 |
| 97 | 8 | 3 | 0.01/0.33 | 2000 | -536.68138 | 257 | 2 out of 3 |
| 98 | 12 | 5 | 0.02/0.33 | 600 | -543.66536 | 237 | 2 out of 50 |
| 99 | 8 | 3 | 0.01/0.33 | 2000 | -550.66653 | 763 | 2 out of 3 |
| 100 | 8 | 3 | 0.1/0.33 | 10000 | -557.03982 | 520 | 4 out of 5 |
| ....... | seed | ru |  |  |  |  |  |

Table 5.1: In this table all ground state energies in natural units of the LennardJones potential (rounded to five decimal places) are listed. The number of individuals $n_{\text {ind }}$, the elitism parameter $e$, the mutation parameters $p_{\text {mut1 }}$ and $p_{\text {mut } 2}$, the maximum number of generations for each run $n_{\text {gen }}$, the minimum number of generations until the corresponding structure was found over all runs $n_{\text {g_min }}$ and the contingent of successful runs are given as well.

Figure 5.1 shows the binding energies per particle, $E / N$, of these clusters as a function of particle number $N$. Since the cluster energy can be expressed as a sum of a bulk term and a surface term, i.e. $E=c_{0} N+c_{1} N^{2 / 3}$, for sufficiently large particle numbers, we fitted a curve

$$
\begin{equation*}
E / N=a_{0}+a_{1} N^{-1 / 3} \tag{5.1}
\end{equation*}
$$

with $a_{0}=-7.97422, a_{1}=11.3074$ to data points with $N \geq 15$.
Some part of the growth pattern for Lennard-Jones clusters is shown in the visualization section at the end of this chapter (figure 5.4). It is noted that with increasing $N$, a growing layer of particles is added to the 13-particle Mackay icosahedron at the core.


Figure 5.1: Binding energies per particle, $E / N$, as a function of $N, 2 \leq N \leq 100$, for Lennard-Jones clusters; the dashed line represents a fit to the data (with $N \geq 15$ ) using the functional form of equation 5.1 , with parameters $a_{0}=-7.97422, a_{1}=11.3074$.

### 5.1.2 $\alpha=18$

For this potential, we ran simulations for particle numbers $2 \leq N \leq 60$. As pointed out in [72], for very small clusters $N<10$, the resulting geometries are the same as those encountered using the standard Lennard-Jones potential. However, for larger $N$ values, the shorter range of the $(\alpha=18)$-potential induces a significant change in the structures. For example, at $N=13$, the in the Lennard-Jones case particularly stable perfect Mackay icosahedron is not the ground state for this potential.

The shorter range of the potential causes the potential energy hypersurface to be more rugged and therefore calculations tend to be significantly more time consuming


Figure 5.2: Binding energies per particle, $E / N$, as a function of $N, 2 \leq N \leq 60$, for $\alpha=18$ clusters; the dashed line represents a fit to the data (with $N \geq 15$ ) using the functional form of equation 5.1, with parameters $a_{0}=-5.95226$, $a_{1}=7.38958$.
than in the standard Lennard-Jones case.
As shown in the following table, our algorithm could reproduce most of the particle configurations reported in [72]. In addition, for several cases the algorithm produced configurations with even lower ground state energy than the ones reported in in [72].

Table 5.2: Ground state energies of $\alpha=18$ clusters

| parameters |  |  |  |  | results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| particles | $n_{\text {ind }}$ | $e$ | $p_{\text {mut1 }} / p_{\text {mut } 2}$ | $n_{\text {gen }}$ | energy | $n_{\text {g_min }}$ | successful runs |
| 2 | 8 | 3 | 0.01/0.33 | 10 | -1.00000 | 0 | 3 out of 3 |
| 3 | 8 | 3 | 0.01/0.33 | 10 | -3.00000 | 0 | 3 out of 3 |
| 4 | 8 | 3 | 0.01/0.33 | 10 | -6.00000 | 1 | 3 out of 3 |
| 5 | 8 | 3 | 0.01/0.33 | 10 | -9.00029 | 1 | 3 out of 3 |
| 6 | 8 | 3 | 0.01/0.33 | 100 | -12.01171 | 11 | 3 out of 3 |
| 7 | 8 | 3 | 0.01/0.33 | 100 | -15.81238 | 4 | 3 out of 3 |
| 8 | 8 | 3 | 0.01/0.33 | 100 | -18.81303 | 3 | 3 out of 3 |
| Continued on next page |  |  |  |  |  |  |  |
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| parameters |  |  |  |  |  | results |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| particles | $n_{\text {ind }}$ | $e$ | $p_{\text {mut1 }} / p_{\text {mut }}$ | $n_{\text {gen }}$ | energy | $n_{\text {g-min }}$ | successful runs |  |
| 9 | 8 | 3 | $0.01 / 0.33$ | 100 | -22.42715 | 2 | 3 out of 3 |  |
| 10 | 8 | 3 | $0.01 / 0.33$ | 100 | -25.74640 | 16 | 3 out of 3 |  |
| 11 | 8 | 3 | $0.01 / 0.33$ | 100 | -29.23267 | 2 | 3 out of 3 |  |
| 12 | 8 | 3 | $0.01 / 0.33$ | 200 | -33.02595 | 23 | 3 out of 3 |  |
| 13 | 8 | 3 | $0.01 / 0.33$ | 200 | -36.60489 | 30 | 1 out of 3 |  |
| 14 | 8 | 3 | $0.01 / 0.33$ | 500 | -40.61001 | 91 | 2 out of 3 |  |
| 15 | 8 | 3 | $0.01 / 0.33$ | 500 | -44.61539 | 82 | 3 out of 3 |  |
| 16 | 8 | 3 | $0.01 / 0.33$ | 500 | -48.62077 | 63 | 3 out of 3 |  |
| 17 | 8 | 3 | $0.01 / 0.33$ | 500 | -52.62615 | 47 | 3 out of 3 |  |
| 18 | 8 | 3 | $0.01 / 0.33$ | 500 | -56.63179 | 85 | 3 out of 3 |  |
| 19 | 8 | 3 | $0.01 / 0.33$ | 500 | -60.60114 | 128 | 3 out of 3 |  |
| 20 | 8 | 3 | $0.01 / 0.33$ | 500 | -64.56643 | 113 | 2 out of 3 |  |
| 21 | 8 | 3 | $0.01 / 0.33$ | 1500 | -68.55246 | 458 | 2 out of 3 |  |
| 22 | 8 | 3 | $0.01 / 0.33$ | 1500 | -72.55790 | 166 | 2 out of 3 |  |
| 23 | 8 | 3 | $0.01 / 0.33$ | 1500 | -76.76435 | 43 | 2 out of 3 |  |
| 24 | 8 | 3 | $0.01 / 0.33$ | 1500 | -81.11050 | 850 | 1 out of 3 |  |
| 25 | 8 | 3 | $0.01 / 0.33$ | 5000 | -85.11895 | 513 | 2 out of 3 |  |
| 26 | 8 | 3 | $0.01 / 0.33$ | 5000 | -90.12737 | 3100 | 1 out of 3 |  |
| 27 | 8 | 3 | $0.01 / 0.33$ | 20000 | -94.13163 | 231 | 2 out of 3 |  |
| 28 | 8 | 3 | $0.01 / 0.33$ | 20000 | -98.13618 | 7929 | 2 out of 3 |  |
| 29 | 8 | 3 | $0.01 / 0.33$ | 20000 | -102.44906 | 560 | 1 out of 3 |  |
| -30 | 8 | 3 | $0.01 / 0.33$ | 20000 | -106.53802 | 4212 | 1 out of 3 |  |
| 31 | 8 | 3 | $0.01 / 0.33$ | 20000 | -111.40195 | 356 | 3 out of 3 |  |
| 32 | 8 | 3 | $0.01 / 0.33$ | 20000 | -115.40657 | 819 | 3 out of 3 |  |
| 33 | 8 | 3 | $0.01 / 0.33$ | 20000 | -120.34364 | 61 | 3 out of 3 |  |
| -34 | 8 | 3 | $0.01 / 0.33$ | 20000 | -124.34829 | 2594 | 2 out of 3 |  |
| 35 | 8 | 3 | $0.01 / 0.33$ | 20000 | -129.32885 | 7902 | 2 out of 3 |  |
| 36 | 8 | 3 | $0.01 / 0.33$ | 20000 | -133.33383 | 1072 | 3 out of 3 |  |
| 37 | 8 | 3 | $0.01 / 0.33$ | 20000 | -138.25002 | 2209 | 2 out of 3 |  |
| 38 | 8 | 3 | $0.01 / 0.33$ | 20000 | -144.21675 | 528 | 1 out of 3 |  |
| 39 | 8 | 3 | $0.01 / 0.33$ | 20000 | -148.22109 | 6199 | 1 out of 3 |  |
| -40 | 8 | 3 | $0.01 / 0.33$ | 20000 | -152.22544 | 726 | 3 out of 3 |  |
|  |  |  |  |  |  | Continued on next page |  |  |
|  |  |  |  |  |  |  |  |  |
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| parameters |  |  |  |  | results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| particles | $n_{\text {ind }}$ | $e$ | $p_{\text {mut1 }} / p_{\text {mut2 }}$ | $n_{\text {gen }}$ | energy | $n_{\text {g_min }}$ | successful runs |
| 41 | 8 | 3 | 0.01/0.33 | 20000 | -156.24226 | 2987 | 2 out of 3 |
| -42 | 8 | 3 | 0.01/0.33 | 20000 | -160.25023 | 1798 | 3 out of 3 |
| 43 | 8 | 3 | 0.01/0.33 | 20000 | -165.25180 | 7600 | 2 out of 3 |
| 44 | 8 | 3 | 0.01/0.33 | 20000 | -169.26026 | 535 | 2 out of 3 |
| -45 | 8 | 3 | 0.01/0.33 | 20000 | -174.26870 | 5987 | 2 out of 3 |
| 46 | 8 | 3 | 0.01/0.33 | 20000 | -178.28141 | 10391 | 1 out of 3 |
| 47 | 8 | 3 | 0.01/0.33 | 20000 | -183.27824 | 12711 | 1 out of 3 |
| -48 | 8 | 3 | 0.01/0.33 | 20000 | -187.86271 | 10609 | 1 out of 3 |
| -49 | 8 | 3 | 0.01/0.33 | 20000 | -192.30747 | 2459 | 2 out of 3 |
| 50 | 8 | 3 | 0.01/0.33 | 30000 | -198.30838 | 3529 | 4 out of 10 |
| -51 | 8 | 3 | 0.01/0.33 | 30000 | -202.31685 | 4497 | 2 out of 3 |
| 52 | 8 | 3 | 0.01/0.33 | 30000 | -207.32530 | 1866 | 1 out of 3 |
| 53 | 8 | 3 | 0.01/0.33 | 30000 | -211.33377 | 358 | 2 out of 3 |
| -54 | 8 | 3 | 0.01/0.33 | 30000 | -216.34221 | 24880 | 2 out of 3 |
| -55 | 8 | 3 | 0.01/0.33 | 30000 | -219.95547 | 20690 | 1 out of 3 |
| 56 | 12 | 5 | 0.01/0.33 | 1000 | -225.35122 | 575 | 1 out of 20 |
| 57 | 8 | 3 | 0.01/0.33 | 30000 | -229.37686 | 27424 | 3 out of 3 |
| -58 | 12 | 5 | 0.01/0.33 | 100000 | -234.38534 | 433 | 2 out of 8 |
| 59 | 8 | 3 | 0.01/0.33 | 30000 | -240.38800 | 28806 | 1 out of 3 |
| 60 | 12 | 5 | 0.01/0.33 | 100000 | -244.39258 | 629 | 6 out of 8 |
| - ...... | min |  | nergetically | lower th | n in [72] |  |  |

Table 5.2: Ground state energies and GA parameters for $\alpha=18$ clusters.

The binding energies per particle as a function of the particle number are shown in figure 5.2.

Figure 5.6 shows some of the computed cluster structures. For $N=13-20$, a growth pattern (indicated by different colors) can be observed. The cluster geometries for $N=30,42$ and 48 particles are different from those presented in [72] and have lower energies.

### 5.2 Dzugutov Clusters

Since the Dzugutov potential [70] has attractive and repulsive components, the potential energy hypersurface for these clusters is even more complicated than in the cases described before. We have investigated Dzugutov clusters for particle numbers $N=2$ to $N=50$ and have compared our results to the ones published in [71], which are also available online [58]. Our algorithm managed to reproduce all minima except the one at $N=45$, which corresponds to a very elongated geometry with energy -92.91414, while the local minimum our algorithm found has an energy value of -92.88544 (for a comparison of the corresponding structures, see figure 5.7).

Table 5.3: Ground state energies of Dzugutov clusters

| parameters |  |  |  |  | results |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| particles | $n_{\text {ind }}$ | $e$ | $p_{\text {mut1 }} / p_{\text {mut } 2}$ | $n_{\text {gen }}$ | energy | $n_{\text {g_min }}$ | successful runs |
| 2 | 8 | 3 | $0.01 / 0.33$ | 10 | -0.58144 | 0 | 3 out of 3 |
| 3 | 8 | 3 | $0.01 / 0.33$ | 10 | -1.74431 | 1 | 3 out of 3 |
| 4 | 8 | 3 | $0.01 / 0.33$ | 10 | -3.48862 | 2 | 3 out of 3 |
| 5 | 8 | 3 | $0.01 / 0.33$ | 100 | -5.19500 | 9 | 3 out of 3 |
| 6 | 8 | 3 | $0.01 / 0.33$ | 100 | -6.89547 | 6 | 3 out of 3 |
| 7 | 8 | 3 | $0.01 / 0.33$ | 100 | -9.11048 | 12 | 3 out of 3 |
| 8 | 8 | 3 | $0.01 / 0.33$ | 100 | -10.80097 | 13 | 3 out of 3 |
| 9 | 8 | 3 | $0.01 / 0.33$ | 100 | -13.00434 | 16 | 3 out of 3 |
| 10 | 8 | 3 | $0.01 / 0.33$ | 500 | -15.18230 | 22 | 3 out of 3 |
| 11 | 8 | 3 | $0.01 / 0.33$ | 500 | -17.35419 | 28 | 3 out of 3 |
| 12 | 8 | 3 | $0.01 / 0.33$ | 500 | -19.97396 | 14 | 3 out of 3 |
| 13 | 8 | 3 | $0.01 / 0.33$ | 500 | -23.20683 | 37 | 3 out of 3 |
| 14 | 8 | 3 | $0.01 / 0.33$ | 500 | -24.80015 | 43 | 3 out of 3 |
| 15 | 8 | 3 | $0.01 / 0.33$ | 500 | -26.89233 | 35 | 3 out of 3 |
| 16 | 8 | 3 | $0.01 / 0.33$ | 500 | -28.93500 | 24 | 3 out of 3 |
| 17 | 8 | 3 | $0.01 / 0.33$ | 500 | -31.07137 | 30 | 3 out of 3 |
| 18 | 8 | 3 | $0.01 / 0.33$ | 500 | -33.38890 | 33 | 3 out of 3 |
| 19 | 8 | 3 | $0.01 / 0.33$ | 500 | -36.38730 | 100 | 3 out of 3 |
| 20 | 8 | 3 | $0.01 / 0.33$ | 500 | -38.18598 | 52 | 3 out of 3 |
| 21 | 8 | 3 | $0.01 / 0.33$ | 500 | -40.16478 | 23 | 3 out of 3 |
| 22 | 8 | 3 | $0.01 / 0.33$ | 500 | -42.23248 | 56 | 3 out of 3 |
|  |  |  |  |  |  |  |  |
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| parameters |  |  |  |  | results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| particles | $n_{\text {ind }}$ | $e$ | $p_{\text {mut } 1} / p_{\text {mut } 2}$ | $n_{\text {gen }}$ | energy | $n_{\text {g_min }}$ | successful runs |
| 23 | 8 | 3 | 0.01/0.33 | 500 | -45.09705 | 353 | 1 out of 3 |
| 24 | 8 | 3 | 0.01/0.33 | 500 | -46.96753 | 384 | 1 out of 3 |
| 25 | 8 | 3 | 0.01/0.33 | 500 | -49.35195 | 71 | 2 out of 3 |
| 26 | 8 | 3 | 0.01/0.33 | 1500 | -51.16203 | 217 | 3 out of 3 |
| 27 | 8 | 3 | 0.01/0.33 | 1500 | -53.32167 | 147 | 3 out of 3 |
| 28 | 8 | 3 | 0.01/0.33 | 5000 | -55.48276 | 288 | 3 out of 3 |
| 29 | 8 | 3 | 0.01/0.33 | 5000 | -58.09194 | 4616 | 1 out of 3 |
| 30 | 8 | 3 | 0.01/0.33 | 5000 | -59.90790 | 1798 | 2 out of 3 |
| 31 | 8 | 3 | 0.01/0.33 | 5000 | -62.38719 | 5491 | 2 out of 3 |
| 32 | 8 | 3 | 0.01/0.33 | 5000 | -64.06448 | 3208 | 2 out of 3 |
| 33 | 8 | 3 | 0.01/0.33 | 20000 | -66.89364 | 11301 | 2 out of 3 |
| 34 | 8 | 3 | 0.01/0.33 | 20000 | -68.69681 | 2290 | 3 out of 3 |
| 35 | 8 | 3 | 0.01/0.33 | 20000 | -71.13407 | 9151 | 1 out of 3 |
| 36 | 8 | 3 | 0.01/0.33 | 20000 | -73.05979 | 7646 | 2 out of 3 |
| 37 | 8 | 3 | 0.01/0.33 | 30000 | -75.47329 | 12195 | 1 out of 10 |
| 38 | 8 | 3 | 0.01/0.33 | 20000 | -78.21269 | 655 | 2 out of 3 |
| 39 | 8 | 3 | 0.01/0.33 | 20000 | -80.02804 | 746 | 3 out of 3 |
| 40 | 8 | 3 | 0.01/0.33 | 20000 | -82.00776 | 2543 | 2 out of 3 |
| 41 | 8 | 3 | 0.01/0.33 | 30000 | -84.19359 | 2689 | 4 out of 6 |
| 42 | 8 | 3 | 0.01/0.33 | 30000 | -86.88835 | 562 | 2 out of 6 |
| 43 | 8 | 3 | 0.01/0.33 | 30000 | -88.70720 | 1429 | 4 out of 6 |
| 44 | 8 | 3 | 0.1/0.33 | 50000 | -91.02178 | 4861 | 2 out of 6 |
| +45 | 8 | 3 | 0.01/0.33 | 50000 | -92.88544 | - | 0 out of 20 |
| 46 | 10 | 3 | 0.01/0.1 | 100000 | -95.60089 | 50584 | 2 out of 10 |
| 47 | 10 | 3 | 0.01/0.1 | 100000 | -97.42453 | 2486 | 1 out of 10 |
| 48 | 8 | 3 | 0.01/0.33 | 30000 | -99.87780 | 1982 | 3 out of 6 |
| 49 | 10 | 3 | 0.1/0.33 | 100000 | -101.99289 | 1958 | 2 out of 5 |
| 50 | 8 | 3 | 0.01/0.33 | 30000 | -104.36619 | 6388 | 2 out of 6 |
| ${ }^{+} \ldots \ldots$. | min | um | energetically | higher th | an in [58] |  |  |

Table 5.3: Ground state energies and GA parameters for Dzugutov clusters.


Figure 5.3: Binding energies per particle, $E / N$, as a function of $N, 2 \leq N \leq 50$, for Dzugutov clusters; the dashed line represents a fit to the data (with $N \geq 15$ ) using the functional form of equation 5.1 , with parameters $a_{0}=-2.66114, a_{1}=2.07367$.

The structures of small Dzugutov clusters with up to 21 particles are based on Mackay icosahedra, just like for Lennard-Jones clusters. For larger cluster sizes, the structures are still based on 13 -atom icosahedra, but do not follow an overlayer growth pattern. They rather tend to form non-compact elongated structures, a few examples of these are shown in figure 5.7. The geometry for $N=38$ is typical for cluster sizes around 40 particles. The global minimum for $N=45$ [58], which has not yet been identified by our algorithm can be seen as an expansion the 33 particle structure. The structure with 50 particles represents the configurations consisting of face sharing icosahedra and a cavity, which are dominant in this cluster size region.

### 5.3 2D-System

For our 2D-system we ran calculations for a fixed number $w=8$ of potential wells in $x$-direction. As particle numbers, we chose integer multiples of $w$, namely $N=$ $24,32,40$. For each number of particles $N$, we searched for the energetically most favorable configurations at 20 density points $\rho^{*}=N \sigma^{2} / A$ in the interval [0.1,2]. The
results are presented in the following tables (energies for equivalent structures where reproducible up to at least two digits).

## 24 Particles

Table 5.4: Ground state energies and GA parameters for our 2D system - 24 particles

| parameters |  |  |  |  | results |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| $\rho^{*}$ | $n_{\text {ind }}$ | $e$ | $p_{\text {mut }}$ | $n_{\text {gen }}$ | energy | $n_{\text {g_min }}$ | successful runs |  |
| 0.1 | 20 | 3 | 0.01 | 10000 | 0.01347 | 1815 | 1 out of 10 |  |
| 0.2 | 20 | 3 | 0.01 | 10000 | 1.38706 | 43 | 10 out of 10 |  |
| 0.3 | 20 | 3 | 0.01 | 10000 | 7.29447 | 37 | 10 out of 10 |  |
| 0.4 | 20 | 3 | 0.01 | 10000 | 17.43944 | 152 | 9 out of 10 |  |
| 0.5 | 20 | 3 | 0.01 | 10000 | 30.10736 | 115 | 5 out of 10 |  |
| 0.6 | 20 | 3 | 0.01 | 10000 | 44.01761 | 54 | 3 out of 10 |  |
| 0.7 | 20 | 3 | 0.01 | 10000 | 58.49851 | 9464 | 1 out of 10 |  |
| 0.8 | 20 | 3 | 0.01 | 10000 | 73.24191 | 78 | 8 out of 10 |  |
| 0.9 | 20 | 3 | 0.01 | 10000 | 88.03630 | 339 | 10 out of 10 |  |
| 1.0 | 20 | 3 | 0.01 | 10000 | 102.92844 | 11 | 10 out of 10 |  |
| 1.1 | 20 | 3 | 0.01 | 10000 | 117.86571 | 200 | 9 out of 10 |  |
| 1.2 | 20 | 3 | 0.01 | 10000 | 132.82668 | 683 | 8 out of 10 |  |
| 1.3 | 20 | 3 | 0.01 | 10000 | 147.81078 | 38 | 10 out of 10 |  |
| 1.4 | 20 | 3 | 0.01 | 10000 | 162.81442 | 72 | 9 out of 10 |  |
| 1.5 | 20 | 3 | 0.01 | 10000 | 177.82092 | 103 | 10 out of 10 |  |
| 1.6 | 20 | 3 | 0.01 | 10000 | 192.84476 | 2447 | 5 out of 10 |  |
| 1.7 | 20 | 3 | 0.01 | 10000 | 207.87000 | 1652 | 4 out of 10 |  |
| 1.8 | 20 | 3 | 0.01 | 10000 | 222.89690 | 225 | 9 out of 10 |  |
| 1.9 | 20 | 3 | 0.01 | 10000 | 237.91910 | 1591 | 3 out of 10 |  |
| 2.0 | 20 | 3 | 0.01 | 10000 | 252.95082 | 704 | 5 out of 10 |  |

For $N=24$ particles and low densities up to $\rho^{*}=0.7$, the energetically most favorable structure we found is a rather regular one. Each well contains three particles and the interparticle distances in $y$-direction are equal. For densities between $\rho^{*}=0.8$ and $\rho^{*}=1.0$, the wells contain $[4|2| 3|4| 3|2| 4 \mid 2]$ particles and the particles seem to arrange around a central hexagon. For $1.1 \leq \rho^{*} \leq 1.5$, a structure with
[ $5|2| 3|4| 2|3| 4 \mid 1$ ] particles in the wells is dominant. At even higher densities $1.6 \leq \rho^{*} \leq 1.8$ the particle distribution over the wells remains the same, but the configuration in $y$-direction changes to a structure characterized by a central threeparticle alignment. For the highest densities $\rho^{*}=1.9,2.0$ that we considered, a $[3|3| 3|3| 4|2| 2 \mid 4]$ structure seems to be the most favorable one. Examples for all these particle alignments can be found in figure 5.8.

## 32 Particles

Table 5.5: Ground state energies and GA parameters for our 2D system - 32 particles

| parameters |  |  |  |  | results |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\rho^{*}$ | $n_{\text {ind }}$ | $e$ | $p_{\text {mut }}$ | $n_{\text {gen }}$ | energy | $n_{\text {g_min }}$ | successful runs |
| 0.1 | 20 | 3 | 0.01 | 10000 | 0.02988 | 1921 | 1 out of 10 |
| 0.2 | 20 | 3 | 0.01 | 10000 | 2.55851 | 154 | 10 out of 10 |
| 0.3 | 20 | 3 | 0.01 | 10000 | 11.12631 | 93 | 10 out of 10 |
| 0.4 | 20 | 3 | 0.01 | 10000 | 24.64652 | 13 | 10 out of 10 |
| 0.5 | 20 | 3 | 0.01 | 10000 | 41.25811 | 27 | 10 out of 10 |
| 0.6 | 20 | 3 | 0.01 | 10000 | 59.57621 | 23 | 10 out of 10 |
| 0.7 | 20 | 3 | 0.01 | 10000 | 78.70509 | 16 | 10 out of 10 |
| 0.8 | 20 | 3 | 0.01 | 10000 | 98.05634 | 18 | 10 out of 10 |
| 0.9 | 20 | 3 | 0.01 | 10000 | 117.67909 | 18 | 10 out of 10 |
| 1.0 | 20 | 7 | 0.01 | 20000 | 137.46087 | 990 | 9 out of 10 |
| 1.1 | 20 | 7 | 0.01 | 20000 | 157.29585 | 298 | 10 out of 10 |
| 1.2 | 20 | 7 | 0.01 | 20000 | 177.19281 | 179 | 10 out of 10 |
| 1.3 | 20 | 7 | 0.01 | 20000 | 197.13286 | 920 | 10 out of 10 |
| 1.4 | 20 | 7 | 0.01 | 20000 | 217.11848 | 403 | 10 out of 10 |
| 1.5 | 20 | 7 | 0.01 | 20000 | 237.12577 | 319 | 10 out of 10 |
| 1.6 | 20 | 7 | 0.01 | 20000 | 257.14706 | 18 | 10 out of 10 |
| 1.7 | 20 | 7 | 0.01 | 20000 | 277.17422 | 234 | 10 out of 10 |
| 1.8 | 20 | 7 | 0.01 | 20000 | 297.21241 | 803 | 6 out of 10 |
| 1.9 | 20 | 7 | 0.01 | 20000 | 317.25406 | 4513 | 3 out of 10 |
| 2.0 | 20 | 7 | 0.01 | 20000 | 337.29056 | 280 | 10 out of 10 |

In the $N=32$ case, we found even more different structures to be energetically most favorable in different density domains. For $\rho^{*}=0.1$, an alignment with $[6|3| 3|6| 3|4| 3 \mid 4]$ particles in the wells had the lowest energy value, while for $\rho^{*}=0.2$ this was the case for a more symmetric $[5|4| 3|6| 3|4| 3 \mid 4]$ - structure. In the regime of $0.3 \leq \rho^{*} \leq 0.6$, a regular structure with four particles in every well and equal distances in $y$-direction seems to be dominant. For $0.7 \leq \rho^{*} \leq 0.9$, the energetically most favorable configuration we found contains [5|4|3|6|3|4|3|4] particles in the wells, similar to the $\rho^{*}=0.2$ case, but with a slightly different alignment in $y$-direction. At $\rho^{*}=1.0$ we observe a change to a $[5|4| 3|6| 3|4| 4 \mid 3]$ structure. In the rather large density range of $1.1 \leq \rho^{*} \leq 1.7$ a $[5|4| 3|6| 2|5| 3 \mid 4]$ alignment, which can be characterized by a central six-particle rhombus, seems to be dominant. For higher densities, the particle numbers per well stay the same, but the configuration in $y$-direction changes: at $\rho^{*}=1.8$ and $\rho^{*}=2.0$ a structure with a central two-particle alignment and columns in $y$-direction is energetically most favorable. For $\rho^{*}=1.9$ a structure with yet another particle configuration in $y$-direction was found. For visualizations of these structures, see figures 5.9 and 5.10.

## 40 Particles

Table 5.6: Ground state energies and GA parameters for our 2D system - 40 particles

| parameters |  |  |  |  | results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho^{*}$ | $n_{\text {ind }}$ | $e$ | $p_{\text {mut }}$ | $n_{\text {gen }}$ | energy | $n_{\text {g_min }}$ | successful runs |
| 0.1 | 20 | 3 | 0.01 | 10000 | 0.04885 | 18791 | 1 out of 10 |
| 0.2 | 20 | 3 | 0.01 | 10000 | 3.40908 | 649 | 10 out of 10 |
| 0.3 | 20 | 3 | 0.01 | 10000 | 14.45650 | 24 | 10 out of 10 |
| 0.4 | 20 | 3 | 0.01 | 10000 | 31.61355 | 36 | 10 out of 10 |
| 0.5 | 20 | 3 | 0.01 | 10000 | 52.37797 | 40 | 10 out of 10 |
| 0.6 | 20 | 3 | 0.01 | 10000 | 75.08839 | 10 | 10 out of 10 |
| 0.7 | 20 | 3 | 0.01 | 10000 | 98.65277 | 12 | 10 out of 10 |
| 0.8 | 20 | 3 | 0.01 | 10000 | 122.70257 | 9 | 10 out of 10 |
| 0.9 | 20 | 3 | 0.01 | 10000 | 147.12781 | 8 | 10 out of 10 |
| 1.0 | 20 | 3 | 0.01 | 10000 | 171.79135 | 7 | 10 out of 10 |
| 1.1 | 20 | 3 | 0.01 | 10000 | 196.59867 | 18 | 10 out of 10 |
| 1.2 | 20 | 3 | 0.01 | 10000 | 221.50024 | 6 | 10 out of 10 |
| 1.3 | 20 | 3 | 0.01 | 10000 | 246.42798 | 165 | 10 out of 10 |
|  |  |  |  |  |  | Continu | ed on next page |

Table 5.6 - continued from previous page

| parameters |  |  |  |  | results |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\rho^{*}$ | $n_{\text {ind }}$ | $e$ | $p_{\text {mut }}$ | $n_{\text {gen }}$ | energy | $n_{\text {g_min }}$ | successful runs |
| 1.4 | 20 | 3 | 0.01 | 10000 | 271.39071 | 18 | 10 out of 10 |
| 1.5 | 20 | 3 | 0.01 | 10000 | 296.37869 | 14 | 10 out of 10 |
| 1.6 | 20 | 3 | 0.01 | 10000 | 321.38917 | 9 | 10 out of 10 |
| 1.7 | 20 | 3 | 0.01 | 10000 | 346.41903 | 28 | 10 out of 10 |
| 1.8 | 20 | 3 | 0.01 | 10000 | 371.46391 | 13 | 10 out of 10 |
| 1.9 | 20 | 3 | 0.01 | 10000 | 396.51368 | 24 | 10 out of 10 |
| 2.0 | 20 | 7 | 0.01 | 10000 | 421.56449 | 9 | 10 out of 10 |

For $N=40$ particles only four different structures were found to be energetically most favorable in the investigated density regime: For $\rho^{*}=0.1$ an alignment with [7|5|4|7|5|4|4|4] particles per well was found to have the lowest energy value. Between $\rho^{*}=0.2$ and $\rho^{*}=0.6$ a $[6|4| 4|6| 5|5| 5 \mid 5]$-configuration was identified, where the particles arrange in zig-zag patterns. For $0.7 \leq \rho^{*} \leq 1.2$, a [ $7|4| 5|6| 5|4| 5 \mid 4]$-structure characterized by a central two-particle alignment was found to have the lowest energy value. For higher densities $1.3 \leq \rho^{*} \leq 2.0$ the distribution of particles over the wells changes to $[7|4| 5|6| 5|5| 6 \mid 3]$ and two two-particle alignments can be identified. For visualizations of these structures, see figure 5.11.

### 5.4 Visualizations

On the following pages, 3D images of some of the structures computed by our cluster geometry optimizing algorithm are presented. All of these were generated using the program PyMOL [80] and employ a perspective camera (i.e. there is a vanishing point).

For all images showing our 2D system (also created with PyMOL), particles within the unit cell are shown as red spheres, while their periodic images appear in gray. Please note that mirror symmetries are possible.





Figure 5.4: Growth pattern for Lennard-Jones clusters with $N=12-19$. Notice the variant structure at $N=17$.
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Figure 5.5: Lennard-Jones clusters with 22, 25, 30, 34, 38 (octahedral), 55 (perfect Mackay icosahedron) and 75 (decahedral, two different perspectives) particles.





Figure 5.6: Clusters of particle interacting via the ( $\alpha=18$ )-potential with $13,14,18$, 20, 23, 30, 42 and 48 particles. Different colors indicate an observable growth pattern. See text for comments.

19


33


50

Figure 5.7: Dzugutov clusters with 19, 25, 33, 38, 45 (left: minimum found by our algorithm, right: global minimum [58]), 47, and 50 particles. See text for comments.



Figure 5.8: 2D System with 24 particles: energetically most favorable structures for $\rho^{*}=0.7,0.8,1.1,1.6,1.9$. Particles in the unit cell are represented by red spheres, their periodic images appear as gray spheres.


Figure 5.9: 2D System with 32 particles: energetically most favorable structures for $\rho^{*}=0.1,0.2,0.6,0.8$. For better visibility, the particles at $\rho^{*}=0.1$ and 0.2 are enlarged by factor two.



Figure 5.10: 2D System with 32 particles: energetically most favorable structures for

$$
\rho^{*}=1.0,1.5,1.9,2.0
$$



Figure 5.11: 2D System with 40 particles: energetically most favorable structures for $\rho^{*}=0.1,0.5,1.1,1.6$. For better visibility, the particles at $\rho^{*}=0.1$ are enlarged by factor two.

## 6 Summary

In this work we used a genetic (phenotype) algorithm as a search strategy for energetically favorable geometrical configurations of (finite numbers of) particles. The pairwise interaction of the particles in the investigated systems is given via potential functions depending on the interparticle distance. Our implementation of such an algorithm is mainly based on the ideas introduced in $[7,35,39]$.

The first problem we studied was cluster geometry optimization. As a benchmark for our algorithm, we tried to reproduce the global energy minima published in [58] for Lennard-Jones clusters with particle numbers up to 100 and for Dzugutov clusters with particle numbers up to 50 . Therein, we succeeded in all but one case. Furthermore, we were able to reproduce, and in eleven cases improve, the global minima for $2 \alpha-\alpha$ clusters with $\alpha=18$ published in [72] for particle numbers up to 60.

As our second problem, we investigated a two-dimensional system inspired by certain properties of quasicrystalline materials [73]. This was done using a slightly altered version of the cluster geometry optimizing algorithm. For this system, we obtained tentative global minimum energy configurations for different particle numbers and densities.

We are optimistic that the algorithm we developed (and further improved versions of it) will be useful in future investigations, especially in my planned PhD studies.

Possible improvements of our program are directed mutation operations and especially a more powerful niching method based on the techniques pointed out in [35].
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[^0]:    ${ }^{1}$ This is often called representation space. The search space consists of all possible parameter configurations and their rating values, while the representation space consists of all possible genotypes and their fitness values.

[^1]:    ${ }^{2}$ Short schemata with high fitness are termed basic building blocks.
    ${ }^{3} \mathrm{An}$ antagonistic intersection occurs when two schemata are recombined and the resulting schema (of higher order) has lower fitness than the initial schemata.
    ${ }^{4}$ Similarly, in a synergistic intersection the resulting schema has higher fitness than the constituent recombined schemata.

[^2]:    ${ }^{5}$ The authors do this by merely redefining a point-revisiting algorithm $A \rightarrow A^{\prime}$, so that $A^{\prime}$ skips (i.e. does not evaluate) points previously visited.
    ${ }^{6}$ It is argued that, while NFL holds on average, cost functions encountered in real life have structure (which, itself, is a rather vague concept) and therefore sophisticated search algorithms are more suitable to find solutions than random search.

[^3]:    ${ }^{7}$ In this concept stated by J.B. Lamarck, individuals can inherit characteristics their parents acquired during their lifetime. This is often called soft inheritance.

[^4]:    ${ }^{1}$ In theoretical computer science, NP-hard means that the problem is "at least as hard as the hardest problems in NP", where NP represents the complexity class "nondeterministic polynomialtime". This nomenclature refers to the fact that the computation time of such problems is not greater than a polynomial function of the problem size on a nondeterministic Turing machine. Loosely speaking, problems in NP are yes-or-no-questions, whose answers can be verified (but not necessarily computed) in polynomial time. Popular examples for NP-hard problems are the Traveling Salesman problem and the halting problem [57].
    In our case, the problem size corresponds to the number of particles $N$. Since our problem is at least as hard as the hardest problems in NP, it is implied that the time for finding the (exact) solution - on a deterministic computer - scales exponentially with $N$.
    ${ }^{2}$ This principle states that two identical fermions cannot occupy the same quantum state at the

[^5]:    same time. Loosely speaking, if two atoms get so close that their electronic orbitals overlap, electrons (which are fermions) with equal spin effectively repel each other. This is due to the fact that they cannot occupy the same orbital (i.e. quantum state) and hence cannot be located at the same spatial position.
    ${ }^{3}$ Interactions between permanent or, as in this case, induced dipoles.

[^6]:    ${ }^{1}$ In object oriented programming languages, patterns (or blueprints) for objects (which are in our context variables) are called classes. All objects created from such a blueprint share the same structure. In our case, the classes are used to unify all parameters of the population in one variable for more convenient access. Actual variables created from a certain class will later be called instances of this class.

