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Abstract

In this diploma thesis, I developed algorithms to improve the throughput of data net-
works based on single-input single-output (SISO) and multiple-input multiple-output
(MIMO) wireless links. The aim is to use the spectrum more efficiently and flexible,
while providing the required reliability of the transmission and adaptation of network
behavior. These techniques are based on theoretically optimal solutions maximizing
the throughput and are too demanding to be used directly in the practice. Therefore,
some simplifications are needed and I evaluated their impacts on the network perfor-
mance.

The optimal solutions are originally designed for uncoded systems. To overcome this
shortcoming in more practical applications, I created a framework for coded systems
with bit error ratio and packet error ratio adaptation. In this framework, the type of
coding can be easily replaced once the theoretical formulas for the new modulation and
coding scheme are known. Similarly, the error distribution modeling used in the packet
error ratio evaluation can be further improved. The performance of this approach is
evaluated in a WiMAX simulator and compared to the achievable channel capacity as
a reference.
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1 Introduction

From the first successful wireless transmission of telegraph messages by Guglielmo
Marconi [1] in the 1890s, the wireless communication systems of today have evolved
dramatically, but the road to the current status has been quite long and challenging. To
appreciate the overall progress, let us for example consider how cellular systems have
evolved from an expensive technology for a few selected individuals to today’s global
mobile communication systems used by almost half of the world’s population [2]. Be-
side the cellular telephony, which is the biggest market segment, wireless computer
networks have emerged in recent times by changing working habits (e.g. the possibil-
ity to answer e-mails anytime and anywhere). Moreover, there is also a large number
of other applications that we do not come across in every day life, but they are starting
to change our lives. Just few examples include:

• wireless sensor networks monitoring factories;

• cables between computer and keyboard, mouse and other devices replaced by
wireless links;

• wireless positioning systems monitoring the location of trucks;

• goods identified by wireless RF (Radio Frequency) tags.

Current wireless technologies are expected to be broadband due to increasing demand
for high data rates and they can support fixed, nomadic, portable and mobile access.
To choose the right technology for a certain application, not only data rate and mobility
have to be considered but also many other requirements, like range, power consump-
tion, reliability, or number of users have to be fulfilled [3].

As the aim of the wireless design is not only to optimize performance for specific appli-
cations, but also to minimize cost, there will always be many challenges and possible
improvements of the current wireless systems and networks.
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1 Introduction

1.1 OFDM Basics

As it was underlined, the wireless technologies and solutions vary for different appli-
cations. I focus on the possible ways to increase the total throughput in the wireless
network. When the higher data rates have to be provided, implying as good coverage
as possible, the transmission bandwidth should be at least of the same order as the data
rates. Otherwise, providing higher data rates (for example by means of higher-order
modulation) within a limited bandwidth is possible only in situations where relatively
high signal-to-noise and signal-to-interference ratios can be made available. This is of
course not possible to ensure for users in large-cells environments with high traffic load
or at the cell border.

On the other hand, increasing transmission bandwidth relates to several critical issues
[2]:

• Spectrum is a scarce and expensive resource, and it is often impossible to find
spectrum allocations of sufficient size, especially at lower-frequency bands.

• The use of wider transmission and reception bandwidths has an impact on the
complexity, power consumption and the price of the radio equipment, both at the
base station and at the mobile terminal.

• The transmitted signal is significantly more corrupted when transmitted over
wider bandwidth due to the time dispersion on the radio channel.

The last problem will be in the center of interest. The radio channel between trans-
mitter and receiver consists of multiple propagation paths with different delays and
magnitudes (see Figure 1.1(a)). These propagation paths also have various phases that
depend on the path delay τ . At the receiver, the signals coming from different direc-
tions are simply added, so that they interfere with each other. Depending on the path
phases, this interference may be constructive or destructive. Therefore, the total sig-
nal amplitude is changing due to the interference of the different paths. This effect is
crucial in narrow-band systems and is called small-scale fading.

In systems with large bandwidth, and thus a good resolution in the time domain, the
major consequence of the multi-path propagation is the time dispersion of the signal.
In other words, the impulse response of the radio channel is not a single delta pulse,
but rather a sequence of pulses with distinct arrival time and different amplitude and
phase (Figure 1.1(b)). This time dispersion leads to the inter-symbol interference. In the
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Figure 1.1: Multi-path propagation and its effects.
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Figure 1.2: Principle behind Orthogonal Frequency Division Multiplexing.

frequency domain, a time-dispersive channel corresponds to a non-constant channel
frequency response as illustrated in Figure 1.1(c). This radio-channel frequency selec-
tivity will corrupt the frequency-domain structure of the transmitted signal and leads to
higher error rates for given signal-to-noise ratios. The frequency selectivity has larger
impact on wider-band transmission. The amount of radio-channel frequency selectiv-
ity also depends on the environment with typically less frequency selectivity (less time
dispersion) in case of small cells and in environments with few interacting objects such
as rural environments.

It should be noted that Figure 1.1(c) illustrates a snapshot of the channel frequency
response. As a mobile terminal is moving through the environment, the channel fre-
quency response may vary rapidly in time. The rate of the variations in the channel fre-
quency response is related to the channel Doppler spread fD, defined as fD = v/c · fc,
where v is the speed of the mobile terminal, fc is the carrier frequency, and c is the
speed of light. To counteract signal corruption due to the radio-channel frequency se-
lectivity, the receiver-side equalization is needed. However, if the transmission band-
width is further increased up to, for example 20 MHz, the complexity of the straight-
forward high-performance equalization starts to become a serious issue [2]. Therefore,
the specific transmission scheme and signal design are required that allow for a good
radio-link performance also in case of the substantial radio channel frequency selec-
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1 Introduction

tivity without a prohibitively large receiver complexity. One beneficial solution is the
multi-carrier transmission called OFDM (Orthogonal Frequency Division Multiplex). It
converts a high-rate data-stream into a number of low-rate streams that are transmit-
ted over parallel, narrow-band channels that can be easily equalized. These channels
are created by modulating NFFT distinct subcarriers. In order to be able to separate
the signals carried by different subcarriers, they have to be orthogonal. Let subcarri-
ers be at the frequencies fk = kB/K, where k is an integer, and B the total available
bandwidth (in the simplest case equal to the nominal bandwidth B = K/Ts, where Ts

is a per-subcarrier useful symbol duration or basically a useful OFDM symbol dura-
tion (without cyclic prefix that will be mentioned later). Furthermore, the modulation
on each subcarrier is the Pulse Amplitude Modulation (PAM) with rectangular basis
pulses:

gk(t) =

{
1√
Ts

exp(j2πfkt) = 1√
Ts

exp(j2πk t
Ts

) for 0 < t < Ts

0 otherwise.
(1.1)

It can be easily seen that the subcarriers are mutually orthogonal, since the relation-
ship ∫ (i+1)Ts

iTs

exp(j2πfkt) exp(−j2πflt)dt = δkl (1.2)

holds. Due to the rectangular shape of pulses in the time domain, the spectrum of
each modulated subcarrier has a sin(x)/x shape. Their spectra overlap, but the max-
imum of each carrier (sampling point) lies in the spectral nulls of all other carriers.
This is depicted in Figure 1.2. Thus, the avoidance of interference between subcarriers
is not simply due to a subcarrier spectrum separation, rather it is due to the specific
frequency-domain structure of each subcarrier in combination with the specific choice
of a subcarrier spacing ∆f equal to the per-subcarrier symbol rate 1/Ts (from previous
fk = kB/K = k/Ts and ∆f = fk+1 − fk = (k + 1)/Ts − k/Ts = 1/Ts). Therefore,
the proper demodulation at the receiver (multiplying by exp(−j2πfkt) and integrating
over OFDM symbol duration Ts) leads to no interference between any two subcarriers.
This results in the natural visualization of the OFDM system as a bank of modula-
tors/correlators, one for each subcarrier. These illustrations are, however, not the most
appropriate modulator/demodulator structures for actual implementation, because the
hardware effort of multiple local oscillators is too high.

Actually, due to OFDM specific structure and the selection of a subcarrier spacing
∆f = 1/Ts, OFDM allows for low-complexity implementation by means of compu-
tationally efficient Fast Fourier Transform (FFT) processing. To confirm this [2], the
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1 Introduction

OFDM transmit signal is defined as

s(t) =
∞∑

i=−∞
si(t) =

∞∑
i=−∞

K−1∑
k=0

a(i)[k]gk(t− iTs) =
∞∑

i=−∞

K−1∑
k=0

a(i)[k] exp(j2πk∆f(t− iTs)),

(1.3)
where a(i)[k] is the, in general complex, modulation symbol applied to the kth subcar-
rier during the ith OFDM symbol interval, and where the basis pulse from Equation
(1.1) were used with fk = k · ∆f . Let us consider a time-discrete (sampled) OFDM
transmit signal where it is assumed that the sampling frequency fsample is a multiple of
the subcarrier spacing ∆f , i.e. fsample = 1/Tsample = NFFT · ∆f . The parameter NFFT

should be chosen so that the sampling theorem is sufficiently fulfilled1. As mentioned
before, K ·∆f can be seen as the nominal bandwidth of the OFDM signal, this implies
that NFFT should exceed K with the sufficient margin. With these assumptions, the
time-discrete OFDM signal can be expressed as2

s[n] = s[nTsample] =
K−1∑
k=0

a[k] exp(j2πk∆fnTsample) =
K−1∑
k=0

a[k] exp(j2πkn/K)

=
NFFT−1∑

k=0

a′[k] exp(j2πkn/K), (1.4)

where

a′[k] =

{
a[k], 0 ≤ k < K

0, K ≤ k < NFFT.
(1.5)

Thus, the sequence s[n] is the Inverse Discrete Fourier Transform (IDFT) with size NFFT

of the block of modulation symbols a[0], a[0], . . . , a[K − 1] extended with zeros to the
length NFFT. OFDM modulation can thus be implemented by means of the IDFT pro-
cessing followed by the digital-to-analog conversion, as illustrated in Figure 1.3(a). Es-
pecially, by selecting the IDFT size NFFT equal to 2m for some integer m, the OFDM
modulation can be implemented by means of the implementation efficient radix-2 In-
verse Fast Fourier Transform (IFFT) processing [2]. Similar to the OFDM modulation,
efficient FFT processing can be used for the OFDM demodulation, replacing the bank of
K parallel demodulators with sampling with some sampling rate fsample = 1/Tsample,

1An OFDM transmit signal defined in Equation (1.3) has in theory an infinite bandwidth and thus the
sampling theorem can never be fulfilled completely.

2From now on the index i on the modulation symbols, indicating the OFDM-symbol number, will be
ignored.
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Figure 1.3: Implementation effective IFFT/FFT processing.
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1 Introduction

followed by DFT/FFT with size NFFT, as depicted in Figure 1.3(b). It should be noted
that the ratio NFFT/K, which could be seen as the over-sampling of the discrete OFDM
signal, could very well be, and typically is, a non-integer number.

The OFDM seems to be an easy-to-implement multi-carrier transmission technique
with perfectly orthogonal subcarriers. This will remain true only in an AWGN channel.
However, in case of a time-dispersive channel the orthogonality between the subcar-
riers will be at least partly lost. The reason for this loss of orthogonality is that, the
demodulator correlation interval for one path will overlap with the symbol boundary
of a different path. Thus, the integration interval will not necessarily correspond to an
integer number of periods of complex exponentials of that path as the modulation sym-
bols a[k] may differ between consecutive symbol intervals. As a consequence, in case
of a time-dispersive channel there will not only be inter-symbol interference within a
subcarrier but also interference between subcarriers. To deal with this problem and
to make an OFDM signal truly robust to the time dispersion on the radio channel, the
so-called cyclic prefix is inserted into an OFDM symbol. The cyclic-prefix insertion
implies that the last NCP samples of the IFFT output block of length NFFT are copied
and inserted at the beginning of the block. In this way, it increases the duration of the
OFDM symbol from Ts to Ts + TCP, where TCP is the duration of the cyclic prefix, with
a corresponding reduction in the OFDM symbol rate (accordingly, also the block length
is increased from NFFT to NFFT + NCP). At the receiver side, the corresponding sam-
ples are discarded before the OFDM demodulation. If the correlation at the receiver
side is still only carried out over a time interval Ts, subcarrier orthogonality will then
be preserved also in case of a time-dispersive channel, as long as the span of the time
dispersion is shorter than the cyclic-prefix length.

1.2 Modularity of OFDM Systems

One great advantage of OFDM systems is that once the channel state is known, the
transmitter can decide on the correct transmission parameters for each subcarrier, name-
ly, coding rate and modulation order. Furthermore, also different power levels per sub-
carrier can be assigned according to the channel quality. In this way, the fact that the
channel shows strong variations is not just accepted, but even exploited. On the sub-
carriers with good SNR, it can be transmitted either with higher data rate or with less
power than on those with lower SNR, while still guaranteeing a certain reliability of

8



1 Introduction

the transmission. In this diploma thesis, I concentrate on the algorithms that enable to
allocate the power and number of bits per subcarrier adaptively.

But OFDM is not only a modulation format that allows to transmit with higher data rate
for a single user. Moreover, it can be also used as a multi-access method by assigning
different subcarriers to different users. Particularly, each user can get several subcarri-
ers that are not adjacent in the frequency domain, and thus provide considerable fre-
quency diversity. However, in this strategy several problems arise [3]:

• the administrative effort of such an assignment is very large, an appropriate gran-
ularity in the frequency domain has to be decided;

• each of the users ”sees” different channels, and thus the orthogonality between
the signals from different users is destroyed;

• in the uplink, signals from different users do not arrive at the receiver in a syn-
chronized way because of the different run-times; therefore it is more common to
combine OFDM with TDMA or alternatively with FDMA.

1.3 The WiMAX standard

The WiMAX link level simulator (the current version in Matlab, an equivalent imple-
mentation in Simulink can be found in [4]), into which I implemented the channel adap-
tive algorithms, is based on the IEEE 802.16-2004 specification working in the frequency
band 2-11 GHz [5]. For this specification, primarily intended for the stationary trans-
mission, the WiMAX standard defines the air interface [6] that includes the definition
of the medium access control (MAC) and the physical (PHY) layers. For my purposes
is the most important the latter one. I concentrate on the OFDM-based PHY layer that
is more suitable for non line-of-sight (NLoS) than for line-of-sight (LoS) transmissions.
Particularly, the simulator implements the profiles using the 256-point FFT OFDM PHY
layer specification. Furthermore, fixed WiMAX systems provide up to 5 km of service
area allowing transmissions with a maximum data rate up to 70 Mbps in a 20 MHz
channel bandwidth, and offer the users a broadband connectivity.

To make a most efficient use of the bandwidth, the modulation method is adjusted
almost instantaneously for the optimum data transfer. This is done by designing an
adaptive modulation and coding mechanism that depends on the channel and inter-
ference conditions. For this purpose, there are robust Forward Error Correction (FEC)

9



1 Introduction

techniques that are used to detect and correct errors. The FEC scheme is implemented
with a Reed-Solomon encoder concatenated with a convolutional one, both with vari-
able rates according to the AMC mode (in case of the convolutional code done by punc-
turing), and followed by an interleaver.

Fixed WiMAX supports both time and frequency division duplexing formats, FDD and
TDD, allowing the system to be adapted to the regulations in different countries. In the
simulator, the FDD mode is implemented, when the uplink and downlink are separated
in the frequency domain. It uses flexible channel bandwidths, comprised from 1.25 to
20 MHz, thus providing the necessary flexibility to operate in many different frequency
bands with varying channel requirements around the world. Moreover, it is also cru-
cial for cell planning, especially in the licensed spectrum. There is also optional support
of both transmit and receive diversity to enhance performance in fading environments
through spatial diversity. The transmitter implements the space-time coding (STC) to
reduce a fade margin requirement, or it has also possibility to adapt the spatial multi-
plexing to increase the total throughput. The receiver uses maximum ratio combining
(MRC) techniques to improve the availability of the system.

For the simulations, the WiMAX simulator is set to the nominal channel bandwidth of 5
MHz with the frame duration equal to 2.5 ms. For this channel bandwidth, the WiMAX
standard defines a sampling rate of Tsample = 1/5.76 µs. The 5.76 MHz total signal
bandwidth emerging from this sampling rate covers also some of the guard band carri-
ers (with zero energy) that are outside the 5MHz channel bandwidth. From the frame
duration and total OFDM symbol time (including the cyclic prefix duration), the num-
ber of OFDM data symbols in one frame is calculated and equal to 44. In each OFDM
symbol, there are defined 8 pilot subcarriers, 192 data subcarriers and the DC carrier
is not used. Moreover, the standard defines also the preamble at the beginning of each
frame that consists of 3 training OFDM symbols used for the synchronization and chan-
nel estimation. Thus, there are 47 OFDM symbols in one frame.

Furthermore, to appreciate the features of WiMAX standard, it has to be noted that it
supports all types of access, including nomadic, portable and mobile one. To meet the
requirements of different types of access, two versions of WiMAX have been defined.
The first based on IEEE 802.16-2004 and optimized for fixed and nomadic access, was
already mentioned. The second one is designed to support portability and mobility, and
is based on the IEEE 802.16e amendment to the standard. Table 1.3 shows how WiMAX
supports different types of access and their requirements [7].
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2 SISO OFDM

In this chapter, I deal with an OFDM system equipped with K data subcarriers (the
remaining subcarriers up to NFFT are zero) and one transmit and one receive antenna
(Single Input Single Output (SISO) OFDM) signaling over a SISO frequency-selective
fading channel. Due to frequency selectivity, different subcarriers experience in general
different channel gains. Hence, the total transmit power should be properly allocated
to different subcarriers, based on the available Channel State Information (CSI) at the
transmitter and/or at the receiver. I develop a suitable algorithm to find these appro-
priate power allocations in the following.

2.1 System Model

Figure 2.1 depicts the equivalent discrete time baseband model of the system under
the following considerations. Let k denote the subcarrier index as before, but the zero
(DC) carrier is now not used for the transmission and there are K data subcarriers,
so it follows that k ∈ {1, 2, . . . ,K}. P [k] will stand for the power allocated to the kth
subcarrier. Depending on P [k], a signal constellation A[k] will be selected, consisting
of M [k] = 22m, (m = 0, 1, 2, 3) symbols for square QAMs. One subcarrier then entails
an information symbol a[k] drawn from A[k] and conveying

b[k] = log2(M [k]) (2.1)

bits of information. This information symbol a[k] will then be power-loaded, assuming
that the average power of the signal constellation is normalized to one, and transmitted
on the kth subcarrier over the transmit antenna.

The channel is supposed to be invariant during the transmission of one frame, defined
in the WiMAX standard according to Section 1.3, but it may vary from frame to frame.
Let h := [h[0], h[1], . . . , h[N ]]T be the baseband equivalent FIR channel during the given
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Figure 2.1: Discrete-time equivalent baseband SISO OFDM model.

block with the channel order N . The frequency response of h on the kth subcarrier is
given by the Discrete Fourier Transform

H[k] =
N∑

n=0

h[n] exp
(
−j2πkn

NFFT

)
. (2.2)

By stacking all frequency-domain channel taps for every subcarrier k ∈ {1, . . . ,K} into
one vector, the frequency-domain channel H = [H[1],H[1], . . . ,H[K]]T is obtained. As-
suming a sufficiently large cyclic prefix, the linear convolution of a time dispersive
radio channel will appear as a circular convolution during the demodulator integra-
tion interval Ts [8]. The combination of OFDM modulation (IFFT processing), a time-
dispersive radio channel, and OFDM demodulation (FFT processing) can then be seen
as a frequency-domain channel with input-output relationship per subcarrier given
by

y[k] = H[k]
√

P [k]a[k] + n[k], (2.3)

where the output of the channel y[k] is the transmitted power-loaded modulation sym-
bol ã[k] =

√
P [k]a[k] scaled and phase rotated by the complex frequency-domain chan-

nel tap H[k] and impaired by the complex Additive White Gaussian Noise (AWGN)
n[k] having variance N0/2 per real and imaginary dimension. To mitigate the effect of
this channel, the receiver should for example multiply y[k] with the complex conjugate
of H[k]. This is often expressed as a one-tap equalizer being applied to each received
subcarrier. Obviously, to apply this simple equalizer, the channel has to be estimated
beforehand and signalled back to the transmitter via a signalling channel in case of the
Frequency Division Duplex (FDD, defined in WiMAX in Section 1.3). First I assume the
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2 SISO OFDM

perfect channel knowledge at the transmitter, but I will also explore how to overcome
the perfect channel knowledge at the transmitter. Note that to isolate the transmitter
design from channel estimation issues at the receiver, the perfect channel knowledge of
the channel H[k], ∀k at the receiver has to be assumed [9]. In the following sections, I
optimize the system in Figure 2.1 in a frequency-selective channel by maximizing the
overall throughput, while still perceiving the average target bit error ratio BER0 per
each subcarrier.

2.2 Constrained Optimization Problem

In this section the constrained optimization problem to maximize the throughput is
formulated. The perfect channel knowledge at the transmitter is assumed. The use
of the discrete data rate adaptation instead of the continuous one is discussed. In this
context, also the general properties of the M -QAM modulations are addressed. This
modulation type will be also used in the following sections.

A general approach to the network optimization is based on a utility function. It is used
to balance between the efficiency in the network and the fairness among the users. It
maps the resources assigned to a user into a real number, which gives us a clear idea
about the performance of the given resource allocation. The satisfaction of the users
is given by the reliable transmission data throughput T , which is the most important
factor, and therefore the utility function U(T ) should be a nondecreasing function of
the user data throughput T . Obviously, the aim of the network optimization is the
maximization of utilities of all users in the network. This can be achieved by adapting
the resource allocation, power levels and data rate for each user, as it can be seen in the
following subchapters. I concentrate on the single-user scenario that can be extended
to the multi-user case by means of cross-layer optimization [10, 11]. I will make some
remarks on this extension later on. In the single-user scenario, the utility function U(T )
is simply equal to the user throughput T , as the fairness does not play a role in this case.
I will show that the user throughput strongly depends on the power allocated across
subcarriers, where the transmission takes place. Therefore, this power allocation is one
expected solution of the constrained optimization problem.

To obtain the performance bound of the optimization of the OFDM based network, the
bandwidth 4f of each orthogonal subcarrier in an OFDM symbol has to be assumed

14



2 SISO OFDM

infinitesimal (4f → 0) [10]. This is regarded as an extreme case of an OFDM sys-
tem with an infinitesimal granularity of the resource allocation. However, in practical
systems this minimum granularity is just one subcarrier, therefore we have only finite
number of subcarriers and our optimization problem turns out to be discrete, not con-
tinuous.

My goal in this chapter is to optimize the SISO OFDM system model depicted in Fig-
ure 2.1. Here I assume the perfect channel knowledge at the transmitter. The power
levels P [k] assigned to subcarriers with index k are grouped into a transmit power
vector p = [P [1], P [2], . . . , P [K]]T, so are the number of bits b[k] into a vector b =
[b[1], b[2], . . . , b[K]]T. Particularly, I want to maximize the user throughput subject to a
total transmit power constraint P̄ and discrete modulation levels while maintaining the
target bit error ratio BER0[k] on each subcarrier. These target BERs can be identical or
different across subcarriers, depending on the specifications. My objective can thus be
formulated as the following constrained optimization problem:

maximize T (p,b) =
K∑

k=1

b[k] = ‖b‖1 (2.4)

subject to BER[k] ≤ BER0[k] (2.5)

‖p‖1 =
K∑

k=1

P [k] ≤ P̄ (2.6)

P [k] ≥ 0 (2.7)

b[k] ∈ {0, 1, 2, 3, 4, . . .} (2.8)

It is clear from this formulation that the power and bit loadings {P [k], b[k]}K
k=1 have to

be adapted jointly. The problem is more challenging in the frequency-selective fading
scenario compared to the frequency-flat channels, where the constant power transmis-
sion is used. When the continuous rate adaptation 1 can be used, the optimal power
allocation for an OFDM symbol is a utility-based water-filling [10, 11]. But in practice,
continuous rate is infeasible, and there are only discrete modulation levels, as indi-
cated already in Constraint 2.8. Thus, the optimal power level on each subcarrier is not
continuous either. Therefore, I have to search for another algorithm than the classical
water-filling solution for discrete modulation levels.

1The throughput is assumed to be continuous, what means that it can be any real number. It follows that
the number of bits transmitted within each symbol can be from an infinite set of values.
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2 SISO OFDM

Note that in Constraint 2.8 both rectangular (b[k] ∈ {1, 3, 5, . . .}) and square (b[k] ∈
{2, 4, 6, . . .}) QAMs are allowed (b[k] = 0 refers to the case of an unused subcarrier).
However, I want to reduce the possible constellations just to square ones, what sig-
nificantly simplifies an adaptive demapper. This excludes also the BPSK modulation,
which is used in the first AMC mode of the WiMAX standard. By doing this, one bit at
most is lost from the throughput per one OFDM symbol. The proof is given in [9]. Let
dmin[k] denote the minimum square Euclidean distance for the given constellation on
the kth subcarrier. For QAMs constellations, it holds that [12]

d2
min[k] = 4g(b[k])Es[k] = 4g(b[k])P [k]Ts, (2.9)

where Es[k] = P [k]Ts is the average energy of the constellation chosen for the kth sub-
carrier, Ts is the useful symbol duration (OFDM symbol duration without cyclic prefix)
and the constant g(b[k]) depends on whether the given constellation is square or rect-
angular QAM:

g(b[k]) :=

{
6

5·2b[k]−4
, b[k] = 1, 3, 5, . . . ;

6
4·2b[k]−4

, b[k] = 2, 4, 6, . . . .
(2.10)

Equation (2.9) simply gives us the decreasing minimum Euclidean distance in the con-
stellation with the increasing modulation order and can be easily verified. From the
definition (2.10) of the constant g(b[k]) it is clear that the square QAMs are more power
efficient than the rectangular QAMs. Thus, with K subcarriers, it is always possible to
avoid the usage of less efficient rectangular QAMs and save the remaining power for
other subcarriers to use higher order square QAM [9].

2.3 Power and Bit Loading Algorithm for Uncoded
Systems

In this section I focus on the adaptive algorithm for uncoded systems. The solution for
the constrained optimization problem formulated in Section 2.2 is the so-called Greedy
Power Allocation Algorithm based on maximizing the total throughput for the discrete
rate adaptation [11]. The key idea of this algorithm is to allocate bits and the corre-
sponding power levels successively and to maximize the throughput (number of bits)
per power in each step of the bit loading. The influence of this algorithm on an OFDM
system is explored at the end of this section.
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2 SISO OFDM

To derive the solution, an appropriate transmission data rate per subcarrier has to be
expressed first depending on the channel condition. This greedy algorithm converts
the frequency-selective channel into frequency-flat one, what is the main idea behind
the water-filling algorithm [13] and will be explained later. Therefore, the performance
of the variable-rate M -QAM modulation in an AWGN channel may be considered per
subcarrier. The bit error ratio in this scenario for the kth subcarrier is shown to be well
approximated by [14, 15]:

BER0[k] ≈ 0.2 exp
(
−1.5γ[k]
M [k]− 1

)
(2.11)

for 0 ≤ γ[k] ≤ 30 dB, where γ[k] is the SNR on the particular subcarrier and γ[k] =
P [k]

(
|H[k]|2

N0

)
. Taking the natural logarithm and rearranging Equation (2.11), and as-

suming the equality and the same target bit error ratio per subcarrier, I get

M [k] = 1 +
1.5

− ln(5BER0)
γ[k] = 1 + βγ[k], (2.12)

where β = 1.5/(− ln(5BER0)) is a constant called the SNR gap for a target bit error ratio.
It indicates the difference between the SNR needed to achieve a certain throughput for
a system and the theoretical limit. Using Approximation (2.12), the data rate (number
of bits) per subcarrier is given by

b[k] = log2(M [k]) = log2(1 + βγ[k])
[
bits/s
Hz

]
(2.13)

Only square QAMs (b[k] ∈ {2, 4, 6, . . .}) are allowed without significant loss of opti-
mality as mentioned in Section 2.2. Hence, two bits instead of one are loaded per each
stage. By setting γ[k] = P [k]

(
|H[k]|2

N0

)
in Equation (2.13), the required power to transmit

b[k] bits/s/Hz is

P [k] =
2b[k] − 1
βρ[k]

=
− ln(5BER0)N0

g(b[k])|H[k]|2
, (2.14)

where ρ[k] = |H[k]|2
N0

, and g(b[k]) is given by Equation (2.10). Furthermore, I constrain
the maximum number of bits allocated to one subcarrier to 6 (64-QAM). This results in
the remaining transmit power at high SNR values (

∑K
k=1 P [k] < P̄ ). The power cost in-

curred when loading the lth and (l−1)th bits to the kth subcarrier is

c(k, l) =
− ln(5BER0)

g(l)ρ[k]
− − ln(5BER0)

g(l − 2)ρ[k]
, l = 2, 4, 6; ∀k. (2.15)
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2 SISO OFDM

This cost is quantified by the additional power needed to maintain the target bit error
ratio performance. For l = 2, g(l − 2) is set to ∞, and thus c(k, 2) = − ln(5BER0)

g(2)ρ[k] . In the
following algorithm, I will use Prem to record the remaining power after each iteration,
b(n)[k] to store the number of bits already loaded to the kth subcarrier, and P (n)[k] to
denote the power level in the iteration step n on the kth subcarrier. Now, the Greedy
Power Allocation Algorithm can be described step-by-step [9]:

1. Initialization step n = 1: Set the remaining power equal to the power constraint
Prem = P̄ . For each subcarrier, set b(n)[k] = P (n)[k] = 0.

2. Compute c(k, b(n)[k] + 2) for all subcarriers, where b(n)[k] 6= 6. If b(n)[k] = 6, then
set c(k, b(n)[k]) = ∞. Choose the subcarrier that needs the least power to load two
additional bits, i.e. select

k0 = arg min
k

c(k, b(n)[k] + 2). (2.16)

3. If there is not enough power remaining, i.e. if Prem < c(k, b(n)[k] + 2) (it always
happens if all subcarriers are loaded with 6 bits (b(n)[k] = 6, ∀k)), then exit with{
P [k] = P (n)[k], b[k] = b(n)[k]

}K

k=1
. Otherwise, load two bits to the subcarrier k0,

and update iteration variables:

Prem = Prem − c(k, b(n)[k] + 2) (2.17)

P (n)[k0] = P (n)[k0] + c(k, b(n)[k] + 2) (2.18)

b(n)[k0] = b(n)[k0] + 2. (2.19)

4. Loop back to step 2 with n = n + 1.

It is possible to show that this greedy algorithm with one bit loaded per iteration results
in the global optimal bit loading and power allocation. The proof can be found in
[16].

Now, I explore in more detail the effects of the mentioned joint power and bit loading
on an OFDM system. The resulting number of bits loaded across subcarriers and the
appropriate power levels are depicted in Figure 2.2. From Equation (2.9), the allocated
power can be calculated as

P [k] =
d2

min[k]
4g(b[k])

=
d2

0[k]
g(b[k])

, (2.20)
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Figure 2.2: Resulting bit and power allocation across K subcarriers for a certain channel
realization with SNR=16 dB and target bit error ratio BER0 = 10−5.
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Figure 2.3: Greedy Power Allocation Algorithm - way to combat frequency-selective
fading (a certain channel realization with SNR=16 dB and target bit error
ratio BER0 = 10−5).
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2 SISO OFDM

where Ts is assumed to be one second and d2
min[k]/4 will be the scaled distance metric

d2
0[k] that summarizes the power and bit loading information per subcarrier. Compar-

ing the latter expression in Equation (2.20) with Equation (2.14), the threshold (distance)
metric d2

0[k] can be expressed as

d2
0[k] =

− ln(5BER0)N0

|H[k]|2
. (2.21)

In Figure 2.2(a) a certain realization of the frequency-selective channel is shown with
the corresponding threshold metric. It can be seen that the threshold metric is propor-
tional to the inverse of the channel and it is corrected appropriately to meet the required
bit error ratio.

It is possible to find the threshold (the red line in Figure 2.2(a), not needed by the al-
gorithm itself, just for illustration), when the channel conditions are too bad and it is
not feasible to accommodate the minimum number of bits (2) with the given power
constraint at the corresponding subcarriers. This can be also seen in Figure 2.2(b) and
2.2(c), where no power and bits are loaded to these subcarriers (they are switched off).
At these subcarriers, there are deep fading dips, which are recognized by the chan-
nel transfer |H[k]|2 being close to zero and below the red threshold or by the metric
d2

0[k] ∼ 1/|H[k]|2 being far above the red threshold. If there was more transmit power
available, the algorithm would decide whether it is more efficient to load additional
bits to used subcarriers or to switch on more subcarriers.

In Figure 2.2(b) it can be seen how many bits are loaded to each subcarrier (2 bits - 4-
QAM and 4 bits 16-QAM) and another threshold (the red dashed line in Figure 2.2(b))
can be found, again just for illustration, where the channel conditions are so favorable
that higher modulation order may be used.

According to Figure 2.2(c), higher average power is assigned to larger signal constella-
tions, as they require more power for the reliable transmission due to their decreased
minimum Euclidean distance dmin. In Figure 2.2(c) one may observe how the power
levels across the subcarriers are proportional to the threshold metric d2

0[k]. This re-
sults into the flat pre-equalized channel, depicted in Figure 2.3(a), and calculated as
follows

Pflat(b[k]) = P [k]|H[k]|2 =
− ln(5BER0)N0

g(b[k])|H[k]|2
|H[k]|2 =

− ln(5BER0)N0

g(b[k])
(2.22)

Accordingly, almost constant power levels for each signal constellation are obtained at
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2 SISO OFDM

the receiver (Figure 2.3(b)), with low variations due to the additive noise and different
power levels of individual symbols of higher constellation (16-QAM and higher). In
the following calculation, the additive noise is omitted so that the input-output relation
with the power loading is only y[k] = H[k]

√
P [k]a[k]

Pflat(b[k]) =
∣∣∣∣y[k]
a[k]

∣∣∣∣2 =

∣∣∣∣∣H[k]
√

P [k]a[k]
a[k]

∣∣∣∣∣
2

=

∣∣∣∣∣H[k]

√
− ln(5BER0)N0

g(b[k])|H[k]|2

∣∣∣∣∣
2

=
− ln(5BER0)N0

g(b[k])
(2.23)

For the example in Figure 2.3, the actual values are

Pflat(2) =
− ln(5 · 10−5)0.0502

0.5
= 0.9943 (2.24)

Pflat(4) =
− ln(5 · 10−5)0.0502

0.1
= 4.9716. (2.25)

This is the direct proof how the Greedy Power Allocation Algorithm combats the fading
and transforms the frequency-selective fading channel into the frequency-flat channel.
Therefore, an AWGN channel can be considered per subcarrier with some scaling factor,
depending on the channel and the power loading.

2.4 Power and Bit Loading Algorithm for Coded
Systems

In order to be able to implement the Greedy Power Allocation Algorithm into more realistic
systems and to compare the performance with them, some kind of error correction
coding has to be assumed. In this section the Greedy Power Allocation Algorithm for coded
systems is developed. Prior to this, a short discussion about the general properties of
the convolutional code is given. Then the bit error ratio approximation of the [133 171]8
half-rate convolutional code is derived in an AWGN channel. This approximation is
expressed for the combination of the convolutional code with the 4-,16- and 64-QAM
modulator.

In OFDM systems, the coding can be very well deployed in the frequency and time do-
main in order to improve the performance in fading channels. If there was an efficient
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2 SISO OFDM

interleaving across subcarriers, the coded bits would be transmitted over independent
channel states, where the fading of bits would be therefore independent. This would
automatically result in a high diversity order. The channel states can be created by
temporal variations of the channel, or as different transfer functions of subcarriers in
a frequency-selective channels. Thus, it is not really necessary to define new codes for
OFDM, but rather to better design appropriate mappers and interleavers that assign
the different coded bits in the time-frequency domain. This mapping, in turn, depends
on the frequency selectivity as well as the time diversity of the channel. If the channel is
highly frequency-selective, then it might be sufficient to code only across available fre-
quencies, without any coding or interleaving in the time domain.

As mentioned in Section 1.3, I have a Reed-Solomon encoder concatenated with a con-
volutional one, both with variable rates according to the AMC mode, and followed by
an interleaver. Interleaving is done in the time and frequency domain for one code-
word that is created from the whole data part of one frame. This encounters a lot of
difficulties, because just the convolutional codes are not easy to study unless all the ba-
sic concepts involving them, as well as the systems that surround them, are very well
understood. There is a long discussion about expressing the performance bounds in
[17]. I have to find an analytic expression for the probability of a bit error for the M -
QAM modulation with the convolutional code and soft Viterbi decoder in an AWGN
channel. Because this task is not trivial and I want better to concentrate on the channel
adaptive algorithms, I cover only the first AMC mode of the WiMAX with the [133 171]8
half-rate convolutional code and interleaver. This can be then further extended to re-
maining AMC modes, when especially the β(d) spectrum is known for the punctured
convolutional codes. I discuss this issue later in this section.

2.4.1 Bit Error Probability for Convolutional Codes and
M -QAM

A convolutional code can be precisely described by some parameters. The main pa-
rameters are briefly described below but only in order to review the basic concepts to
be used throughout this thesis. A [n, k,K] convolutional code inputs k input bits at
a time to the encoder shift register, and gets n bits at the output of the shift register.
Consequently, the code rate is defined by the expression

Rc =
k

n
. (2.26)
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Figure 2.4: Block diagram of a M -QAM modulator with a convolutional encoder.

Notice that n is always greater than k resulting in Rc less than 1. Since Rc is less than 1,
the final maximum bit rate is reduced. On the other hand, a small value of the code rate
Rc indicates a high degree of redundancy, which should cause decreased error ratio
at the expense of increasing the bandwidth of the encoded signal. The convolutional
encoder memory consists of a shift register with K k-bit stages and n modulo-2 adders.
The parameter K is called the constraint length of the convolution code. Therefore, each
one of the n output bits is affected by K sets of k input bits. [18]

A compact way to represent graphically all possible convolutional code outputs as a
function of their inputs is by means of a trellis diagram. Each branch in the trellis
expresses not only the n-bit output associated with the k-bit input, but also graphically
indicates the correspondent encoder’s internal state change in each node. The set of
successive branches defines a sequence of outputs also known as a path of code words.
Figure 2.4 shows the n-bit output of the convolutional encoder feeding an M -QAM
modulator that accepts q bits per time. Considering n > q, those n-bits in N sets of
q bits can be grouped, where q = log2 M and N is essentially an integer number. On
the other hand, if n ≤ q, N sets of n bits will be necessary to make a group of q bits.
In both cases, the q bits are the ones that travel simultaneously through the channel in
the form of a symbol, which is called a coded symbol. Therefore, each branch in the
trellis can either represent N coded symbols (n > q) or only one coded symbol (n ≤ q),
depending on the scenario. Then any path in the trellis is composed of various branches
and thus involves many coded symbols.

The distance d between the two paths in the trellis is the number of coded symbols in
which these two paths differ [19]. I denote the probability of choosing a wrong path
in the trellis in a pairwise comparison of the all-zero path (correct path) with another
path (wrong path) separated by the distance d from the all-zero path as a pairwise error
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Figure 2.5: Example of a trellis.

probability P2(d).

A convolutional encoder usually starts with the reset internal shift register, i.e., in the
all-zero state. In this state, its response to an all-zero input will always be an all-zero
output. In other words, the encoder will remain in the all-zero state forever until a
non-zero input occurs. The all-zero path is the horizontal line connecting all zero-state
nodes in the trellis diagram, shown in Figure 2.5. It expresses the correct decision that
a decoder should make when the information sequence with only zero symbols was
transmitted. This can be used very efficiently to determine the performance of the
convolutional code. The method for this is based on sending the all-zero information
symbol sequence constantly. If a channel error occurs, the behavior of the decoder al-
gorithm can be estimated by studying the paths that could leave and again merge at
the all-zero path (an example of such a path can be seen in Figure 2.5). A path (the red
path in Figure 2.5) that leaves and bounces the all-zero path instead of merging with it
should not be considered. The minimum free distance, denoted dfree, is the minimum
number of different coded symbols (q-bit long) for two paths among all pairs of paths
that start and stop at the zero-state node. The larger dfree, the greater is the probability
of correcting eventual channel errors. Usually the increase of dfree is accompanied by
an increase in the constraint length for the same code rate, which will make the en-
coder more complex. One of the goals to find a good convolutional code is to obtain
the largest dfree for a fixed constraint length and code rate.

Now the probability of a bit error Pb may be explored. The equations for determining
Pb versus SNR vary accordingly to the convolutional code, interference, noise, demod-
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ulator and implemented decoder algorithm. For convolutional codes, the optimum
decoding method involves a search through the trellis for the most probable sequence,
what is achieved by means of the Viterbi algorithm with soft-decision decoding. Details
can be found in [18, 20].

Since the convolutional code does not necessarily have a fixed length, its performance
is derived from the first-event error probability for sequences that merge with the all-
zero sequence for the first time at a given node B in the trellis (an example is given
in Figure 2.5). Remember that even though the convolutional encoder generates n bits
at the output, the considered coded symbols are q bits long (Figure 2.4). Those q bits
are really transmitted over the channel and suffer from errors. It is clear that when
an incorrect path is selected, the information symbols in which the selected path dif-
fers from the correct path will be decoded incorrectly. If the pairwise error probability
P2(d) is multiplied by the number of incorrectly decoded information symbols for the
incorrect path at the node where they merge, the information symbol error ratio is ob-
tained for that path. The average symbol error probability Ps is upper-bounded by
multiplying each pairwise error probability P2(d) by the corresponding number of in-
correctly decoded information symbols, for each possible incorrect path that merges
with the correct path at the Bth node, and summing over all d. The appropriate mul-
tiplication factors corresponding to the number of wrong information symbols (k-bit
long) for each incorrectly selected path that merges with the all-zero path at the Bth
node is given by the distance spectrum β(d). It can be obtained for every distance
d between paths for example by differentiating the transfer function. Finally, we can
write a general formula for determining an upper bound on Ps for the M -QAM with a
convolutional code

Ps ≤
∞∑

d=dfree

β(d)P2(d), (2.27)

where β(d) is the distance spectrum, and P2(d) is the pairwise error probability. Obvi-
ously, the resulting upper bound on the probability of a bit error Pb has to be divided
by the number of input information bits k. Thus

Pb ≤
1
k

∞∑
d=dfree

β(d)P2(d). (2.28)

This is a well known result that is very often used in practise (for example in [21]).
There are two reasons why Equations (2.27) and (2.28) are upper bounds. One is that
the events that result in the error probabilities P2(d) are not disjoint. This can be seen
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from the observation of the trellis. Second, by summing over all possible d ≥ dfree, it
is implicitly assumed that the convolutional code has an infinite length. If the code is
truncated periodically after T nodes, the upper bounds in Equations (2.27) and (2.28)
can be improved by summing the error events for dfree ≤ d ≤ T . The effect on the
performance and the appropriate values for truncation lengths T for several codes are
studied in [22]. For example for the [133 171]8 half-rate convolutional code, the trun-
cation length T = 36 is derived, but it is anyway set to 50 in the WiMAX simula-
tor.

Notice that by the definition of Equation (2.28), β(d) depends only on the convolutional
code employed. It relates the number of information symbols in error with the number
of coded symbols detected in error. Since β(d) is created by a convolution operation,
its expression is mathematically feasible either by employing an analytical method or a
numerical method. I will discuss the latter one.

On the other hand, P2(d) is completely independent from the convolutional code, being
a result solely of the type of the noise in the channel, the demodulation and the decoder
algorithm. Its calculation is complex and usually done by upper bounding considera-
tions over a pattern of an all-zero sequence transmission as explained earlier. The inde-
pendence between β(d) and P2(d) makes it possible to split the problem of determining
Pb into two completely isolated phases that are merged together in Equation (2.28). The
first phase consists of the analysis of the convolutional code in order to determine β(d),
whereas the second issue concerns the channel model as well as the reception process
in order to estimate a reliable upper bound on P2(d).

Determining the parameter β(d)

By observing the abrupt tapering form of P2(d) as d increases, and that β(d) will be
employed in Equation (2.28), it can usually be seen that only the first five terms of
β(d) are significant for determining Pb. Therefore, a numerical method [17] can be ap-
plied to the convolutional code in order to precisely compute just the first few terms of
β(d). This method uses the code generator polynomials for generating a large number
of paths in the trellis beginning and ending at the all-zero state. These paths contain
a relatively large number of branches, usually more than three times the constraint
length K, to cover a sufficient range of distances d. The process of the path generation
must be in an ascending order of d. The computation of the number of coded sym-
bols different than the all-zero symbol sequence contained in each of those paths gives
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d. The number of information symbols different than the all-zero information sym-
bol sequence related to the considered path provides the contribution for β(d) made
by this specific path. If all those contributions for β(d) are continuously summed in
a multi-dimensional vector, where each coordinate represents one d, after computing
a large number of paths, the vector coordinates will express the β(d) spectrum. The
accuracy of the first terms of β(d) increases as the number of generated paths becomes
larger. Furthermore, those terms will freeze as soon as all paths that could contribute to
their correspondent spectra β(d) have been generated. The process should stop when
all terms of interest, usually the first three or five, are obtained. The minimum free
distance dfree of the code is also achievable at the end of the process. The β(d) spec-
trum (computed vector) will have zeros at the first positions, indicating that there are
no paths with d = 1, 2, 3, . . . , dfree − 1. The first non-zero term in the β(d) spectrum
represents therefore dfree. More details can be found in [17].

Remember that β(d) is a function of the convolutional code employed. However, the
same convolutional code can generate different β(d) when attached to different M -
QAM modulators. Notice that the distance d is related to the number of coded symbols
different than the all-zero symbol sequence and the length of the coded symbol varies
with M according to q = log2 M .

Consider a certain system of a convolutional encoder generating one fixed coded bit
sequence as a response to a fixed information sequence at its input. If the option of
connecting this system to one of the two M -QAM modulators presenting different M ’s
was available, the same coded bit sequence would be clustered in a different amount
of q bits in order to generate the coded symbols for each modulator considered. Con-
sequently, different distances d would result, which would impact β(d) directly, even
though the information bit sequence and the convolutional encoder remain the same
for the two systems. So if I wanted to employ a modulator with higher M and to es-
timate the performance impact that resulted if the same convolutional code was used,
I would have to implement the method for determining β(d) shortly described above
and developed in [17].

I simply overtake the results derived in [17] for the industry-standard convolutional
code used by the WiMAX simulator. The code has the following characteristics: the
transfer octal generator G = [133 171]8, Rc = 1/2 and K = 7. Table 2.1 shows the
spectra β(d) obtained for this code when used with three different M -QAM modulators
(the same that are being used in the power and bit loading algorithm). The parameter
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Table 2.1: The Spectra β(d) for [133 171]8 convolutional code when applied to different M -
QAM modulators.

Modulation dfree
β(d)

i = 0 i = 1 i = 2 i = 3 i = 4
4-QAM 6 1 10 38 92 346
16-QAM 4 8 44 323 2033 11575
64-QAM 3 12 140 1784 19873 207985

i denotes the increment that should be added to dfree to obtain d, i.e., d = dfree + i.
Note that in this case the code rate is 1/2. Thus, the convolutional encoder can only be
applied to M -QAM modulators presenting q equal to 1 or q as a multiple of 2, i.e., to
2-QAM (q = 1), 4-QAM (q = 2), 16-QAM (q = 4) or 64-QAM (q = 6), etc. Analogously,
if the code rate was 1/3, allowed q would be multiple of 3 (2-QAM (q = 1), 8-QAM
(q = 3), 64-QAM (q = 6), 512-QAM (q = 9), etc.

Determining the parameter P2(d) for M -QAM

Remember that the type of noise in a channel affects only the pairwise error prob-
ability P2(d). It is the probability of choosing a wrong path in the trellis in a pair-
wise comparison of the all-zero path with another path that differs in d symbols from
the all-zero path. In [17], this probability P2(d) was explored in an AWGN channel
(with noise variance σ2 = N0/2 per real and imaginary part) and finally upper-bound
by

P2(d) ≤ Q

√d2
min

2N0
d

 , (2.29)

where the equality can be achieved only if all distances in the signal constellations are
equal to dmin. Inequality (2.29) may be considered as a general upper bound that may
be applied to every M -ary coherent demodulator followed by a soft-decision Viterbi
decoder. From Equation (2.9), it is given that d2

min = 4g(b)Es. Using Equation (2.10)
for the square M -QAM constellations, the square of the minimum distance as d2

min =
1.5

(M−1)4Es can be calculated, where M = 2b. Substituting this result into Equation (2.29),
the following expression is obtained

P2(d) ≤ Q

(√
1.5 · 2Es

(M − 1)N0
d

)
. (2.30)
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Figure 2.6: Uncoded BER approximation for M -QAM constellations.

Applying the approximation for the Q-function given by Q(x) ≈ 0.2 exp(−x2)/2, from
Equation (2.30) it follows

P2(d) . 0.2 exp
(
−1.5γ

M − 1
d

)
. (2.31)

Note that for d = 1 (two paths differ only in one symbol), the expression from Equation
(2.11) with γ = Es/N0 is reobtained (of course by omitting the notation for a subcarrier
k). This lower bound on P2(d) is actually for d = 1 a very good approximation of the bit
error ratio (BER) for the M -QAM constellations in an AWGN channel by assuming that
one information symbol carries only k = 1 information bit (what is always true for Rc =
1/n), as also stated in Equation (2.11) and plotted in Figure 2.6. The approximation of
the bit error ratio is within 1.5 dB for all constellations at BER ≤ 10−3, as confirmed by
Figure 2.6.

Calculating and Approximating the Bit Error Probability Pb for
M -QAM

In this subsection, the probability of a bit error Pb is finally evaluated for the coded
M -QAM modulation in an AWGN channel with the variance σ2 = N0/2 per real and
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imaginary part with the soft-decision Viterbi decoder according to the following ex-
pression

Pb ≤
1
k

dfree+4∑
d=dfree

β(d)Q

√d2
min

2N0
d

 , (2.32)

where Table 2.4.1 was used, and Equation (2.29) was inserted into Equation (2.28). For
practical purposes, the approximation of the Q-function - Q(x) ≈ 0.2 exp(−x2)/2 can
be used in Equation (2.32)

Pb .
1
k

dfree+4∑
d=dfree

β(d)0.2 exp
(
−d2

min

4N0
d

)
. (2.33)

Obviously, Equations (2.32) and (2.33) are the worst-case upper bounds, when not all
the symbol distances in the signal constellations are equal to dmin. Therefore, in many
cases, they may be too loose, and thus they can still be improved. Of course, it is
possible to influence only the term belonging to P2(d). For this purpose, the wrong
symbol sequence a(l), for l = 1, 2, . . . d and the correct symbol sequence a(0) are defined.
According to [17], consider the definition of an average distance davg, dependent on the
specific combination of all d symbols in the wrong path, given by

d2
avg =

1
d

d∑
l=1

‖a(l) − a(0)‖2. (2.34)

Notice that in the worst-case the upper bound d2
avg = d2

min holds, otherwise, d2
avg >

d2
min. This idea of making a different choice for the worst-case sequence impacts directly

Equation (2.29), where d2
min will be replaced by d2

avg, and thus also the expression for
the bit error probability in Equations (2.32) and (2.33). Even if d2

avg is just a bit greater
than d2

min, due to the Q-function, the P2(d) will be reduced considerably. Recall that
d is at least equal to dfree, which is usually greater than three for good convolutional
codes. The main goal to improve P2(d) would be to determine an acceptable d2

avg from
Equation (2.34) for d = dfree that can replace dmin in Equation (2.29). Applying Equation
(2.34) for all possible combinations of d = dfree symbols, it can be seen that d2

avg lies in
a finite and discrete domain. Therefore, the best way to study the possible choices
of d2

avg is to plot its discrete probability density function for a certain dfree. However,
the discrete probability density function will be very dependent on the symbol in the
constellation chosen to be a(0). This is studied in a great detail in [17]. The choices of a(0)

that provide larger values for ‖a(l) − a(0)‖2, will lead to greater d2
avg, and, consequently
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Figure 2.7: The 16-QAM signal constellation with the choice of a(0).

will achieve smaller P2(d). I will concentrate on a conservative choice of a(0) resulting in
the smallest d2

avg and the largest P2(d), i.e. a(0) will be one of the most internal symbols
in a square constellation, having the largest number of neighbors with the Euclidean
distance equal to dmin.

Let us have a look at a practical example. The 16-QAM constellation is analyzed in
association with the [133 171]8 half-rate convolutional code. The standard Gray bit-to-
symbol mapping is assumed. Actual bit allocation per symbol is irrelevant in this study.
According to Table 2.4.1, the dfree is equal to four in this case. The discrete probability
density function of d2

avg is computed by applying Equation (2.34) to all possible symbol
sequences that differ in dfree = 4 symbols from a(0).

The horizontal axis of Figure 2.8(a) is normalized by d2
0, which is called one unit of the

grid represented in Figure 2.7. For every square constellation, regardless of M , dmin is
always equal to a constant 2d0. Thus, it holds that d2

min = 4d2
0, and from Equation (2.9)

d2
0 can be calculated as follows

d2
0 = g(b)Es. (2.35)

The point where d2
avg/d2

0 = 4 represents the probability equal to 0.005 = 0.5% of one
of the worst-case sequences occurring, when d2

min = d2
avg. This value can be also de-

termined analytically by considering the existence of four different closest symbols to
a(0) in the constellation (see Figure 2.7). Thus, there are 44 possible sequences that
will result in d2

min = d2
avg. The probability that one of these sequences occurs is given
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Figure 2.8: Performance analysis of 16-QAM with the half-rate convolutional code with
d = 4 and conservative choice of a(0).
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by

Pd2
min

=
44

154
= 0.00506 = 0.5%. (2.36)

This worst-case upper bound calculated according to Equation (2.32) is plotted in Fig-
ure 2.8(b). By choosing for example d2

avg = 5d2
0 instead of d2

avg = 4d2
0, the final expres-

sion for Pb would be valid for at least 99.5% of all transmissions in the channel. For
general choices that could be greater than the second smallest, the following formula is
provided

Pcov(d2
avg,n) = 1−

n−1∑
i=1

Pr

[
1
d

d∑
l=1

‖a(1)
l − a(0)‖2 = d2

avg,i

]
, (2.37)

where Pcov(d2
avg,n) represents the percentage of the total d-symbol combinations that the

nth smallest possible value of d2
avg will cover. Note that d2

avg,1 = d2
min.

To answer the question, how far d2
min can be decreased, each application intended for

the communication link has to be deeply studied, especially the range of SNR values
and acceptable bit/packet error rates. Some practical experiments should be done in
order to define the acceptable threshold. So it follows that the process of adapting upper
bounds has to be performed carefully for every combination of the convolutional code
and modulator, and it requires a lot of patience. Therefore, I decided to use just the first
AMC mode of WiMAX with the [133 171]8 half-rate convolutional code, not to devote
so much effort and computational power into this part.

Now the problem is, if the specific d2
avg has to be determined for every d > dfree. Notice

that when d increases, the domain of the possible d2
avg also increases and all probabili-

ties of the previous discrete probability density function will be diluted along this new
longer domain. Consequently, by using a certain threshold determined for dfree in a
path presenting d > dfree, the probability of obtaining d2

avg greater than this threshold
is greater than this equivalent probability when using the same threshold for a path in
which d = dfree. In other words, a threshold that is good for dfree will be even better for
d > dfree.

Coming back to solve the problem what kind of bit error probability approximation
should be used in the channel adaptive algorithms, the upper bound given in Equation
(2.33) needs to be further simplified. By setting d = dfree + 4 = d̂, the part for P (d) is
made independent from d. Also the result from the discussion in the last paragraph
supports this decision, as the chosen d2

avg for dfree will be even better for d > dfree. Then,
the expression for d2

0, given in Equation (2.21) for an uncoded system, can be derived
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from

Pb ≈
1
k

dfree+4∑
d=dfree

β(d)0.2 exp
(
−c(b) · d2

0

4N0
d̂

)
(2.38)

analytically. Compared to Equation (2.21), the metric for a coded system now depends
on the used signal constellation.

If d2
avg = 7d2

0 was chosen, this assumption would be valid for 100% − 5.6% = 94.4%
of the transmission according to Equation (2.37). However, the remaining 5.6% would
still follow the original worst-case upper bound. But this is still acceptable and due
to improvements, it is possible to tighten the original upper bound up to 2 dB (Figure
2.8(b)) and still have a reliable curve that covers 94.4% of all data in the channel. This
tightened bound can be approximated by using Equation (2.38), as it is shown in Figure
2.8(b) with the slight performance degradation at high SNR values. For the simulations,
the even more pessimistic value of d2

avg/d2
0 = 10 is used that results only in the 76.7%

validity for the transmission (of course without approximation). But this choice will be
proved to work well in the channel adaptive algorithms, as it will be seen in Section 2.6.
The system is mostly operating in the region of the actual bit error ratio between 10−6

and 10−5, where according to Figure 2.8(b) the approximation is still within 1 dB away
from the simulated curve.

In Figure 2.9(a), the discrete probability density function for the 64-QAM modulator
with the [133 171]8 half-rate convolutional code is plotted. In this case, the distance
dfree is equal to three (see Table 2.4.1). For the simulations, d2

avg/d2
0 = 20 has been cho-

sen in order to improve P2(d), when the probability that the updated upper bound
covers all data transmission is 95%. To calculate this probability, twelve values on the
x-axis in Figure 2.9(a) preceding 20 were inserted into Equation (2.37). The approxi-
mated bit error curve is again plotted in Figure 2.9(b). The worst-case upper bound is
not even shown in Figure 2.9(b), as it is approximately 4 dB apart from the curve for
Pcov = 99.4%. The simple assumption of d2

avg = 11d2
0 made the upper bound for Pb

tighter in more than 4dB, and thus much closer to the actual bit error probability of the
convolutional code. The large shift in the upper bound for 64-QAM when compared
with 16-QAM can be explained by analyzing the discrete probability density function of
d2

avg for both constellations shown in Figures 2.8(a) and 2.9(a), respectively. The greater
granularity presented by the discrete probability function of 64-QAM points out that
d2

avg for covering 99.4% of all possible sequences is much further away from 4d2
0 (d2

avg

for 100%) than it is for 16-QAM. The further the considered d2
avg is from the minimum

value, the larger the shift of the improved upper bound compared to the original one
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Figure 2.9: Performance analysis of 64-QAM with the half-rate convolutional code with
d = 3 and conservative choice of a(0).
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will be.

Finally, the 4-QAM modulator connected to the same convolutional encoder is con-
sidered. Its discrete probability density function of d2

avg is depicted in Figure 2.10(a).
In the 4-QAM constellation, there is no conservative choice of a(0). Also, once a(0) is
fixed, among the other three remaining symbols, only one of them represents an Eu-
clidean distance different from the minimal one, which allows the existence of a timid
discrete probability density function that can only obtain higher granularity if d be-
comes too large. For d = 6, there are only seven points and the minimum improvement
d2

avg/d2
0 = 4.667 can now cover 91.2% of the data. Notice in Figure 2.10(a) that there is

8.8% of probability that the minimum average distance occurs. The worst-case upper
bound, its minimum improvement and its approximation are depicted in Figure 2.10(b).
It is interesting that for the simulations the best value for d2

avg/d2
0 seems to be equal to

8, as proved in the results in Section 2.6. This choice is actually valid only for 0.1% of
the transmission. But as can be seen from Figure 2.10(b), the approximated bit error
probability curve is still approximately 1 dB apart from the simulated curve. This is
sufficient for 4-QAM modulation, which is anyway very robust.

To summarize the latest results, I decided to use for the simulations d2
avg/d2

0 = c(b) =
= 8, 10, 20 for 4-,16-, and 64-QAM, respectively, in order to achieve the bit error ratio in
the range of 10−6 to 10−5.

Greedy Power Allocation Algorithm for Coded Systems

In this part, I return to the notation with k for the kth subcarrier. It should not be con-
fused with the k-bit long information symbol, because with the half-rate convolutional
code, the number of information bits k in one information symbol at the input of the
convolutional encoder is always equal to one. The threshold metric or the unit grid
d2

0[k] can be expressed from Equation (2.38) as follows

d2
0[k] =

ln

dfree+4∑
d=dfree

β(d)[k]

− ln(5Pb)

 4N0

c(b[k]) · d̂(b[k]) · |H[k]|2
(2.39)

with the additional term |H[k]|2, because the unit grid d2
0[k] is scaled by factor |H[k]|2

due to the frequency-flat channel. According to Equation (2.9) replacing d2
min[k] by term
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Figure 2.10: Performance analysis of 4-QAM with the half-rate convolutional code with
d = 6.
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d2
avg[k] = c(b[k]) · g(b[k])P [k], where Ts (useful symbol duration) is equal to one second,

the required power P [k] to transmit b[k] bits/s/Hz is equal to

P [k] =
d2

avg[k]
c(b[k]) · g(b[k])

=
d2

0[k]
g(b[k])

, (2.40)

because d2
avg[k]/d2

0[k] = c(b[k]) .

Now the same Greedy Power Allocation Algorithm from Section 2.3 can be applied, just
the power cost incurred when loading the lth bits to the kth subcarrier has to be mod-
ified so that it is adapted to the coding used. Similar to Equation (2.15), the following
expression is obtained

c(k, l) =
4
[
ln
(∑dfree+4

d=dfree
β(d, l)[k]

)
− ln(5BER0)

]
g(l)c(l)d̂(l)ρ[k]

−
4
[
ln
(∑dfree+4

d=dfree
β(d, l − 2)[k]

)
− ln(5BER0)

]
g(l − 2)c(l − 2)d̂(l − 2)ρ[k]

, l = 2, 4, 6; ∀k. (2.41)

where ρ[k] = |H[k]|2
N0

, Pb is replaced by the target bit error ratio BER0 across all subcar-
riers, c(0) = d̂(0) = 1, and g(0) is set to ∞.

2.4.2 Adaptation of Packet Error Ratio

In this section the Greedy Power Allocation Algorithm is further improved to adapt the
packet error ratio. The error distribution used in the packet error ratio calculation is
discussed. The formula for the BER to PER mapping is given.

As stated in [23], in the most of the error modeling schemes for wireless channels, the
models are based on the assumption that data packet transmissions are independently
and identically distributed. However, residual errors at the output of the physical layer
are not uniformly distributed. This is due to the error correcting mechanism used at
the physical layer as well as the correlation induced by the memory existing in fad-
ing channels. It is shown in [24] that when the correlation in the error process is not
taken into account and the errors are assumed for example to be uniformly distributed,
as done in most of the published papers in wireless networking, it leads to the signif-
icant overestimation of the packet error ratio (PER), which can go to tenfold factors.
However, an analysis of the error event distribution is not easy because of the peculiar
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interaction of the particular error correcting codes used in the physical layer of wireless
networks. This makes the packet error ratio dependent on the convolutional code and
the M -QAM modulator. Moreover, the bit error ratio cannot be easily derived from the
packet error ratio. Therefore, I stick to the classical approach where it is supposed that
the errors are uniformly distributed in packets with a probability given by BER. With
this hypothesis the packet error ratio (PER) is

PER = 1− (1− BER0)
“P(K)

k=1 b[k]·Rc·Ns

”
, (2.42)

where Ns is the number of OFDM data symbols in one WiMAX frame that represents
one codeword. This expression for the packet error ratio leads to overestimation espe-
cially in the low SNR region, where the codeword length is shorter due to the Greedy
Power Allocation Algorithm. But the overestimation is not so crucial especially in an
AWGN channel and it will be proved that this expression actually works quite well in
the adaptive algorithm.

The Greedy Power Allocation Algorithm from Section 2.3 will be now slightly modified, in
order to maintain the target packet error ratio PER0 per each codeword. I still assume
to have the same target bit error ratio BER0 and target packet error ratio PER0 across
all subcarriers. Two iteration loops are given, in the inner nthe iteration, it is decided
whether to load two more bits or not, in the outer mth iteration it is checked if the target
packet error ratio is achieved. In the first iteration step (m = 1), I start with the target bit
error ratio BER0 set to 10−5, if the target packet error ratio equal to 10−2 is of interest.
It is important to have the starting value of BER to obtain the first estimation of the
codeword length, because the expression for the coded power cost in Equation (2.41)
depends on the target bit error ratio. It follows from the simulation results, plotted
in Section 2.6, that for the PER0 = 10−2 the bit error ratio has to be in the range of
10−6 to 10−5 (also the bit error ratio approximations were previously optimized for this
BER region). Finally, the Greedy Power Allocation Algorithm with the packet error ratio
adaptation can be described as follows:

1. In the first iteration step m = 1, BER(1) is equal to the pre-set target bit error ratio
BER0, otherwise

BER(m) = 1− (1− PER0)
1/

“P(K)
k=1 b(n)[k]·Rc·Ns

”
. (2.43)

2. Initialization step n = 1: Set the remaining power equal to the power constraint
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Prem = P̄ . For each subcarrier, set b(n)[k] = P (n)[k] = 0.

3. Compute c(k, b(n)[k] + 2) according to Equation (2.41) for all subcarriers, where
b(n)[k] 6= 6. If b(n)[k] = 6, then set c(k, b(n)[k]) = ∞. Choose the subcarrier that
needs the least power to load two additional bits, i.e. select

k0 = arg min
k

c(k, b(n)[k] + 2). (2.44)

4. If there is not enough power remaining, i.e. if Prem < c(k, b(n)[k] + 2) (it always
happens if all subcarriers are loaded with 6 bits (b(n)[k] = 6 ∀k)), then jump to step
5. Otherwise, load two bits to the subcarrier k0, and update iteration variables:

Prem = Prem − c(k, b(n)[k] + 2) (2.45)

P (n)[k0] = P (n)[k0] + c(k, b(n)[k] + 2) (2.46)

b(n)[k0] = b(n)[k0] + 2. (2.47)

Loop back to step 3 with n = n + 1.

5. Calculate
PER(m) = 1− (1− BER(m))

“P(K)
k=1 b(n)[k]·Rc·Ns

”
. (2.48)

If PER(m) ≤ PER0, then exit with
{
P [k] = P (n)[k], b[k] = b(n)[k]

}K

k=1
, otherwise

loop back to step 1 with m = m + 1.

The power cost incurred when loading the lth and the (l−1)th bits to the kth subcarrier
is assumed to be from Equation (2.41). Applying this iterative algorithm, the maximum
number of iterations for the packet error ratio adaptation is equal to two (m = 2).
It may happen that the pre-set target bit error ratio is already sufficient to obtain the
target packet error ratio after the first outer iteration. Otherwise, the pre-set target bit
error ratio is corrected accordingly to meet the PER requirement after the second outer
iteration.

2.5 Quantized Feedback

In this section I discuss the possibilities for the feedback of the channel state informa-
tion back to the transmitter. The adaptive algorithm developed in previous sections
is further modified to implement the quantization of the power levels. Furthermore,
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the resulting overhead per subcarrier is evaluated when the Huffman source coding is
applied to the quantized power levels and number of loaded bits.

There are three possibilities where to perform the proposed versions of the Greedy Power
Allocation Algorithm - at the transmitter, at the receiver, or both, where the latter one is
not very convenient. The issues of the Time Division Duplex are discussed, where the
forward and the reverse channel use the same frequency and antennas for the duplex
links, therefore the principle of reciprocity can be applied. More important for this
discussion is the Frequency Division Duplex, used by the fixed WiMAX, where the for-
ward link channel is estimated at the receiver and sent to the transmitter on the reverse
link. This feedback will involve some delay (or lag), δlag. Since wireless channels are
time-varying, the following condition has to be fulfilled

δlag << Tc, (2.49)

where Tc is the coherence time of the channel.

Three ways are proposed in the literature how the transmitter and the receiver can
communicate the decision about the used signal constellation and power level on each
subcarrier with each other [3]:

• Explicit transmission: If the algorithm is performed at the transmitter, the transmit-
ter can send, in a predefined and robust format, the quantized power level and
number of bits loaded to each subcarrier. This message has to be carefully well-
protected against errors during the transmission. The drawback of this method is
that it is very difficult to provide the transmitter with channel-state information at
least close to the perfect one in the case of the FDD mode. Therefore, it is suitable
for the TDD mode.

• Implicit transmission: It is possible when the transmitter gets its channel state in-
formation information from the receiver via feedback (in the FDD mode), or in the
case of the TDD mode. Then, the receiver knows exactly the basis on which the
algorithm at the transmitter is being performed. Thus, the receiver could evaluate
the modulation order and power level on each subcarrier according to the same
algorithm. The drawback of this solution is the increased computational com-
plexity at both sides, and thus also increased latency. Another big disadvantage
is that errors in the channel-state feedback (from receiver to transmitter) not only
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lead to a wrong choice of the signal constellation and power level, but also to the
wrong detection at the receiver, what could lead to high error rates.

If only the receiver feeds back the parameters that the transmitter should use, the
situation is even simpler. Just a very robust feedback channel from receiver to
transmitter is needed, similar to the case of the explicit transmission.

• Blind detection: From the received signal, the receiver can try to determine the sig-
nal constellation. This can be achieved by considering different statistical prop-
erties of the received signal, including the peak to average ratio, autocorrelation
functions, and higher order statistics of the signal. The advantage of this ap-
proach is that no feedback of the transmit parameters is required. Therefore, no
channel knowledge is assumed at the transmitter. It follows that this approach is
inappropriate for the channel adaptive algorithms.

I propose to use the special case of the implicit transmission when the Greedy Power Al-
location Algorithm is performed at the receiver that feeds back the decision about trans-
mit parameters back to the transmitter. This way is more feasible in the FDD than
TDD mode and well suited for the scenario of the fixed WiMAX, where the connected
devices usually dispose of the increased battery life and higher computational power
than traditional mobile phones. Another advantage of fixed scenarios is that the chan-
nel varies slowly and therefore the delay of the receiver feedback is not crucial, as the
channel may stay constant over several frames. Thus, also the condition in Equation
(2.49) can be easily fulfilled and possibly used to decrease the resulting overhead in the
feedback.

2.5.1 Greedy Power Allocation Algorithm with
Quantization

In this modification of the algorithm from Section 2.4.2, the number of allocated bits
is preserved per each subcarrier but the corresponding power levels are quantized to
four bits. This quantization takes place after the algorithm from Section 2.4.2 that as-
signs the number of bits per each subcarrier and the corresponding power level. The
quantizer used for this purpose is in the floating-point mode rounding to the nearest
value. This quantizer can express both positive and negative values, so there is actu-
ally one bit more needed for a sign. But for the positive power levels P [k] a sign is not
necessary.
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2.5.2 Greedy Power Allocation Algorithm with Group
Quantization

The algorithm from Section 2.4.2 is again running unchanged at the receiver, but the
resulting assignment {P [k], b[k]}K

k=1 is further quantized. For the group of three sub-
carriers, the minimum modulation order allocated to them is chosen. The correspond-
ing power level is averaged over three subcarriers and quantized to six bits. For the
quantization, the same quantizer from the previous subsection is used. The resulting
overhead will be evaluated in the following subsection.

2.5.3 Entropy and Huffman Coding

In this subsection, capital P denotes the random variable that takes on the values equal
to power levels P [k] across subcarriers with the probabilities pj . These power levels
are first quantized to 16 bits to obtain the discrete random variable. This random vari-
able is an outcome of a specific source (the Greedy Power Allocation Algorithm) that as-
signs this power levels inversely proportional to the magnitude of the random chan-
nel.

A measure of the average uncertainty in the random variable is called the entropy of
the source and is defined by

H(P ) = −
∑

j

pj log2(pj). (2.50)

The dimension of entropy is bits/source symbol. It is the number of bits on average re-
quired to describe the random variable. The entropy H(P ) satisfies [25]

0 ≤ H(P ) ≤ log2 J, (2.51)

where J is the number of outcomes of P . Inequality (2.51) is valid also for a general
discrete random variable P . In the case of power loading with the quantization to 16
bits, it can be assumed that all power levels are different across 192 subcarriers. In other
words, there are K = 192 (in the WiMAX standard) unequal values with the probability
pj = 1/K = 1/192, and thus according to Equation (2.50)

H(P ) = −
192∑
k=1

1
192

log2

(
1

192

)
= log2 192 = 7.585 bits/source symbol. (2.52)
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It follows that H(P ) = log2 J according to Equation (2.51) when all the outcomes are
equiprobable.

After quantization to four bits as mentioned in Section 2.5.1, the number of various
symbols in the new random variable Pquant will be decreased. Let us have a look at a
specific power level assignment at SNR = 30 dB. In this case, the entropy calculated
according to Equation (2.50) is equal to

H(Pquant) = 2.2696 bits/source symbol, (2.53)

so quite a lot of information was lost compared to the result in Equation (2.52). Without
source coding, there are still four bits per source symbol (Pquant[k]) needed, what results
in 192 ∗ 4 = 768 bits required to signal the information about power levels back to the
transmitter.

A source code is a mapping from the set of possible source outcomes (e.g. Pquant)
to another set of possible codewords C. The expected length of the code is defined
as

L =
∑

j

pjlj , (2.54)

where lj is the length of a specific codeword. Since an optimal source code can mini-
mize this expected length, the following theorem is important [26].

Theorem 2.5.1. Let l∗1, l
∗
2, . . . , l

∗
m be optimal codeword lengths for a source distribution and a

D-ary alphabet, and let L∗ be the associated expected length of an optimal code (L∗ =
∑

j pjl
∗
j ).

Then
HD(P ) ≤ L∗ < HD(P ) + 1. (2.55)

An optimal (shortest expected length) prefix code for a given distribution can be con-
structed by a simple algorithm discovered by Huffman. This algorithm produces a
variable-length code called Huffman code for either block or variable length sequences
of source outputs. The procedure works best when the different source sequences have
dramatically varying probabilities. Some examples and algorithm description can be
found in [25, 26].

Applying Huffman code on the quantized random variable Pquant results into 449 bits
needed to signal the information about power levels back to transmitter, what is 449/192
= 2.3385 = L∗ (Equation (2.54)) bits per subcarrier compared to 4 bits without using
the source coding. Using Equation (2.53), the Inequality (2.55) for the expected length
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L∗ is fulfilled. Averaging the number of signaling bits over 1000 channel realizations,
the expected length becomes L̄∗ = 475.87/192 = 2.4785.

To evaluate the total signaling overhead, two bits more are needed per subcarrier to
encode the number of loaded bits (b[k] ∈ {0, 2, 4, 6}). There can be also some kind
of a compression used, e.g. the Huffman coding. The total number of bits needed
to express the bit loading per subcarrier at 30 dB averaged over 1000 channel realiza-
tions is 33.5424/192 = 0.1747 bits/subcarrier. In the middle SNR range, the signaling
overhead necessary for the bit loading is around 1.5 bits/subcarrier. In the first case,
the reason for the low overhead is that all subcarriers are fully loaded (b[k] = 6, ∀k)
most of the time. In this case, I send only two bits to encode the 64-QAM modulation
used because the Huffman coding is not applicable. At the transmitter, it is clear that
there are not only two bits loaded in the high SNR region, but all subcarrier are fully
loaded. This results into the overhead equal to 2.6532/44 = 0.0603 bits/subcarrier for
44 OFDM symbols in the WiMAX frame, in which the channel is assumed to be con-
stant.

2.6 Simulation Results

In this section the performance of the proposed Greedy Power Allocation Algorithm for
coded and uncoded systems is evaluated in a standard compliant WiMAX link level
simulator. The Pedestrian B channel model is applied. The target bit error ratio is set
equally across all subcarriers in an OFDM symbol. The throughput results are com-
pared to the achievable capacity C̄ ′ for the SISO OFDM system based on the WiMAX
standard. It will be derived in Section 3.6 from the MIMO capacity, because the SISO
capacity and achievable capacity C̄ ′ are just special cases with one transmit and one
receive antenna. In Figure 2.12 the throughput of the Greedy Power Allocation Algorithm
for coded and uncoded systems is plotted for a Pedestrian B channel. The throughput
results are compared to the achievable capacity C̄ ′. According to Figure 2.12(a), the un-
coded throughput calculated before the decoder with the power and bit loading is still
about 8 dB apart from the achievable throughput, but only because of the throughput
calculation based on the correct frame reception2. The results are plotted for the un-
coded bit error ratio adaptation to BER0 ∈ {0.001, 0.0001}. In Figure 2.12(b) the SNR
gap is only 3 dB in the low SNR region. It strongly depends on the modulation and

2The whole frame (codeword) is discarded if only a single bit error occurs.
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Figure 2.11: Frame error ratio of channel adaptive algorithms in a 1×1 Pedestrian B
channel with PER adaptation (PER0 = 10−2) and uncoded BER adaptation
(BER0 = 10−1).

coding used and can be improved by more efficient schemes. Furthermore, also the ef-
fects of the quantization are explored in Figure 2.12(b) for the coded packet error ratio
adaptation to 10−2. Comparing the methods from Sections 2.5.1 and 2.5.2, the Greedy
Power Allocation Algorithm is more sensitive to the number of subcarriers, on which the
adaptation takes places, rather than to the number of bits used to express the power
level. the adaptive algorithm with the quantization per group of subcarriers from Sec-
tion 2.5.2 causes the significant performance degradation of about 2 dB in the high SNR
region. Using the algorithm from Section 2.5.1 does not cause the performance loss in
terms of the throughput.

The gain of a method is in literature usually evaluated in the uncoded scenario, when
the performance of the system is not influenced by the code that could already be
close to its performance floor or to the achievable capacity, and therefore there would
not be so much place for improvement. This can be observed in Figure 2.12 for un-
coded and coded systems, respectively. In the case without coding, the power and
bit loading method outperforms the standard case by approximately 18 dB, but this
gain reduces to 4 dB and less in the coded scenario. The blue dashed curve in Figures
2.12(b) and 2.11 shows that to maximize the throughput, the packet error ratio does
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Figure 2.12: Performance of channel adaptive algorithms in a 1×1 Pedestrian B channel
with and without coding.
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not have to be necessarily adapted to 10−2, especially in the lower SNR region, where
the codeword length is shorter. Here the uncoded bit error ratio is adapted to 10−1,
what results in the coded bit error ratio around 10−5 (refer to Figure 2.13) and thus
PER > 10−2.

The reason for the significant difference in the performance of the uncoded and coded
systems mentioned previously could be the error floor of the [133 171]8 half-rate convo-
lutional code. This error floor is slightly above 10−5 as shown in Figure 2.13 for 16-QAM
modulation in a Pedestrian B channel. This is not so far from the bit error ratio region
from 10−6 to 10−5 (see the blue solid line Figure 2.13) in order to achieve the packet
error ratio equal to 10−2. As this adaptation works quite well (see Figure 2.11), the
convolutional code has to operate a bit below its actual error floor. It is expected that
the higher the error floor of the code, the larger the gain of the Greedy Power Allocation
Algorithm.

In Figure 2.11 the influence of the quantization on the packet error ratio adaption is
shown. Using the adaptive algorithm from Section 2.5.2 with one quantized power
level per three subcarriers, the resulting packet error ratio adaptation is not so efficient
anymore. When the power level is expressed by 4 bits per each subcarrier as in the
algorithm from Section 2.5.1, the quantization causes just slightly less precise packet
error ratio adaptation.

If the uncoded non frame-based throughput is calculated, that is, if all the correctly
received bits are summed up before the decoder, the achievable capacity C̄ ′ is reached
according to Figure 2.14.
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In this chapter, I extend the discussion from Chapter 2 about SISO OFDM to an OFDM
system equipped with NFFT subcarriers (K data subcarriers, the remaining NFFT −K

subcarriers are zero), NT transmit and NR receive antennas (Multiple Input Multiple
Output (MIMO) OFDM) signaling over a MIMO frequency-selective fading channel. It
can be shown that MIMO OFDM decomposes the otherwise frequency-selective chan-
nel of bandwidth B into NFFT orthogonal flat fading MIMO channels, each with band-
width B/NFFT [13]. Similar as in SISO case, due to the frequency selectivity, different
subcarriers also belonging to different transmit-receive antenna combinations experi-
ence in general different channel gains. Hence, the total transmit power should be
again properly allocated to different subcarriers, based on the available Channel State
Information (CSI) at the transmitter. I modify the algorithms from Sections 2.3, 2.4.1
and 2.4.2 to find this appropriate power allocations and to adapt the transmitter to
the MIMO channel. Moreover, different pre-filtering coefficients can be also applied to
form a transmit beam.

3.1 System Model

The overall system set-up is depicted in Figure 3.1 as the equivalent discrete time base-
band model under following considerations. Let k denote the subcarrier index as be-
fore, i.e., k ∈ {1, . . . ,K}. The NT× 1 transmit symbol vector is given on the kth subcar-
rier a[k] = [a1[k], a2[k], . . . , aNT

[k]]T, where each information symbol is complex from
the given alphabet Ant [k], nt = 1, . . . , NT; consisting of Mnt [k] = 22m,m = 0, 1, 2, . . .

symbols for square QAMs. This information symbol ant [k] will be then power-loaded
with the power level Pnt [k], assuming that the average power of the signal constella-
tion per subcarrier is normalized to one, and transmitted on the kth subcarrier over the
ntth transmit antenna. It is assumed that different symbols are transmitted over NT

transmit antennas, therefore spatial multiplexing is deployed. It is beneficial in terms
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Figure 3.1: Discrete-time equivalent baseband MIMO OFDM model.

of the data throughput because it allows the direct improvement of the capacity by si-
multaneous transmission of multiple independent data streams from several transmit
antennas.

The channel is supposed to be invariant during the transmission of one frame, de-
fined in the WiMAX standard according to Section 1.3, but it may vary from frame
to frame. Let hnrnt := [hnrnt [0], hnrnt [1], . . . , hnrnt [N ]]T be the baseband equivalent FIR
channel between the nt-th transmit and the nr-th receive antenna during the given block
with the channel order N . The frequency flat channel between the nt-th transmit and
the nr-th receive antenna on the kth subcarrier is given by the Discrete Fourier Trans-
form

Hnrnt [k] =
N∑

n=0

hnrnt [n] exp
(
−j2πkn

NFFT

)
. (3.1)

The full MIMO frequency flat channel on the kth subcarrier is modeled by the NR×NT

channel matrix H[k] consisting of the elements from Equation (3.1).

H[k] =


H11[k] · · · H1NT

[k]
...

. . .
...

HNR1[k] · · · HNRNT
[k]

 . (3.2)

The NR×1 received symbol vector y[k] = [y1[k], y2[k], . . . , yNT
[k]]T is obtained as

y[k] = H[k]ã[k] + n[k], (3.3)

where ã[k] =
[√

P1[k]a1[k],
√

P2[k]a2[k], . . . ,
√

PNT
[k]aNT

[k]
]T

is the power-loaded trans-
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mit vector, and n[k] is the circularly symmetric complex Additive White Gaussian Noise
(AWGN) with the covariance E{n[k]n[k]H} = N0INR

and mean E{n[k]n[k]T} = 0NR
.

The perfect channel knowledge H[k] at the transmitter is assumed for each subcarrier
k ∈ {1, . . . ,K}. Again to allow for isolating the transmitter design from the channel
estimation issues at the receiver, perfect channel knowledge of the channel H[k], ∀k at
the receiver has to be assumed [9].

3.2 Capacity of MIMO channels

For this section, I leave out the notation per subcarrier k and I deal just with a general
NR ×NT channel matrix H, with a rank R, over which the symbol vector a is transmit-
ted. It is assumed that the channel has a bandwidth of 1 Hz and is frequency flat over
this band (what is always fulfilled per subcarrier in MIMO OFDM). I evaluate the ca-
pacity of the channel with and without channel knowledge at the transmitter. I also ad-
dress the type of the channels that maximize the channel capacity.

For the channel matrix H, a Singular Value Decomposition (SVD) can be always found

H = UΣVH, (3.4)

where U and V are NR × R and NT × R matrices, respectively, and satisfy UHU =
VHV = IR. The matrix Σ = diag{σ1, σ2, · · · , σR} is a diagonal matrix with the singular
values σr on the main diagonal, fulfilling the condition σr > 0 and σr ≥ σr+1. The
columns of U and V are also known as the input and output singular vectors, respec-
tively. The capacity of the MIMO channel is defined in [13] as

C = max
f(ã)

I(ã;y), (3.5)

where f(ã) is the probability distribution of the vector ã, and I(ã;y) is the mutual
information between vectors ã and y. The final expression for the capacity of the MIMO
channel is given in [13] by

C = max
Tr(Rãã)=NT

log2 det
(
INR

+
1

N0
HRããHH

)[
bits/s
Hz

]
. (3.6)

This capacity is often referred to as the error-free spectral efficiency, or the data rate
per unit bandwidth that can be sustained reliably over the MIMO link. Thus given a
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bandwidth of B Hz, the maximum achievable data rate over this bandwidth using the
MIMO channel is B · C bits/s/Hz.

If the channel is completely unknown to the transmitter, the individual symbols ant in
the transmit symbol vector a may then be independent and equi-powered (without the
power loading with Pnt) at the transmit antennas and it holds for the signal covariance
that Raa = INT

. The capacity of the MIMO channel in the absence of the channel
knowledge at the transmitter is given by

C = log2 det
(
INR

+
1

N0
HHH

)
. (3.7)

This is not really the Shannon capacity, since with the channel knowledge a signal co-
variance can be chosen that outperforms Raa = INT

. Nevertheless, for now it is re-
ferred to the expression in Equation (3.7) as a capacity without channel knowledge at
the transmitter [13].

In Equation (3.7), the NR × NR positive semi-definite Hermitian matrix HHH can be
expressed as HHH = (UΣVH)(VΣUH) = UΛUH, by applying VHV = IR, so that the
eigenvalue decomposition of HHH with Λ = diag{λ1, λ2, · · · , λR} is obtained. In this
definition of the eigenvalue decomposition, the eigenvalues λr = σ2

r are ordered such
that λr ≥ λr+1 and λr > 0. Given that HHH = UΛUH, the capacity in the Equation
(3.7) becomes

C = log2 det
(
INR

+
1

N0
UΛUH

)
. (3.8)

Using the identity det(Im + AB) = det(In + BA) for matrices Am×n and Bn×m and
UHU = IR, Equation (3.8) simplifies to

C = log2 det
(
IR +

1
N0

Λ
)

, (3.9)

or equivalently

C =
R∑

r=1

log2

(
1 +

λr

N0

)
. (3.10)

Equation (3.10) expresses the capacity of the MIMO channel as the sum of the capacities
of R SISO channels, each having the power gain λr, for r = 1, . . . , R and the transmit
energy Es = 1. Hence, the use of multiple antennas at the transmitter and receiver
opens multiple scalar pipes known as modes between the transmitter and receiver. But
obviously, without channel knowledge at the transmitter, the individual channel modes
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are not accessible.

To answer the question what nature of the channel H maximizes the capacity, when
there is a given total channel power equal to ‖H‖2

F =
∑R

r=1 λr = ζ, consider a full-
rank MIMO channel with R = NT = NR = N . The capacity in Equation (3.10) is
concave in the variables λr, for r = 1, 2, . . . N and is maximized subject to the con-
straint

∑N
r=1 λr = ζ, when λq = λr = ζ/N for q, r = 1, 2, . . . N . The channel matrix

H is normalized as follows H/
√

N ·N . Therefore, to maximize the capacity, H must
be an orthogonal matrix, i.e., HHH = HHH = (ζ/N)IN and the resulting capacity
is

C = N log2

(
1 +

ζ

N0 ·N

)
. (3.11)

Furthermore, if the elements of H satisfy ‖Hnrnt‖2 = 1/N2, then ‖H‖2
F = 1 and

C = N log2

(
1 +

1
N0 ·N

)
. (3.12)

Thus the capacity of an orthogonal MIMO channel is N times the scalar channel capac-
ity.

If the channel is assumed to be known both at the transmitter and receiver, these data
pipes can be accessed through linear processing at both link ends. Now suppose that
the R× 1 zero mean circularly symmetric complex Gaussian symbol vector
a = [a1, a2, . . . , aR]T is transmitted over the channel H with rank R. The vector is
multiplied by the matrix V prior to transmission, at the receiver the received symbol
vector y is multipled by the matrix UH. The effective input-output relation, recalling
that H = UΣVH, is given by

ỹ = UHHVa + UHn = Σa + ñ, (3.13)

where ỹ is the transformed received signal vector of dimension R× 1 and ñ is the zero-
mean circularly symmetric complex Additive White Gaussian Noise (AWGN) with co-
variance E{ññH} = N0IR. The vector a must satisfy E{aaH} = NT to meet the total
transmit energy constraint. Equation (3.13) shows how the channel H can be explicitly
decomposed into R parallel SISO channels with the input-output relation for the rth
one

ỹr =
√

λrar + ñr, r = 1, 2, . . . , R. (3.14)

Hence, the capacity of the MIMO channel is really expressed by Equation (3.10). Since
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the transmitter can access the spatial sub-channels, it can allocate variable power across
them to maximize the mutual information. In this way, the power-loaded vector ã is
reobtained from Equation (3.3) for the general case of a rank of the channel matrix R

that does not have to be equal to NT. In this case, the transmit power in the rth sub-
channel is not equal to one, but to Pr = E{|ãr|2}, for r = 1, . . . , R, satisfying

∑R
r=1 Pr =

NT (again Ts = 1 is assumed, then P = Es).

The mutual information maximization problem now becomes

maximize C(p) =
R∑

r=1

log2

(
1 +

Prλr

N0

)
(3.15)

subject to
R∑

r=1

Pr = NT. (3.16)

The power loading vector p =
[
P

(opt)
1 , P

(opt)
2 , . . . , P

(opt)
R

]
is the solution of this maxi-

mization problem. It can be solved by the water-pouring algorithm that can be found
in [13]. In the following I reuse the solution from Section 2.4.1, which behaves similarly
to the water-pouring algorithm (it outputs the vector p) and it does additionally also the
bit loading across sub-channels and subcarriers in MIMO OFDM.

3.3 Power and Bit Loading Algorithm for Coded
Systems

The goal is to optimize the MIMO OFDM system model depicted in Figure 3.1. Here
the perfect knowledge of the channel matrix with rank R is assumed at the transmitter.
In this section the constrained optimization problem for MIMO systems is formulated
and the solution based on the Greedy Power Allocation Algorithm from previous chapter
is described. Several modifications to this algorithms are presented. In order to apply
these algorithms, it has to be assumed that the transmit signal is pre-filtered by the
matrix V[k] prior to transmission according to Equation (3.13) to guarantee the modal
decomposition.

The power levels Pr[k] assigned to the subcarriers with index k and to the sub-channels
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with index r are grouped into the transmit power matrix

P =


P1[1] · · · P1[K]

...
. . .

...
PR[1] · · · PR[K]

 , (3.17)

so are the number of bits br[k] grouped into the matrix

B =


b1[1] · · · b1[K]

...
. . .

...
bR[1] · · · bR[K]

 . (3.18)

Similarly to the SISO OFDM system,, the objective is to maximize the user through-
put T subject to a total transmit power constraint P̄ and discrete modulation levels
while maintaining a target bit error ratio BER(0)

r [k] on each subcarrier and in each sub-
channel. These target BERs can be identical or different across subcarriers and sub-
channels, depending on the specifications. This objective can thus be reformulated as
the following constrained optimization problem:

maximize T (P,B) =
R∑

r=1

K∑
k=1

br[k] (3.19)

subject to BERr[k] ≤ BER(0)
r [k] (3.20)

R∑
r=1

K∑
k=1

Pr[k] ≤ NTP̄ (3.21)

Pr[k] ≥ 0 (3.22)

br[k] ∈ {0, 1, 2, 3, 4, . . .} (3.23)

The target bit error ratio is again assumed to be identical across subcarriers and sub-
channels and equal to BER(0). It follows that the whole theory from Sections 2.2, 2.3
and 2.4.1 can be simply adapted, just referring to the equations and solutions as per
subcarrier and sub-channel, wherever it is applicable. Also the ρ[k] = |H[k]|2

N0
is changed

to ρr[k] = σ2
r [k]
N0

and so is the SNR on the kth subcarrier and in the rth sub-channel

γr[k] = Pr[k]
(

σ2
r [k]
N0

)
.

The power cost incurred when loading the lth and (l − 1)th bits (two bits are always
loaded in one step) to the kth subcarrier and the rth sub-channel is from Equation (2.41)
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for coded systems

cr(k, l) =
4
[
ln
(∑dfree+4

d=dfree
βr(d, l)[k]

)
− ln(5BER(0))

]
gr(l)cr(l)d̂r(l)ρr[k]

−
4
[
ln
(∑dfree+4

d=dfree
βr(d, l − 2)[k]

)
− ln(5BER(0))

]
gr(l − 2)cr(l − 2)d̂r(l − 2)ρr[k]

, l = 2, 4, 6; ∀k, r.(3.24)

So this cost is quantified by the additional power needed to maintain the target bit error
ratio performance. For l = 2, gr(l−2) is set to∞ and cr(0) = d̂r(0) = 1. In the following
algorithm, Prem will be again used to record the remaining power after each iteration,
b
(n)
r [k] to store the number of bits loaded to the kth subcarrier and the rth sub-channel in

the nth iteration, and P
(n)
r [k] to denote the power level in iteration step n on the kth sub-

carrier and in the rth sub-channel. The modified Optimal MIMO Greedy Power Allocation
Algorithm can be described according to Section 2.4.1 as follows:

1. Initialization step n = 1: Set the remaining power equal to the power constraint
Prem = NTP̄ . For each subcarrier and sub-channel, set b

(n)
r [k] = P

(n)
r [k] = 0.

2. Compute cr(k, b
(n)
r [k] + 2) for all subcarriers and sub-channels, where b

(n)
r [k] 6= 6.

If b
(n)
r [k] = 6, then set cr(k, b

(n)
r [k]) = ∞. Choose the subcarrier and sub-channel

that needs the least power to load two additional bits, i.e. select

{r0, k0} = arg min
r,k

cr(k, b(n)
r [k] + 2). (3.25)

3. If there is not enough power remaining, i.e. if Prem < cr(k, b
(n)
r [k] + 2) (it al-

ways happens if all subcarriers and sub-channels are loaded with 6 bits (b(n)
r [k] =

6 ∀r, k)), then exit with
{

Pr[k] = P
(n)
r [k], br[k] = b

(n)
r [k]

}K,R

k=1,r=1
. Otherwise, load

two bits to the k0th subcarrier and the r0th sub-channel, and update iteration
variables:

Prem = Prem − cr(k, b(N)
r0

[k0] + 2) (3.26)

P (n)
r0

[k0] = P (n)
r0

[k0] + cr(k, b(n)
r0

[k0] + 2) (3.27)

b(n)
r0

[k0] = b(n)
r0

[k0] + 2. (3.28)

4. Loop back to step 2 with n = n + 1.
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Applying this algorithm, the transmit power matrix P from Equation (3.17) with opti-
mal values Pr[k] that are maximizing the mutual information in 3.15 is obtained. More-
over, the outcome is also the matrix B from Equation (3.18) with optimal number of bits
br[k] that should be loaded to each subcarrier and sub-channel.

Second possibility but sub-optimal one is to load only one sub-channel at a time. The re-
maining power Prem at the initialization step can be split equally to each substream, that
is, Prem = NTP̄ /R. Another option is to use the water-pouring algorithm as already
suggested at the end of Section 3.2. The water-pouring algorithm finds the solution
to the maximization problem in Equation (3.15). The objective for the maximization is
concave in the variables Pr[k], r = 1, . . . , R per each subcarrier and can be maximized
using Lagrangian methods. The optimal power allocation policy, P̃ (opt)

r [k], satisfies now
according to [13]

P̃ (opt)
r [k] =

(
µ− N0

λr

)
+

, r = 1, . . . , R; (3.29)

R∑
r=1

P̃ (opt)
r [k] = NT, (3.30)

where µ is a constant and (x)+ implies

(x)+ =

{
x, if x ≥ 0;
0, if x < 0.

(3.31)

The optimal power allocation is found iteratively through the mentioned water-pouring
algorithm described in [13]. Then the remaining power Prem for the rth sub-channel at
the initialization step is set to

P (r)
rem =

K∑
k=1

P̃ (opt)
r [k]. (3.32)

The Suboptimal MIMO Greedy Power Allocation Algorithm is explained below:

1. Start with the first sub-channel, that is, set r = 1.

2. Initialization step n = 1: Set the remaining power proportional to power con-
straint Prem = NTP̄ /R or to P

(r)
rem =

∑K
k=1 P̃

(opt)
r [k]. For each subcarrier and the

rth sub-channel, set b
(n)
r [k] = P

(n)
r [k] = 0.
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Figure 3.2: Threshold metric
{
d2

r [k]
}K

k=1
and a certain channel realization with SNR

equal to 16 dB and target bit error ratio BER(0) = 10−5.

3. Compute cr(k, b
(n)
r [k] + 2) for all subcarriers and rth sub-channel, where b

(n)
r [k] 6=

6. If b
(n)
r [k] = 6, then set cr(k, b

(n)
r [k]) = ∞. Choose the subcarrier that needs the

least power to load two additional bits, that is, select

k0 = arg min
k

cr(k, b(n)
r [k] + 2). (3.33)

4. If there is not enough power remaining, i.e. if Prem < cr(k, b
(n)
r [k] + 2) (it always

happens if all subcarriers are loaded with 6 bits (b(n)
r [k] = 6 ∀k)), and if r = R, then

exit with
{

Pr[k] = P
(n)
r [k], br[k] = b

(n)
r [k]

}K,R

k=1,r=1
. If there is not enough power

remaining but r < R, jump to step 6. Otherwise, load two bits to subcarrier k0,
and update iteration variables:

Prem = Prem − cr(k, b(n)
r [k0] + 2) (3.34)

P (n)
r [k0] = P (n)

r [k0] + cr(k, b(n)
r [k0] + 2) (3.35)

b(n)
r [k0] = b(n)

r [k0] + 2. (3.36)

5. Loop back to step 3.

6. Increase r = r + 1, if r ≤ R, loop back to step 2.
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In Figure 3.2 the eigenvalues of a certain realization of the frequency-selective fading
channel are shown across subcarriers and for the strongest sub-channel with the corre-
sponding threshold metric d2

r [k] similar to Equation (2.21)

d2
r [k] =

− ln(5BER(0))N0

σ2
r [k]

. (3.37)

It can be seen that the threshold metric is proportional to the inverse of the eigenvalue
of the channel and it is corrected appropriately to meet the required bit error ratio. It
is compared with the threshold metric for the coded systems derived from Equation
(2.39)

d2
r [k] =

ln

dfree+4∑
d=dfree

βr(d)[k]

− ln(5Pb)

 4N0

cr(br[k]) · d̂r(br[k]) · σ2
r [k]

. (3.38)

The effects depicted in Figures 2.2 and 2.3 can be shown also in the MIMO case, with
the only difference that the behavior of singular values is examined, not the channel
magnitude across subcarriers.

The only problem with the optimality arises when the algorithm from Section 2.4.2
needs to be applied. As the power has to be allocated jointly across the subcarriers and
the sub-channels, one codeword will be spread over all sub-channels. In this way, the
target packet error ratio can be guaranteed per each subcarrier and sub-channel.

Sometimes it is convenient to have one codeword per spatial substream. In this case, the
Optimal MIMO Greedy Power Allocation Algorithm may be used just with the adaptation
of the packet error ratio according to the weaker stream. Another possibility is to imple-
ment the Suboptimal MIMO Greedy Power Allocation Algorithm with two modifications as
mentioned above and the packet error ratio will be adapted in each sub-channel sepa-
rately. Results for these algorithms will be shown in Section 3.6.

3.4 Linear Pre-filtering

In the previous section I assumed that the transmit signal was pre-filtered by the ma-
trix V[k] prior to transmission according to Equation (3.13). In this section, I show
that this pre-filtering that leads to the modal decomposition is the optimal solution.
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Encode

ReceiverChannelTransmitter

Decode

Figure 3.3: A linear pre-filtering designed for a MIMO OFDM system by exploiting
channel knowledge.

For this purpose, it has to be assumed that the transmitter knows the channel per-
fectly.

As it is clear from Section 2.2, my main aim is to maximize the data throughout of a user
or, in other words, the capacity of the system. The spatial multiplexing is deployed and
the total power constraint needs to be fulfilled at the transmitter. The equal number
of the transmit and receive antennas is assumed, therefore NT = NR = N is used.
One possible framework for exploiting the channel knowledge is called the linear pre-
filtering and is shown in Figure 3.3. Obviously, it has to be performed on the subcarrier
basis. By applying this scheme, just slightly modified input-output relation is obtained
for the frequency-flat channel

y[k] = H[k]W[k]a[k] + n[k] = H[k]s[k] + n[k], (3.39)

where a[k] satisfies E{a[k]a[k]H} = IN , s[k] = W[k]a[k] and the channel matrix H[k]
is normalized as follows H[k]/

√
N ·N . The covariance matrix of the transmit signal

Rss[k] is given by
Rss[k] = W[k]WH[k]. (3.40)

What follows is that the pre-filter matrix W[k] must satisfy the power constraint at the
transmitter. If the total average transmit power per subcarrier and all transmit antennas
is required to be equal to N , then

‖W[k]‖F = Tr(Rss[k]) = N. (3.41)

The expression for the capacity of the MIMO channel from Equation (3.6) now modified
per subcarrier k is

C[k] = max
Tr(Rss[k])

log2 det
(
INR

+
1

N0
H[k]Rss[k]HH[k]

)[
bits/s
Hz

]
. (3.42)

62



3 MIMO OFDM

IFFT

IFFT

FFT

FFT

D
EM

U
LT

IP
LE

XI
N

G

info
bits

Power M-QAM

Power M-QAM

symbol
detection

channel
estimation

Adaptation controller

Power and Bit Loading

1

NT

1

NR

Figure 3.4: Optimized discrete-time equivalent baseband MIMO OFDM model with
linear pre-filtering.

In the following, it is further assumed that the channel H[k] is not only perfectly known
to the transmitter and the receiver, but it is also full-rank, i.e., r = N . Compared to the
expression in Equation (3.7), it is now possible to make use of the channel knowledge
at the transmitter and to maximize the capacity over Rss[k]. When the optimal Ropt

ss [k]
is found, the optimal pre-filtering matrix Wopt[k] can be derived from Equation (3.40)
as

Wopt[k] = Qopt[k]Λ1/2
opt [k], (3.43)

where Qopt[k]Λopt[k]QH
opt[k] is the eigenvalue decomposition of Ropt

ss [k]. Once the op-
timal power allocation across the spatial sub-channels and subcarriers is determined
so that ã[k] ∀k is given, then from Equation (3.13) it follows that s[k] = V[k]ã[k]. The
optimal covariance matrix Ropt

ss [k] is thus given by

Ropt
ss [k] = V[k]Ropt

ãã [k]VH[k], (3.44)

where Ropt
ãã [k] is an N × N diagonal matrix (since the elements of ã are independent)

equal to
Ropt

ãã [k] = diag{P opt
1 [k], P opt

2 [k], . . . , P opt
N [k]}. (3.45)

Hence, from Equation (3.43) it follows

Wopt[k] = V[k]
(
Ropt

ãã [k]
)1/2

. (3.46)

When Equation (3.46) is substituted into the first part of Equation (3.39), left-multiplying
by UH[k] (multiplying with a unitary matrix at the receiver does not alter mutual in-
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formation [13]) and Equation (3.4) is used per subcarrier k, Equation (3.39) reduces
to

ỹ[k] = Σ[k]ã[k] + ñ[k], (3.47)

where ñ[k] = UH[k]n[k] and ã[k] =
(
Ropt

ãã [k]
)1/2

a[k]. This is the similar result as
the one from Section 3.2 in Equation (3.13) using the modal decomposition and Greedy

Power Allocation Algorithm from Section 3.3 for searching the power levels in
(
Ropt

ãã [k]
)1/2

in Equation (3.46). Moreover, also the appropriate signal alphabet Ar[k] is assigned to
the rth sub-channel and the kth subcarrier according to the Greedy Power Allocation Al-
gorithm. The resulting optimized MIMO OFDM system is redrawn from Figure 3.4 with
small modifications for the optimal pre-filtering.

Inserting Equation (3.44) into Equation (3.42), and using the singular value decompo-
sition of the channel matrix H[k], finally the capacity or the error-free spectral efficiency
of the MIMO channel is obtained as a sum of the N parallel SISO channels

C[k] =
N∑

r=1

log2

(
1 +

P opt
r [k]λr[k]

N0

)
. (3.48)

3.5 Quantized Feedback

In this section I discuss the possibilities for the feedback of the channel state information
back to the transmitter. The Optimal MIMO Greedy Power Allocation Algorithm is further
modified to implement the quantization of the power levels and of the pre-filtering
matrix V[k]. Furthermore, the resulting overhead per subcarrier is evaluated when the
Huffman source coding is applied to the quantized power levels, number of loaded bits
and to the quantized pre-filtering matrix V[k].

The same feedback scheme is assumed as proposed in Section 2.5. The new problem
that arises in the MIMO case is the need for the quantization of the pre-filtering matrix
V[k]. In the simulations in the following section, the 2×2 system is assumed (R =
N = 2). Two OFDM symbols are sent from two transmit antennas, thus the signaling is
performed for 192 · 2 = 384 subcarriers.

The pre-filtering matrix has four complex elements vnrnt [k] for nr = nt = 1, 2. There-
fore, four phases ϕnrnt [k] and four amplitudes |vnrnt [k]| have to be quantized and fed
back to the transmitter per each subcarrier and both sub-channels. The pre-filtering
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matrix V[k] is unitary, that is, VH[k]V[k] = IN. It follows that only one amplitude
per subcarrier and two sub-channels has to be fed back and the quantized pre-filtering
matrix Vquant[k] can be expressed as follows

Vquant[k] =

[
|vquant[k]|

√
(1− |vquant[k]|2)√

(1− |vquant[k]|2) |vquant[k]|

]
�

[
e(jϕ

(quant)
11 [k]) e(jϕ

(quant)
12 [k])

e(jϕ
(quant)
21 [k]) e(jϕ

(quant)
22 [k])

]
,

(3.49)
where� is an element-wise multiplication and j is an imaginary unit.

The power levels Pr[k] are quantized in a floating point to 4 bits with the same quantizer
as in Section 2.5. They are now fed back for 384 subcarriers (2 spatial substreams).
The amplitude |vquant[k]| is obtained by quantization to seven-bit-long fraction length.
For this purpose, a quantizer in an unsigned fixed-point mode rounding to the nearest
value and saturating on overflow is used. The phases ϕ

(quant)
nrnt [k] are also obtained by

quantization to seven bits, but only four bits out of seven are dedicated to the fraction
length. The previously mentioned quantizer is used, now operating in a signed fixed-
point mode.

Applying Huffman code on the quantized random variables |v(quant)[k]|, ϕ
(quant)
nrnt [k] and

P
(quant)
r [k] and averaging the number of signaling bits over 1000 channel realizations at

30 dB, the expected lengths become L̄∗
1 = 1142.53/384 = 2.9753, L̄∗

2 = 3435.714/384 =
8.9472 and L̄∗

3 = 802.4673/384 = 2.0898, respectively.

Furthermore, also the number of bits per subcarrier and sub-channel has to be sig-
nalled. Using Huffman code again, the total number of bits needed to express the bit
loading per subcarrier at 30 dB averaged over 1000 channel realizations under same
considerations as in Section 2.5 is 59.7060/384 = 0.1555 bits/subcarrier. This results
into the overhead equal to (2.9753+8.9472+2.0898+0.1555)/44 = 0.3220 bits/subcarrier
for 44 OFDM symbols in the WiMAX frame, in which the channel is assumed to be
constant.

3.6 Simulation results

The performance of the proposed algorithms and techniques is again evaluated in the
WiMAX link level simulator in an uncorrelated Pedestrian B channel. The target bit
error ratio is assumed to be equal across all subcarriers and sub-channels and equal to
BER(0). First, I derive the expression for the achievable capacity that will be used as a
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performance bound for the simulated data throughput. For this purpose, the capacity
C̄ ′[k] per subcarrier k of a MIMO channel is defined as the ensemble average of the
information rate over the random realizations of the channel matrix H[k]. I still assume
that the channel matrix H[k] is full-rank, that is, R = N , what is always fulfilled in the
simulations with an uncorrelated Pedestrian B channel.

The capacity per each subcarrier k averaged over the number of simulated channel real-
izations Nsim when the channel is known to the transmitter is given by

C̄ ′[k] =
1

Nsim

Nsim∑
s=1

N∑
r=1

log2

(
1 +

P opt
r [k]λr[k]

N0

)
. (3.50)

where Equation (3.48) has been used. In the case of unavailable channel knowledge at
the transmitter, this capacity results in

C̄ ′′[k] =
1

Nsim

Nsim∑
s=1

N∑
r=1

log2

(
1 +

λr[k]
N0

)
. (3.51)

where Equation (3.10) has been used and modified for the kth subcarrier. It is impor-
tant to note that Equation (3.10) was derived from Equation (3.7) by using the singular
value decomposition of the channel matrix Ḩ[k], but the pre-filtering matrix V[k] is not
needed at the transmitter prior to transmission.

The overall achievable capacity C̄ ′ of the OFDM system can now be calculated from
Equations (3.50) and (3.51) by summing the capacities of all data subcarriers (192 data
subcarriers are used in the WiMAX standard)

C̄ ′ =
F

Nsim

Nsim∑
s=1

192∑
k=1

N∑
r=1

log2

(
1 +

P
(s)
r [k]λ(s)

r [k]
N0

)
, (3.52)

in case of the channel knowledge at the transmitter, and

C̄ ′′ =
F

Nsim

Nsim∑
s=1

192∑
k=1

N∑
r=1

log2

(
1 +

λ
(s)
r [k]
N0

)
, (3.53)

when no channel knowledge is assumed at the transmitter. Since the transmission of an
OFDM signal requires also the transmission of a cyclic prefix to avoid inter-symbol in-
terference, and a preamble for the synchronization and channel estimation, the achiev-
able capacity given by Equations (3.52) and (3.53) includes the correction factor F . This
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correction term accounts for these inherent system losses and is defined according to
[27] as follows

F =
1

1 + G
·
1/Tsample

256
· Ns

Ntotal
, (3.54)

where according to Section 1.3, G (1/4 in the simulations) corresponds to the ratio of
the cyclic prefix time and useful OFDM symbol time Ts, Ns (44 in the simulations) is
the number of OFDM data symbols, Ntotal (47 in the simulations) is the total num-
ber of OFDM symbols in one transmission frame (also with the preamble), and Tsample

is the sampling rate of the transmit signal. Therefore, the factor (1/Tsample)/256 is
equivalent to the available bandwidth per subcarrier (the FFT size is equal to 256)
[27].

In Figure 3.5 the performance of the channel adaptive algorithms from Section 3.3 is
evaluated in an uncorrelated Pedestrian B channel. The coded system is taken into ac-
count with the packet error ratio adaptation (the target packet error ratio is PER(0) =
10−2). In Figure 3.5(a) the Optimal MIMO Greedy Power Allocation Algorithm is compared
to the achievable capacity C̄ ′ and C̄ ′′, and to the 2×2, 1×2 and 1×1 system without
power and bit loading. The 2×2 system using this algorithm outperforms the standard
non adaptive 2×2 system by maximum 4.5 dB. The difference in the low SNR region
from the achievable capacity C̄ ′′ calculated from Equation (3.53) is as low as 3 dB. The
difference is due to the coding that is far away from the optimal one. With increasing
SNR, the difference is growing significantly, as just the half-rate convolutional code is
used. As expected, the achievable capacity C̄ ′ with the channel known at the trans-
mitter is higher than the achievable capacity C̄ ′′ in the case of unknown channel. This
advantage reduces at higher SNR, as can be observed in Figure 3.8(a) and is proved in
[13].

In Figure 3.5(b) the Optimal MIMO Greedy Power Allocation Algorithm (I) is compared to
the two modifications of the Suboptimal MIMO Greedy Power Allocation Algorithm. When
the Optimal MIMO Greedy Power Allocation Algorithm (II) is slightly modified to adapt
the packet error ratio according to the worse stream (the second stream is always worse
because it belongs to the weaker channel eigenvalue), the throughput remains almost
unchanged according to the blue and red solid lines. The Suboptimal MIMO Greedy
Power Allocation Algorithm (III) with the same power constraint for each stream looses 2
dB in the throughput performance in the high SNR region (see the green solid line). The
same holds for this suboptimal algorithm (IV) when the total transmit power assigned
to each substream is calculated by the water-pouring algorithm as described in Section
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Figure 3.5: Performance of channel adaptive algorithms in an uncorrelated 2×2 Pedes-
trian B channel with PER adaptation (target packet error ratio PER(0) =
10−2).
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Figure 3.6: Frame error ratio adaptation for the target packet error ratio PER(0) = 10−2.

3.3 (refer to the blue dashed line). The reason for this is that the standard water-pouring
algorithm is based on the uncoded system. Therefore, it assigns at the high SNR values
almost the equal power to both spatial substreams. The channel coding enables to save
some power on the stronger substream when all subcarriers are fully loaded (there
are 6 bits per each subcarrier). Thus, it is optimal to allocate the remaining power to
the weaker substream what is guaranteed only by the Optimal MIMO Greedy Power
Allocation Algorithm.

In Figure 3.6 the resulting frame error ratio is plotted for the target packet error ratio
equal to 10−2. Several approaches are compared. When the Optimal MIMO Greedy
Power Allocation Algorithm is slightly modified to adapt the packet error ratio according
to the worse stream (the second stream is always worse because it belongs to the weaker
channel eigenvalue), it can be observed (red solid and dashed curves in Figure 3.6) that
in the low SNR region up to 6 dB, no bits are allocated to the second stream. The
adaptation performance of the The Optimal MIMO Greedy Power Allocation Algorithm
and Suboptimal MIMO Greedy Power Allocation Algorithm with the power split equally
among the streams is satisfactory in the large SNR range.

In Figure 3.7 the effects of the quantization are explored for the coded packet error
ratio adaptation to 10−2. The quantization from Section 3.5 is applied and compared to
the Optimal MIMO Greedy Power Allocation Algorithm from Section 3.3 and to the case
when only the power levels are quantized according to Section 3.5. It follows that the
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Figure 3.7: Performance of channel adaptive algorithms in an uncorrelated 2×2 Pedes-
trian B channel with PER adaptation (target packet error ratio PER(0) =
10−2) with and without quantization.
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Optimal MIMO Greedy Power Allocation Algorithm is very sensitive to the quantization
of the pre-filering matrix V[k] in the high SNR region as it can be seen in Figure 3.7(a).
In this region, this method does not achieve the maximum throughput and it leads to
the performance degradation that starts at 22 dB. This can be also observed in Figure
3.7(b), where the frame error ratio is increasing significantly with the increasing SNR.
When only the power levels are quantized to four bits, the quantization does not cause
the significant performance loss in terms of the throughput and the packet error ratio
adaptation is just slightly less precise.

In Figure 3.8 the performance of the Optimal MIMO Greedy Power Allocation Algorithm
modified according to Section 2.3 for uncoded systems is evaluated in an uncorrelated
Pedestrian B channel. In this case, the uncoded bit error ratio is adapted to several val-
ues and the uncoded throughput based on the number of the correctly received frames
before the decoder is shown. The performance gain is much higher (about 10 dB) com-
pared to coded systems, as can be seen in Figure 3.8(a). But without the channel coding
the system is not so robust anymore. In Figure 3.8(b) the non frame-based throughput is
plotted for the 2×2 channel adaptive system with the target bit error ratio BER(0) = 0.1.
This throughput is calculated from the number of bits received correctly before the de-
coder. It achieves the achievable capacity C̄ ′ with the channel knowledge at the trans-
mitter.
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Figure 3.8: Performance of channel adaptive algorithm in an uncorrelated 2×2 Pedes-
trian B channel without coding (uncoded BER adaptation with BER(0) ∈
{0.0001, 0.001, 0.1}).
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In this master thesis, the known Greedy Power Allocation Algorithm, proposed for exam-
ple in [9, 11] was extended to coded OFDM systems with the possibility to adapt also
the packet error ratio. The framework created here enables to change the implemented
model for the modulation and coding scheme easily. For this purpose, the approxima-
tion of the bit error ratio has to be known for the new modulation and coding com-
bination in the AWGN channel. An example how to obtain such approximations was
shown for the [133 171]8 half-rate convolutional code in combination with a 4-,16- and
64-QAM modulator.

The Greedy Power Allocation Algorithm for coded systems with the packet error ratio
adaptation seems to be a promising method how to adapt the transmitter design to
the frequency selective channel while increasing the throughput performance and the
reliability of the system. To the best of my knowledge, this is the first attempt to eval-
uate the performance of the water-pouring based solution in the more realistic sce-
nario of a coded WiMAX system. It remains to further explore the behavior of the
proposed algorithm and the possible gains when more efficient channel coding is de-
ployed.

However, this approach requires a lot of feedback, especially in the MIMO case. In prac-
tice, the perfect channel knowledge is not available at the transmitter, therefore it was
proposed to send the assigned power levels and bits from the receiver to the transmit-
ter. For this case, the effects of the quantized power levels on the system performance
were explored and the signaling overhead was estimated. There is a significant perfor-
mance degradation in the MIMO case that is very sensitive to the quantization of the
optimum pre-filtering matrix. This suggests to use some suboptimal pre-filtering that
is not based on the perfect channel knowledge at the transmitter. For example in the
case of a correlated channel, there exist methods based on the channel covariance ma-
trix. By changing the pre-filtering, also the proposed optimal power allocation policy
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is not possible anymore and has to be adapted to different pre-filtering, because the
individual SISO parallel channels are not appropriately opened.

Moreover, the complexity of the Greedy Power Allocation Algorithm grows linearly with
the number of bits and the number of subcarriers. Obviously, the complexity is consid-
erably large when the number of bits and subcarriers is large. The maximum number
of iterations for one particular bit and power level assignment is for example for the
2×2 MIMO OFDM system with 192 data subcarriers equal to 3 · 2 · 192 = 1152, where
3 is the maximum number of bit loading steps for the kth subcarrier and the rth sub-
channel (4-QAM→ 16-QAM→ 64-QAM) . For every assignment of two bits, the power
cost has to be calculated across all subcarriers and sub-channels. For the adaptive trans-
mitter design, it is recommended in [9] to use in practice the fast Lagrange bi-sectional
search proposed in [28] that also provides an optimal solution with lower complex-
ity.

The proposed Greedy Power Allocation Algorithm with the packet error ratio adaptation
may be also extended to the multi-user scenario and used in the scheduler design. Ac-
cording to [11], it can cooperate with dynamic subcarrier assignment algorithm that has
to be also modified to coded systems.
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Abbreviations

AWGN Additive White Gaussian Noise
BER Bit Error Ratio
CSI Channel State Information
DFT Discrete Fourier Transform
FDD Frequency Division Duplex
FEC Forward Error Correction
FER Frame Error Ratio
FFT Fast Fourier Transform
FIR Finite Impulse Response
IDFT Inverse Discrete Fourier Transform
IEEE Institute of Electrical and Electronics Engineers
IFFT Inverse Fast Fourier Transform
LoS Line of Sight
MAC Medium Access Control
MIMO Multiple Input Multiple Output
MRC Maximum Ratio Combining
NLoS Non Line of Sight
OFDM Orthogonal Frequency Division Multiplexing
PAM Pulse Amplitude Modulation
PER Packet Error Ratio
QAM Quadrature Amplitude Modulation
SISO Single Input Single Output
SNR Signal to Noise Ratio
STC Space-Time Coding
SVD Singular Value Decomposition
TDD Time Division Duplex
WiMAX Worldwide Interoperability for Microwave Access
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