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Abstract

The need for high-speed communications in access networks is continuously growing.
Digital subscriber line (DSL) technology offers an attractive solution for providing high-
speed communications over existing telephone wires. Crosstalk between the twisted-pairs
is the main impairment in DSL communications. Current deployed DSL systems are
designed as single-user systems with the assumption that they operate in a worst-case
noise environment. As a result, they show poor performance when deployed in an actual
network with multiple users. To significantly improve the performance of existing DSL
systems the cable resources need to be assigned to the users more intelligently. The art
of assigning cable resources to mitigate the crosstalk noise among the users is known as
dynamic spectrum management (DSM). The main idea of DSM is that each user make a
trade-off between maximizing his own bitrate and minimizing the crosstalk noise to the
others.

This thesis studies DSM for DSL systems that are frequency division duplexing (FDD)
based. We analyze DSL systems that use Zipper discrete multi-tone (DMT) modulation,
which is part of the standards for very high speed DSL (VDSL) and VDSL2. In the first
part, we describe the DSL environment and give an overview of DMT and Zipper. Pre-
viously proposed DSM algorithms for FDD systems optimize the user power allocation
but assume a fixed band plan. However, to offer specific DSL services in a particular
twisted-pair network, a search for an optimal band plan is needed in order to share the
cable resources efficiently among users.

We address the problem of optimizing the band plan and power allocations in multi-
user DSL systems. This optimization problem is unsolvable with existing algorithms. To
solve it, we propose the normalized-rate iterative algorithm (NRIA). The NRIA jointly
optimizes the FDD band plan and power allocations for a multi-user DSL system. The
key is a practical and novel problem formulation: the user bitrates are coupled through
relations that describe corresponding services in a network. Hence, the NRIA is designed
to efficiently solve the DSM optimization problem with the operators’ business models
in mind. The main advantage of the NRIA compared to the other DSM proposals is its
low computational complexity. Therefore, it is suitable for deployment in networks with
many users. The NRIA can also be deployed in situations with a fixed band plan, as in
asymmetric DSL (ADSL), to mitigate the crosstalk noise.

It is common that service providers want to ensure some of the users in the cable bundle
predefined fixed bitrates while offering services to the remaining users on a best-effort
basis. This reflects many business scenarios where a number of users in a network must
be guaranteed a specific service. To solve this type of optimization problem we have
developed the constrained normalized-rate iterative algorithm (C-NRIA), which is based
on the NRIA. We will see that the C-NRIA needs only a single parameter to split the cable
capacity among the two user groups.





Kurzfassung

Der Bedarf an Übertragungsverfahren für hohe Datenraten in Zugangsnetzen wächst kon-
tinuierlich. Digital Subscriber Line (DSL) Technologie bietet eine attraktive Lösung, um
hohe Datenraten über existierende Telefonleitungen übertragen zu können. Die wichtig-
ste Beeinträchtigung bei DSL ist das Übersprechen zwischen verdrillten Leitungspaa-
ren. Derzeit eingesetzte DSL-Systeme sind als Einbenutzersystem konzipiert um in einem
Umfeld mit hohen Geräuschpegeln zu operieren. In realen Zugangsnetzen mit mehreren
Benutzern erweisen sie sich jedoch als wenig leistungsfähig. Eine intelligentere Auftei-
lung von Kabelressourcen zwishen den Benutzern würde eine wesentliche Verbesserung
bewirken. Ein Ansatz, die Kabelressourcen so aufzuteilen, dass das Übersprechen ge-
mildert wird, nennt sich Dynamic Spectrum Management (DSM). Die zugrundeliegende
Idee von DSM ist, dass jeder Benutzer einen Kompromiss zwischen der Maximierung
seiner eigenen Datenrate und der Minimierung des Übersprechens zu anderen Benutzern
anstrebt.

Diese Dissertation befasst sich mit DSM für DSL-Systeme, die Frequenzduplexverfah-
ren (englisch: Frequency Division Duplexing, FDD) verwenden. In dieser Arbeit werden
DSL-Systeme analysiert, die Zipper Discrete Multi-Tone (DMT) Modulation einsetzen,
welche für Very High Speed DSL (VDSL) und VDSL2 standardisiert wurde. Im ersten
Teil dieser Dissertation beschreiben wir das DSL-Umfeld und werfen einen Blick auf
DMT und Zipper. Früher vorgeschlagene DSM-Algorithmen für FDD-Systeme optimier-
ten die Leistungverteilung bei festgelegtem Bandplan. Ein solcher Bandplan sollte jedoch
ebenfalls optimiert werden, um die Leitungsressourcen bestmöglich unter den Benutzern
aufzuteilen.

In dieser Dissertation befassen wir uns mit dem Problem, den Bandplan und die Lei-
stungverteilung in Mehrbenutzer-DSL-Systemen zu optimieren. Dieses Optimierungspro-
blem ist mit den existierenden Algorithmen nicht lösbar. Wir schlagen einen Algorithmus
vor, den sogenannten Normalized-Rate Iterative Algorithm (NRIA). NRIA optimiert den
FDD-Bandplan und die Leistungverteilung gemeinsam in Mehrbenutzer-DSL-Systemen.
Dem liegt ein neue Formulierung des Problems zugrunde, welche die Benutzerdatenra-
ten durch Beziehungen verkoppelt, die ihrerseits durch die zugehörigen Dienste para-
metrisiert sind. NRIA wurde entworfen, um das DSM-Optimierungsproblem effizient im
Hinblick auf die Geschäftsmodelle der Betreiber zu lösen. Der Hauptvorteil von NRIA,
verglichen mit anderen DSM Vorschlägen, besteht in seiner geringen numerischen Kom-
plexität. Aus diesem Grund ist NRIA für Zugangsnetze mit grosser Benutzerzahl ge-
eignet. NRIA kann auch in Systemen mit festem Bandplan eingesetzt werden, um das
Übersprechen zu mildern, beispielsweise in asymmetrischen DSL (ADSL).

Häufig tritt der Fall auf, dass Betreiber einem Teil Ihrer Kunden festgelegte Daten-
raten anbieten wollen, während den übrigen Kunden ein Service auf Best-Effort Basis
angeboten wird. Dies ist interessant für Geschäftsmodelle, bei denen einer Anzahl von
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Netzteilnehmern ein bestimmter Dienst garantiert werden soll. Um diese Variante des
Optimierungsproblems zu lösen, haben wir den Constrained Normalized-Rate Iterative
Algorithm (C-NRIA) entwickelt, der auf NRIA basiert. In dieser Arbeit wird gezeigt,
dass C-NRIA lediglich einen Parameter benötigt, um die Kabelkapazität unter den beiden
Benutzergruppen aufzuteilen.
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Chapter 1

Introduction

Broadband access is one of the fastest growing technologies. This growth is expected to
continue with the emergence of several new applications and services that require high
bitrates, such as music and movie sharing, video-conferencing, teleworking, video-on-
demand, and high-definition television. One of the most popular technologies to offer
broadband access is the digital subscriber line (DSL). DSL provides high-speed digital
communication over twisted-pair telephone networks. Based on data provided by the
DSL Forum [36] the number of the DSL subscribers in February 2005 passed the 100
million mark, with a global growth in 2004 close to 60%.

At the end of 2004, there were five countries with over 20% of their telephone lines
used to deliver DSL services and in another nine countries the penetration was over 15%.
The penetration of DSL systems will continue to grow in the future and with that also
the crosstalk (interference) impairment will increase. As a result, the performance and
reliability of DSL systems will mainly be determined by techniques deployed to mitigate
this crosstalk. This thesis deals with techniques for adaptive resource allocation, which
perform crosstalk mitigation in DSL systems that use discrete multi-tone (DMT) modula-
tion. DMT modulation is used in asymmetric DSL (ADSL), ADSL2, ADSL2+, very high
speed DSL (VDSL), and VDSL2.

This chapter proceeds as follows. Section 1.1 gives a short overview of DSL technolo-
gies. Section 1.2 describes the motivation for research and development of new techniques
for crosstalk mitigation. Section 1.3 describes the major contributions of the thesis, and
Section 1.4 gives an outline of the thesis.

1.1 Digital Subscriber Line Technologies

Digital subscriber line (DSL) technologies use twisted-pair cables as a physical medium
to carry their signals to and from customers to some sort of central office (CO). Multiple
twisted pairs are grouped in bundles, where each bundle typically contains from 10 to 50
twisted pairs. Multiple bundles are grouped together in a cable; a cable can contain up to
4200 twisted pairs [87].

The use of telephone lines for transmitting digital data was introduced in the late 1950s
by means of voice-band modems. Voice-band modems utilize the same bandwidth as
used for transmission of speech signals (0.3–3.4 kHz). The first generation of voice-band
modems transmitted at 300 bit/s full-duplex. The latest generation of voice-band modems
standardized by the International Telecommunication Union (ITU) as V.90 modems en-
able downstream (towards customers) bitrates up to 56 kbit/s and upstream (from cus-
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tomers) bitrates up to 33 kbit/s.
Using frequencies above 4 kHz for transmitting digital data over telephone lines started

with T1 and E1 carriers, which were originally intended for use as trunks between COs.
T1 carriers were first deployed by AT&T in 1962 [100]. T1 and E1 carriers were used
later in access telephone networks to offer services to business customers. The first sys-
tems designed for transmitting digital data over telephone access networks have been
the basic rate integrated services digital network (BRI) systems. In 1986, the first BRI
systems were deployed and this can also be seen as the beginning of the era of DSL
communications. A BRI system sends data simultaneously in both directions and in the
same frequencies by using an echo-cancellation (EC) transmission scheme. BRI supports
160 kbit/s symmetric bitrates and targets private customers.

High-bitrate DSL (HDSL) was developed to replace the expensive T1/E1 carriers.
HDSL provides symmetric bitrates of 1.544 Mbit/s (T1) or 2.048 Mbit/s (E1) over two or
three twisted pairs. HDSL systems, like BRI systems, operate in EC transmission mode.
To achieve the same bitrate and the same reach as HDSL, but over a single twisted pair,
symmetric high-bitrate DSL (SHDSL) was later developed.

The most widely deployed DSL technology is asymmetric DSL (ADSL), which is de-
signed to offer asymmetric services usually to private customers. ADSL uses discrete
multi-tone (DMT) modulation with 256 subcarriers and frequencies up to 1.104 MHz.
ADSL systems may use either EC (partly overlapped transmission bands) or frequency
division duplexing (FDD) transmission scheme. In the FDD scheme different frequencies
are used for transmission in the downstream and upstream directions. ADSL supports
downstream bitrates up to 9 Mbit/s and upstream bitrates up to 1 Mbit/s. To offer even
higher downstream bitrates in ADSL, ITU is just completing the ADSL2+ standard, which
uses 512 subcarriers and frequencies up to 2.208 MHz.

The most advanced DSL technology is very high speed DSL (VDSL), which uses FDD
transmission and is designed to offer either asymmetric or symmetric services. VDSL
utilizes frequencies up to 12 MHz and can use either quadrature amplitude modulation
(QAM) or DMT modulation. VDSL DMT-based systems operate in the so-called digital-
FDD (D-FDD) mode also known as Zipper-DMT. With the Zipper-DMT the downstream
and upstream transmission directions are synchronized in time and rely on signal orthog-
onality to avoid the near echo without deploying filters to separate the downstream bands
from the upstream bands. The near echo is an undesired signal that leaks into the received
path from the transmit path. VDSL supports asymmetric services with downstream bi-
trates up to 52 Mbit/s and upstream bitrates up to 6.5 Mbit/s, and symmetric services
with up to 26 Mbit/s in both directions. Currently, the ITU standardization body is work-
ing in specifying the VDSL2 standard, which uses only Zipper-DMT. In VDSL2 there are
proposals to use frequencies up to 30 MHz.

The topology of DSL access networks is the same as that of local telephone access net-
works. This is because DSLs use the same infrastructure as used to offer analog telephone
services. DSL access networks have special distributed topologies, which mainly depend
on the distribution of customers. Currently, DSL systems are usually deployed from a
central office, but in the near future DSL systems (especially VDSL and VDSL2) will
also be deployed from cabinets. This is either to shorten the length of the subcarrier lines
to offer high bitrates or to extend the coverage area with DSL services. To connect the
cabinet to the central office optical fiber communication systems will be used in general.
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Access networks used by DSL systems were designed and optimized to carry voice-
band signals in frequencies up to 4 kHz. The signals travelling in different twisted pairs
interfere with each other due to the crosstalk coupling (capacitive and inductive couplings)
between the twisted pairs. This interference signal in DSL is called crosstalk. Crosstalk
is the major impairment in DSL communication systems.

1.2 Research Motivation

The crosstalk coupling increases with frequency. Today’s DSL systems utilize frequen-
cies up to 12 MHz with an extension in the near future up to 30 MHz. Furthermore, in
the future the penetration of deployed DSL systems will increase. As a result, the per-
formance and reliability of DSL systems will be mainly determined by the methods used
for spectrum management in DSL access networks. Spectrum management [5] in DSL
refers to processes that are intended to minimize the potential interference between sys-
tems deployed in the same metallic loop cable and maximize the utility of the frequency
spectrum of the cables.

Current DSL systems are designed as single-user systems and their spectra are fixed
and optimized under the assumption that they operate in a worst-case noise environment.
This conservative strategy was motivated by the goal of maximizing the reliability of
DSL systems. One such form of spectrum management in DSL is usually called static
spectrum management (SSM). Following this design strategy and method of spectra opti-
mization results in overly pessimistic reach/bitrate figures and sometimes fails to deliver
the specified DSL services that might have been possible.

Although each DSL system uses a single twisted pair1 the crosstalk couplings turn the
cable bundle into a common channel for all users. As a result, the DSL channel is a multi-
user channel and should be considered as such, and DSL systems should be designed as
multi-user communication systems. To better utilize the capacity of the multi-user DSL
channel, the spectra of DSL systems should be designed jointly and optimized to adapt to
the actual network environment with the aim to mitigate crosstalk. This approach of as-
signing cable resources to customers adaptively is called dynamic spectrum management
(DSM)2.

In wireless systems an immense amount of work has been done to characterize
the multi-user communication techniques that can be deployed to mitigate interference
(crosstalk). The basic ideas from wireless techniques can also be applied in DSL systems.
However, there are some fundamental differences in DSL, especially concerning the chan-
nel transmission characteristics. The DSL channel is quasi-static and changes very slowly
over time in contrast to the time-variant wireless channel. Therefore, we can assume that
the channel in DSL is perfectly known at the transmitter and the receiver in advance. In
wireless communications, a flat-fading channel can often be assumed for practical imple-
mentation; thus, the total power control for each user is sufficient to mitigate the interfer-
ence. In DSL, in contrast, the twisted-pair channels are severely frequency-selective.

Due to the transmission characteristics of the multi-user DSL communication channel,

1Some DSL systems may use multiple twisted pairs, but they can be seen as independent DSL systems,
each of them using a single twisted pair.

2Note that the term DSM is also used to describe techniques that aim to cancel crosstalk.
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we should consider for each user the allocation of power versus frequency and a total
power control to minimize the performance loss due to crosstalk. This should be per-
formed in both transmission directions, because DSL systems offer bi-directional trans-
mission. In this work, we assume that DSL systems use an FDD transmission scheme,
which reduces the complexity of the DSL system, because it eliminates the need for an
echo canceler. In general, the performance loss by using FDD is negligible, especially
when we see the complexity of an FDD system compared to the complexity of an EC
system. If not otherwise stated we further assume that we use synchronous Zipper-DMT
systems. This is because both residual near-echo and self-NEXT can be cancelled com-
pletely in the digital domain without increasing the complexity of the DSL systems. Fur-
thermore, in Zipper-DMT systems (and also in any DMT based system) any power level
can be loaded in each subcarrier.

Currently deployed DSL systems assume a fixed frequency band plan. A fixed band
plan in DMT systems results in a fixed subcarrier allocation assigned to the downstream
and upstream transmission directions. Using a fixed band plan often prevents service
providers from offering desired symmetric and asymmetric services to customers. To use
the capacity of the multi-user DSL channel in an optimal way, we should also search
for an optimal band plan in addition to the optimal power allocation and the total power
control for each transmission direction and each user. In this thesis, the term user is
generic, comprising a twisted-pair line and two modems located at both ends of the line.
To simplify the optimization problem we assume that the band plan is common to all
users. With Zipper-DMT each subcarrier can be assigned either to the downstream or to
the upstream direction. Unfortunately, the Zipper concept does not tell us which is the
best band plan to achieve the desired services.

1.3 Research Contributions

In general the optimization problems for finding the optimal band plan and optimal power
allocations for all users are very challenging from a computational point of view. This is
because such optimization problems are high-dimensional and involve both discrete and
continuous variables. For a multi-user DSL channel, where the aim is to mitigate the
crosstalk, the optimization problem is unfortunately unsolvable with existing algorithms.
This is due to its non-convexity. The optimization problem is non-convex even for a fixed
band plan if only optimal power allocations are considered.

The main contributions of this thesis are two new algorithms to solve the problem of
determining an optimal band plan and optimal power allocations in a multi-user DSL
channel in a sub-optimal way: the normalized-rate iterative algorithm (NRIA) and the
constrained normalized-rate iterative algorithm (C-NRIA). The difference between the
two algorithms is that they optimize the utilization of the cable capacity under different
constraints. Both algorithms are simple to implement and have low computational com-
plexity. As a result they can be deployed in any network scenario with any number of
users.

The NRIA and the C-NRIA can be deployed in all DMT based systems, particularly in
VDSL (DMT based) and VDSL2, to find an optimized band plan and optimized power
allocations for all users in both transmission directions simultaneously. Even if ADSL,
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ADSL2, and ADSL2+ are designed to have fixed band plans, the NRIA and C-NRIA
algorithms can still be deployed to find optimized power allocations.

This thesis is based mainly on the following papers:
I. D. Statovci, T. Nordström, and R. Nilsson, “The normalized-rate iterative algo-

rithm: A practical dynamic spectrum management method for DSL,” Accepted for
publication in EURASIP Applied Signal Processing Advanced Signal Processing
Techniques for Digital Subscriber Lines, 2005.

II. D. Statovci and T. Nordström, “Adaptive subcarrier allocation, power control, and
power allocation for multiuser FDD-DMT systems,” in Proc. of the IEEE Interna-
tional Conference on Communications, ICC, Paris, France, Jun. 2004, pp. 11–15.

III. D. Statovci and T. Nordström, “Adaptive resource allocation in multiuser FDD-
DMT systems,” in Proc. of the European Signal Processing Conference, EUSIPCO,
Vienna, Austria, Sep. 2004, pp. 1213-1216.

IV. D. Statovci, T. Nordström, and R. Nilsson, “The constrained normalized-rate iter-
ative algorithm,” submitted to the IEEE Global Telecommunications Conference,
GLOBECOM, 2005.

V. T. Nordström, D. Bengtsson, and D. Statovci, “Simulating xDSL,” to be submitted
for publication, 2005.

VI. D. Statovci, R. Nilsson, and T. Nordström, “Generic detection model for DMT
based modems,” ETSI/STC TM6 contribution 034t23r2, Nov. 2003.

1.4 Outline of the Thesis

This thesis contains seven chapters, whose content we briefly describe here.
Chapter 1 briefly gives an overview of DSL technologies, the motivation for the re-

search, summarizes research contributions, and gives a short outline of this thesis.
Chapter 2 describes the DSL environment and reviews the fundamental principles of

DSL transmission systems. First, we start by giving a short overview of the DSL ac-
cess network structure. Then we describe in detail discrete multi-tone (DMT) modula-
tion including the DMT transmission system and Zipper-DMT. We show how to select
the Zipper-DMT parameters in multi-line environments. Afterwards we briefly compare
DMT modulation with single-carrier modulation (SCM) and highlight the advantages of
DMT over SCM in practical DSL transmission systems. At the end of this chapter we
describe the typical noise sources encountered in DSL and how different noise sources
are modeled and their power spectral densities (PSDs) are calculated analytically. Parts
of this chapter have been published in paper V.

Chapter 3 gives a survey of spectrum management for DSL. We will describe two
forms of spectrum management for DSL systems: static spectrum management (SSM)
and dynamic spectrum management (DSM). We briefly describe the American National
Standards Institute, ANSI, T1.417 standard for SSM and mention the drawbacks of SSM
in real network environments. We describe upstream power back-off (UPBO) for DSL
in more detail as one of the most advanced techniques for SSM. Then, we give the de-
scription of state-of-the-art of DSM where we describe conceptually the most promising
techniques and the main algorithms proposed. Parts of this chapter have been published
in papers V and VI.
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Chapter 4 presents a novel practical solution for dynamic spectrum management in
digital subscriber line systems: the normalized-rate iterative algorithm (NRIA). Supported
by a novel formulation of the optimization problem, the NRIA is the only DSM algorithm
that jointly addresses spectrum balancing for D-FDD systems and power allocations for
all users sharing a common cable bundle. With a focus on being easily implementable
and having a low computational complexity rather than obtaining the highest possible
theoretical performance, the NRIA is designed to solve the DSM optimization problem
efficiently with the operators’ business models in mind. This is achieved by using two
types of parameters: the desired network asymmetry and the desired user priorities. The
NRIA is a centralized DSM algorithm for finding efficient power allocations for all users
and an optimized band plan common to all users. In this chapter we also analyze the
complexity of the NRIA and show how to initialize the input parameters in the NRIA to
achieve good performance and fast convergence. Parts of this chapter have been published
in papers I, II, and III.

Chapter 5 describes the properties of the NRIA and compares the performance of the
NRIA with the other algorithms proposed for spectrum management in DSL. We com-
pare the NRIA with three other DSM algorithms: the iterative water-filling algorithm
(IWFA), the optimal spectrum balancing algorithm (OSBA), and the bi-directional IWFA
(bi-IWFA). We show that the NRIA achieves better bitrate performance than the IWFA
and the bi-IWFA and that its performance is almost as good as the OSBA, but with dra-
matically lower computational complexity. Additionally, we show that the NRIA can
achieve bitrate combinations that cannot be supported by any other DSM algorithm. We
also compare the NRIA with the standardized upstream power back-off (UPBO) in VDSL
and with an exhaustive search for an “optimal” subcarrier allocation. Parts of this chapter
have been published in papers I, II, and III.

Chapter 6 extends the NRIA by ensuring predefined fixed bitrates to some of the users
in the cable bundle while offering bitrates to the remaining users on a best-effort basis.
We call this new DSM algorithm the constrained normalized-rate iterative algorithm (C-
NRIA). We show that it is sufficient to introduce only one parameter, which we term the
balancing parameter, to split the cable capacity among the two user groups. The C-NRIA
searches for the appropriate value of this balancing parameter to split the cable capacity
among these two user groups in both transmission directions. This form of cable resource
allocation reflects many business scenarios where a number of users must be guaranteed
specific services. Parts of this chapter have been published in paper IV.

Chapter 7 concludes this thesis with a summary of its most important results.



Chapter 2

DSL Environment

Various digital subscriber line (DSL) technologies enable transmission of high bitrates
over ordinary telephone subscriber lines. The telephone subscriber line infrastructure,
also named the loop plant, was designed and optimized to provide plain old telephone
service (POTS) to customers in frequencies between approximately 0.3 kHz and 3.4 kHz.
The same existing loop plant is used today to carry DSL signals in frequencies up to
approximately 12 MHz. For future DSL systems, like VDSL2, it is proposed to utilize the
frequencies up to 30 MHz; this is feasible by using sophisticated digital signal processing
schemes that have become practically reasonable due to advances in microelectronics. A
loop plant intended and optimized for both POTS and DSL would have been designed
quite differently compared to the current infrastructure designed only for POTS. This
would particularly concern the design of cables [51].

This chapter presents the fundamental principles of DSL transmission systems and the
DSL environment in order to give a better understanding of the problems to be analyzed in
subsequent chapters. This chapter proceeds as follows. Section 2.1 gives a short overview
of the DSL access network structure. Section 2.2 describes in detail discrete multi-tone
(DMT) modulation, including the DMT transmission system and digital duplexing tech-
nique. Section 2.3 briefly compares DMT modulation with single-carrier modulation
(SCM). Section 2.4 describes the typical noise sources encountered in the DSL loop plant
and how the different noise sources are modeled and their power spectral densities (PSDs)
are calculated analytically.

2.1 DSL Access Network Structure

DSL access networks usually have the same structure as local telephone access networks.
This is because DSL technologies use the same telephone subscriber line infrastructure
to offer different services to customers. The telephone subscriber line infrastructure is
also named the loop plant [100, 101]. The term loop refers to a single twisted-pair tele-
phone line used to connect a customer to a central office (CO). Loop plants have different
structures from country to country, and moreover, they very often have different structures
within the same country.

The structure of a loop plant depends mainly on the number and distribution of cus-
tomers that a single CO serves and the constraints under which the loop plant is designed.
For illustration purposes, Figure 2.1 shows the loop length distribution in different coun-
tries. It can be seen that each country has a different loop length distribution. For instance,
the average length of loops in Italy is approximately 1.2 km, whereas in the United States
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FIGURE 2.1: The loop length distribution in different countries (source:
[89]).
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FIGURE 2.2: Structure of a typical loop plant. CO is the central office, MDF
is the main distribution frame, FDI is the feeder distribution interface.

it is approximately 3.6 km. Nevertheless, a typical loop plant has a structure as shown in
Figure 2.2.

The first cable section in the loop plant is the feeder plant. The feeder plant connects
the main distribution frame (MDF), which is located inside the CO, with many feeder
distribution interfaces (FDIs). The MDF is a large wire cross-connect frame that permits
any incoming line to be connected to any port of any CO equipment. Depending on the
number of customers that a CO serves, in a single MDF many feeder plant cables can
be terminated. One CO can serve over 100,000 telephone lines. The task of feeder plant
cables is to link the CO to the customer areas with large numbers of customers. One
feeder plant cable typically contains from 1,500 to 3,000 lines. The length of feeder plant
cables is usually smaller than 3 km. A single feeder plant cable can be spread out in two
or more feeder plant cables as shown in Figure 2.2 in the node labelled splice.

The FDI typically serves from 1,500 to 3,000 lines and has only a cross-connect field
and no active electronics. FDIs are usually located no more than 1 km from the customer
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premise equipment (CPE). The loops emanating from an FDI are called the distribution
plant. The cables used in the distribution plant are called distribution cables and contain
25 to 1,000 twisted pairs. At the distribution terminal or wiring pedestal the distribution
cables are split into drop wires, each of which typically contains 4 to 6 twisted pairs. The
number of wiring pedestals in a distribution cable depends very much on the distribution
of customers that use the same distribution cable connected to the FDI. The twisted pairs
in drop wire are mostly shorter than 300 m and are terminated at the customer premises
interfaces.

There are also COs that serve only several hundred telephone lines and in these cases
there are no feeder plant cables and distribution cables are connected directly to MDF.
Hereafter, we will usually not distinguish between the FDIs and the pedestals, but rather
refer to them both as the cabinet.

Sometimes other services like POTS and ISDN1 must coexist together with some par-
ticular DSL services on the same twisted pair. The easiest way to fulfill this constraint
is to divide the frequencies between the two services by using frequency division multi-
plexing. However, the signal levels outside the frequencies used for transmission in those
particular DSL systems as well as POTS or ISDN systems are still above the allowed lev-
els. To reduce the signals to acceptable levels a splitter filter, which consists of a low-pass
filter and a high-pass filter, is installed at the point where those particular DSL services
enter into the loop plant at the CO side and at customer side. The splitter filter separates
the high-frequency signals used for those particular DSL services from the low-frequency
signals used for POTS and ISDN services.

Star quad
Twisted pair

Cable layers

Cable bundle

a) b)

FIGURE 2.3: Twisted-pair cable topologies: a) with four bundles of 25 pairs
each, b) of a layered cable with 25 star quads.

Twisted pairs within a cable are grouped into bundles (sometimes called basic bundles)
of 10, 25, or 50 twisted pairs. The logical internal layout of a cable with four bundles of
25 twisted pairs each is shown in Figure 2.3a. The twisted pairs within a bundle have no
specific topology, but they are all twisted together arbitrarily. However, in some countries,

1We consider ISDN as a DSL service, as do many other authors.
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TABLE 2.1: Wire diameters and loop resistances of non-
loaded loops at DC of typical cables at 21◦C (source: [100]).

Wires diameter Loop resistance
in AWG ∼ in mm in Ω/km

28 0.32 426
26 0.4 274
24 0.5 172
22 0.63 108

e.g., Austria, layered cables are used. In these layered cables the twisted pairs are grouped
into star quads and star quads within a bundle are organized in layers, for example as
shown in Figure 2.3b for a cable (it can also be a bundle) with 25 quads. For a detailed
description of different cable layout structures see [88] and the references therein.

To keep the loop attenuation as low as possible, with the goal of better transmission
quality, it is required to have low loop resistance values. Low loop attenuation can be
achieved by using wires with larger diameters. But, using wires with larger diameters
becomes impractical when we get close to the CO due to the huge number of lines feeding
in. Usually, the feeder plant cables have wires with a diameter of 0.32 mm or 0.4 mm.
In other parts of the loop plant, cables with thicker wires are used. Table 2.1 shows
the typical wire diameters of cables used in the loop plant as well as their typical loop
resistance values at DC at a temperature of 21◦C. In some standardization bodies and
countries the wire diameters are given in American wire gauges (AWG) and not in metric
values.

In cases where the loop length is longer than 5.5 km, the attenuation and the transmis-
sion characteristics of the twisted pair inside the voice band become so bad that the speech
quality is not acceptable. To reduce attenuation of the voice, series inductance (load coils)
are placed at fixed length intervals along the loop. The loops that include load coils are
called loaded loops. The drawback of loaded loops is that they have unacceptable attenu-
ation above the voice band and cannot be used for DSL transmission at all. Therefore, to
use such loops for DSL transmission first all loading coils must be removed.

In some countries, so-called bridged taps are used. A bridged tap is an additional
unused twisted pair connected to a subscriber loop at one end and is unterminated at the
other end. The main reason for using bridged taps was to permit more users to reuse the
same twisted pair along the cable route. The reflection of signals from the open end of a
bridged tap causes signal loss and distortion. In the United States approximately 80% of
loops include bridged taps [100]. In Europe bridged taps are uncommon. To model the
twisted-pair channel different empirical models have been developed. For a description
of different empirical models the interested reader is refered to [114] and the references
therein.

With the aim of shortening the subscriber loop length, digital loop carrier (DLC) sys-
tems are deployed in many countries. A DLC system replaces a large number of lines
in the feeder plant cable between the CO and FDI with a particular multiplexing system.
Recent DLC systems use optical fibers as a physical medium for data transmission. Fur-
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thermore, in the near future it is foreseen to shorten the subscriber loop length further by
deploying optical fibers down to the distribution pedestals (cabinets) with so-called fiber-
to-the-cabinet (FTTCab) systems. Due to the shortening of the subscriber loop length
and deploying new systems such as VDSL and VDSL2 bitrates up to 100 Mbit/s can be
delivered to each user.

2.2 Discrete Multi-Tone Modulation

Multi-carrier modulation (MCM) is a special form of frequency division multiplexing
(FDM) [9], where a given transmission bandwidth is partitioned into many narrowband
channels. These narrowband channels are usually called subchannels. In MCM a data
stream to be transmitted is divided into several data streams that are sent over the trans-
mission channel in parallel. These data streams are used to modulate several subcarriers.
The term “subcarrier” in DSL is called a tone by some authors, but we will use the term
subcarrier throughout this work. In wireline transmission systems the type of MCM that
uses the discrete Fourier transform (DFT) to perform channel partitioning is termed dis-
crete multi-tone (DMT) modulation. As an aside, a similar MCM scheme used in wireless
transmission systems is termed orthogonal frequency division multiplexing (OFDM).

The transmission characteristics of a twisted-pair channel are strongly frequency se-
lective, because the attenuation of the twisted pair increases with the frequency. How-
ever, when we select the subchannels “sufficiently” narrow, the subchannel’s transmission
characteristics can be considered as frequency non-selective. Therefore, DMT transmis-
sion systems allow very simple equalization; this is one of the main reasons why they
have recently received much attention for deployment in practical systems compared to
single-carrier modulation (SCM) transmission systems, which usually require very com-
plex equalization schemes.

In this section, we first describe basic principles of DMT transmission systems. Then
we show how the so-called digital duplexing is implemented, which allows bi-directional
transmission without a guard band between the downstream and upstream transmission
bands. We will also analyze the deployment of the digital duplexing technique in multi-
line DSL transmission environments.

2.2.1 DMT Transmission System

In early MCM transmission schemes [16, 91] it was proposed to use a bank of sinusoidal
generators as subcarrier frequencies and that these MCM systems should operated in con-
tinuous time. To keep the interference between the subchannels low, a precise phase offset
and sampling time are required in receiver for each subcarrier. Therefore, the practical im-
plementation was very complex and the whole approach was even questioned. However,
Weinstein and Erbert [119] have shown that the modulation and demodulation processes
in the MCM scheme can be performed by means of inverse DFT (IDFT) and DFT re-
spectively. Furthermore, Weinstein and Erbert have also shown that when the output of
IDFT symbols are applied serially to a digital-to-analog (D/A) converter and a low-pass
filter, a signal is obtained at the output that closely approximates the signal obtained by
an ideal system that uses a bank of sinusoidal generators. Therefore, a bank of sinusoidal
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generators is not required and the complete modulation and demodulation can be imple-
mented digitally. Due to the digital implementation of modulation and demodulation the
implementation complexity of such a transmission system is tremendously reduced.
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FIGURE 2.4: A basic DMT transmission scheme where a cyclic prefix is
used as a guard interval. DFT denotes discrete Fourier Transform; IDFT de-
notes inverse DFT; D/A and A/D are digital-to-analog and analog-to-digital
converters, respectively; AFE is analog front-end; FEQ is frequency-domain
equalizer, N denotes the number of subcarriers at positive frequencies and of
the “subcarrier” at DC.

Figure 2.4 shows a simplified scheme of a DMT transmission system for the case where
a cyclic prefix is used as a guard interval between two successive DMT symbols. DMT
is a baseband MCM scheme, therefore, the output of the IDFT in principle is converted
to a serial stream and the resulting low-pass filtered analog signal is transmitted over the
channel. The overall impulse response of all transmission components between D/A and
analog-to-digital (A/D) converters has a non-ideal impulse response. Thus, successive
transmission of DMT symbols causes inter-symbol-interference (ISI) and inter-channel-
interference (ICI) in the receiver. The ISI is defined as the interference between signals
within the same subchannels of successive DMT symbols and the ICI is defined as the
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interference between adjacent subchannels within the same DMT symbol. To avoid ISI
and ICI a guard interval is inserted between two successive DMT symbols, as will be
explained in Section 2.2.1.2.

2.2.1.1 DMT Transmitter

DMT modulation is a block transmission technique, so the input data stream in the “Ser-
ial/Parallel & Constellation encoder” in Figure 2.4 is blocked successively. The values of
the time-domain coefficients x[k], for k = 0, . . . , 2N − 1, in the output of IDFT must be
real due to the fact that the twisted-pair channels have baseband transmission characteris-
tics. To assure this constraint the frequency-domain componentsX[n] with indices greater
than N (we assume throughout this work that N is always an even number) must be se-
lected as complex conjugates of the frequency-domain components with indices smaller
than N ; namely

X[n] = X∗[2N − n], for n = N + 1, N + 2, . . . , 2N − 1. (2.1)

Furthermore, the frequency-domain components X[0] and X[N ] must be real, because
the subchannels assigned to the subcarrier at DC (n = 0) and at the Nyquist frequency
(n = N ) have half of the bandwidth of the other subchannels [30]. With this selection of
parameters the number of signal dimensions within a DMT symbol is twice the number of
subcarriers. This DMT transmission system is usually called a transmission system with
N subcarriers (not counting the “special subcarrier” at DC) and with N + 1 subchannels,
as illustrated in Figure 2.5. Note that the spectrum in Figure 2.5 is shown for positive
frequencies and therefore we have not shown the “subcarriers” in the negative frequencies.
Due to the complex conjugate symmetry in (2.1) the spectra of subcarriers in the negative
frequencies mirror the spectra of the subcarriers in the positive frequencies.

f

X(f)

X[1] X[2] X[N − 2] X[N − 1]X[N ]

f [2] f [N ]f [N − 1]

X[0]

f [N − 2]f [1]

FIGURE 2.5: Illustration of subcarriers and subchannels, and allocation of
frequency-domain components over the subchannels in a DSL DMT-based
system.

Each data block of the input data stream is divided into N+1 sub-blocks and each sub-
block includes R[n] bits. The bits R[n] are transmitted over the n-th subchannel. Thus,
the total number of bits R that are transmitted in a DMT symbol is

R =
N∑

n=0

R[n].

The number of bitsR[n] that can be transmitted in a subchannel n depends on the transmit
signal power, the channel transfer function, and the noise on that particular subchannel.
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Theoretically, this numberR[n] can take any nonnegative real value (also zero). However,
in the current DMT systems it takes only nonnegative integer values, usually in the range
0 to 15. The “Constellation encoder” in Figure 2.4 maps these R[n] bits to one of 2R[n]

points in an appropriate signal constellation. For the reasons explained above the signal
constellations for subchannels with indices 1 to N − 1 are quadrature amplitude modu-
lation (QAM) constellations, whereas for subchannels 0 and N they are pulse amplitude
modulation (PAM) constellations.

The time-domain coefficients of the m-th data block in the output of the IDFT, xm[k],
are calculated as

xm[k] =
1√
2N

2N−1∑
n=0

Xm[n]ej 2π
2N

nk, for k = 0, 1, . . . , 2N − 1, (2.2)

whereXm[n] is the frequency-domain component of subchannel n associated with them-
th data block. The frequency-domain components are the values of the signal constellation
points that are selected depending on the input data values. In practical systems the sub-
channels indexed with 0 and N are usually not used, in which case Xm[0] = Xm[N ] = 0
for all m. Therefore, throughout this work we will use the terms subcarrier and subchan-
nel interchangeably. Under the assumption that Xm[0] = Xm[N ] = 0 for all m, (2.2) can
be written as

xm[k] =
1√
2N

N−1∑
n=1

(
Xm[n]ej 2π

2N
nk +X∗

m[n]e−j 2π
2N

nk
)

=

√
2

N
·R

{
N−1∑
n=1

Xm[n]ej 2π
2N

nk

}
, for k = 0, 1, . . . , 2N − 1,

When we represent the frequency-domain components Xm[n] and time-domain coeffi-
cients xm[k] in vector form,

Xm =
[
Xm[0], Xm[1], . . . , Xm[2N − 1]

]T
,

xm =
[
xm[0], xm[1], . . . , xm[2N − 1]

]T
, (2.3)

(2.3) can be represented as

xm = IDFT (Xm) .

The IDFT can be efficiently calculated with the inverse fast Fourier transform (IFFT) [80,
Chapter 9]. Hereafter, we will not distinguish between xm and Xm, but we call them the
m-th DMT symbol.

The twisted-pair channels do not fulfill the Nyquist criterion [85] for a distortion-free
transmission, because the twisted-pair channels are dispersive. Therefore, successive
transmission of DMT symbols over the channel in the receiver causes ISI and the sub-
carriers will also lose the orthogonality resulting in ICI. Thus, for successive symbol
transmission and a non-ideal impulse response the DMT channel partitioning does not
satisfy the generalized Nyquist criterion [30] necessary for an ISI- and ICI-free transmis-
sion. Techniques for avoiding ISI and ICI are presented in the following subsection.
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2.2.1.2 Guard Interval Insertion

As we mentioned, successive transmission of DMT symbols over a non-ideal channel
causes ISI and ICI, which appear at the output of the DFT in the receiver. To avoid ISI
and ICI a guard interval is inserted between two successive DMT symbols before they are
transmitted over the channel. The serial concatenation of the data included in the DMT
symbol and the redundant data included in the guard interval will be called a transmitted
DMT symbol. Depending on the redundant data that are added in the guard interval,
there are two main strategies: addition of a cyclic prefix (CP) and zero padding (ZP). We
analyze here in more detail the adding of CP, first proposed in [81], at the transmitter as
shown in Figure 2.4, because it is used in all current and perhaps future DMT transmission
systems.

The CP is simply a repetition of the last Lp time-domain coefficients from the DMT
symbol being transmitted at the beginning of the DMT symbol as shown in Figure 2.6.
The length of CP is selected such that: Lp ≥ L − 1, where L is the overall impulse
response between the D/A and A/D blocks in Figure 2.4 counted in sample periods. The
CP causes the transmitted sequence (the transmitted DMT symbol) to appear periodic
to the channel with memory of length Lp, and therefore provides the required condition
for the discrete convolution theorem to hold [81]. Thus, due to the adding of the CP to
the DMT symbol before transmission over the channel, the linear convolutive channel is
converted to a circular one. For this reason addition of a CP provides an ISI- and ICI-free
transmission over dispersive communication channels, such as twisted-pair channels.
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cyclic
prefix

0 2N − 1

DMT-symbol

Transmitted DMT-symbol

x[k]

k−Lp 2N − 1− Lp

FIGURE 2.6: Illustration of adding a cyclic prefix (CP) with length Lp to a
DMT symbol.

The m-th transmitted DMT symbol xCP
m [k] is given by

xCP
m [k] =

{
xm[k + 2N ], for k = −Lp,−Lp + 1, . . . ,−1,

xm[k], for k = 0, 1, . . . , 2N − 1.
(2.4)

Substituting (2.2) into (2.4) and using the 2N -periodicity of the complex functions ej 2π
2N

nk,
the m-th transmitted DMT symbol xCP

m [k] can also be written as

xCP
m [k] =

1√
2N

2N−1∑
n=0

Xm[n]ej 2π
2N

nk, for k = −Lp, . . . ,−1, 0, 1, . . . , 2N − 1, (2.5)

The discrete signal x[k] in the output of serial-to-parallel block is given as a concate-
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nation of all transmitted DMT symbols xCP
m [k]:

x[k] =
∞∑

m=−∞

xCP
m [k −m(2N + Lp)], ∀k.

We can transmit only continuous time-domain signals over a twisted-pair channel.
Therefore, the discrete-time sequence x[k] must be converted into a continuous-time sig-
nal. This transformation is done by means of a D/A converter and a low-pass filter. The
low-pass filter in Figure 2.4 is included in the AFE block. In a practical realization of a
DMT transmission system, the AFE comprises a low-pass analog filter, line drivers, and
a hybrid. For a detailed analysis and the requirements of AFE at the transmitter and at
the receiver in different DMT systems the interested reader is refered to [10, 101] and the
references therein. Hereafter, we assume that D/A and A/D converters are ideal.

Let us denote the common impulse response of both D/A and AFE at the transmitter
by s(t). The continuous-time signal x(t) of the corresponding discrete-time signal x[k]
transmitted over the channel is given by

x(t) =
∞∑

k=−∞

x[k]s(t− kT ),

where T is the time duration between two successive samples at the D/A converter.
The second method that can be used to avoid ISI and ICI is to add zeros after each

DMT symbol, known as zero-padding (ZP) [7, 70]. In this case, instead of removing the
CP at the receiver side as in Figure 2.4, we should perform the DFT on a vector of length
2N + Lp instead of 2N as explained in [94, 68]. To use the FFT algorithm to calculate
the DFT we would actually need to extend the length of the input vector to 4N . However,
it is shown in [7, 70] that it is possible with some simple additional operations to reduce
the size of the vector at the input of the DFT block to 2N . Thus, the CP-based and ZP-
based DMT systems have the same complexity concerning the DFT size in the receiver.
Concerning transmission power ZP has advantages over CP, because in the ZP case no
power is transmitted in the guard interval. However, we will show in Sections 2.2.1.4
and 2.2.2 why for DMT transmission systems (wireline systems) is recommended the
CP extension over the ZP extension. Therefore, in this work we will only analyze DMT
transmission systems that are CP-based. Hereafter, we will always assume that the guard
interval is always longer than the duration of the channel impulse response.

Due to extending the DMT symbols by CP before transmitting them over the transmis-
sion channel, we suffer from a bandwidth-efficiency loss (a loss in bitrate) and also a loss
in the transmit power compared to an ideal virtual system without a CP extension. The
parameter that quantifies this loss is defined as efficiency and is given by

ε =
2N

2N + Lp

. (2.6)

With respect to the bandwidth-efficiency, the efficiency parameter shows how well the
available bandwidth is used for transmitting useful data. With respect to the transmit
power, due to the use of signal constellations with many points and random selection of
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signal points for transmission, it shows how well in the average the transmit power is used
for transmitting useful data. Thus, this decrease in efficiency in the transmission system
due to the CP extension is the price that we have to pay for a simplified receiver structure,
as we will show in the following section.

2.2.1.3 DMT Receiver

Let us denote the impulse response of the channel by c(t). The signal at the input of the
receiver y(t), is given by

y(t) = x(t) ∗ c(t) + u(t),

where the sign ∗ denotes convolution and u(t) is continuous-time noise on the channel.
To simplify the mathematical analysis we use from now on the equivalent discrete-time

channel [85] model. For the level of detail given in Figure 2.4, the equivalent discrete-
time channel comprises: D/A and A/D converters, AFE components at transmitter, AFE
components at the receiver, and the channel, as shown in Figure 2.7.

ReceiverChannel

Channel

c(t)

u(t)Transmitter

AFE AFE
x[k] y[k]

y[k]

u[k]

h[k]
x[k]

D/A

(≡)

A/D

FIGURE 2.7: Equivalent discrete-time channel model.

Let us denote by g(t) the common impulse responses of both AFE and A/D converter
at the receiver. The impulse response of the equivalent discrete-time channel h[k] is given
by

h[k] = h(kT ),

with

h(t) = s(t) ∗ c(t) ∗ g(t),

where T is again the time duration between two successive samples in the D/A and A/D
converters. The received discrete signal y[k] at the input of the serial-to-parallel converter
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at the receiver is given by

y[k] = x[k] ∗ h[k] + u[k] =
L−1∑
l=0

x[l]h[k − l] + u[k],

where L is the length of the impulse response of the equivalent discrete-time channel, and
where u[k] is discrete-time noise, which is the sampled version of the continuous-time
noise u(t) after it has been passed through the AFE of the receiver.

We assume that the length of the impulse response of the equivalent discrete channel is
shorter than or equal to the length of the CP plus one; thus, L ≤ Lp + 1, where Lp is the
length of the cyclic prefix. For the cases when this criterion is not satisfied a time-domain
equalizer can be used to reduce the impulse response of the discrete channel toL ≤ Lp+1.
For the analysis of design methods for time-domain equalizers for DMT transmission
systems and the performance of different time-domain equalizers the interested reader is
refered to [44].

The received sequence y[k] is blocked prior to decoding into blocks of length 2N +Lp.
Under the assumption that L ≤ Lp+1, there is no ISI and no ICI. After discarding the first
Lp samples, the m-th received DMT symbol ym =

[
ym[0], ym[1], . . . , ym[2N − 1]

]T de-
pends only on the m-th transmitted DMT symbol xm. Both the transmitted DMT symbol
xm and the impulse response of the equivalent discrete channel have a finite length. On
the other hand, we want the frequency-domain components for any transmitted symbol
to fulfill the criterion Y [n] = H[n]X[n] as in the case of an ideal transmission channel,
where H[n] is the discrete Fourier transform (DFT) of h[k]. This is achieved by the cir-
cular convolution operation as explained in [80, pp 524]. Now, the received time-domain
coefficients of the m-th block are calculated as

ym[k] = xm[k] ~ h[k]

=
2N−1∑
l=0

xm[l]h
[
((k − l))2N

]
, for k = 0, 1, . . . , 2N − 1,

where ~ denotes the circular convolution operation and ((k−l))2N denotes (k−l) modulo
2N . The h[k] values for k > L are zero. The m-th received DMT symbol is usually
written as

ym = Hxm,

where xm is the same vector as defined in (2.3) and H is a 2N × 2N circulant matrix [30]
given as

H =


h[0] 0 . . . 0 h[Lp] h[Lp − 1] . . . h[1]
h[1] h[0] . . . 0 0 h[Lp] . . . h[2]

...
...

...
...

...
...

...
0 0 . . . h[Lp] h[Lp − 1] h[Lp − 2] . . . h[0]

 .
The 2N time-domain coefficients of ym are provided to the input of the DFT block in
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Figure 2.4. The output of the DFT block contains the received frequency-domain compo-
nents Ym[n], which are calculated as

Ym[n] =
1√
2N

2N−1∑
k=0

ym[k]e−j 2π
2N

kn, for n = 0, 1, . . . , 2N − 1,

or more compactly as

Ym = DFT(ym).

Like the IDFT, the DFT can be efficiently calculated with the fast Fourier transform (FFT)
[80, Chapter 9].

The received frequency-domain components Ym[n] are then normalized independently
for each subcarrier (see Figure 2.4) to compensate for the channel frequency response by

Ỹm[n] =
Ym[n]

H[n]
, for n = 0, 1, . . . , N,

where H[n] is the transfer function (a complex value) of the equivalent discrete-time
channel of the n-th subcarrier that is calculated at the subcarrier frequency. This nor-
malization process in MCM is usually called a frequency-domain equalizer (FEQ). The
FEQ performs gain and phase adjustments before the data are sent to the decision device2.
Since the transfer function of the channel on a particular subcarrier can be time-variant,
the gain and phase adjustments in DMT systems are usually performed adaptively. To es-
timate the gain and phase adjustments zero-forcing (ZF) algorithm is usually used. After
the decision process in Figure 2.4 the data are converted to a serial data stream and sent
to the output of the DMT receiver. DSL systems are designed to achieve a bit-error rate
(BER) of 10−7. However, in practice DMT systems works with a lower BER due to the
assumption of a 6 dB noise margin (see Chapter 3). Therefore, we can assume with high
probability that Ỹm[n] = Xm[n].

2.2.1.4 DMT Receiver Synchronization

Up to now, we have assumed that the synchronization between the transmitter and the
receiver is perfect. In this section, we describe the methods that can be used to achieve
synchronization at the DMT receiver (the DMT receiver is synchronized with the DMT
transmitter). During the analysis we will always assume that the length of the CP is greater
or equal than the impulse response duration of the equivalent discrete channel minus one;
thus, Lp ≥ L − 1. Otherwise, no matter how well synchronization is performed, as
we have explained, there will be ISI and ICI and therefore, the receiver suffers some
performance degradation. Since there is no frequency shift in the twisted-pair channel
[10], the recovery of the sampling clock is equivalent to the recovery of the subcarrier
frequencies.

2All “modern” DSL transmission systems use some form of channel coding. For the sake of simplicity we
have not shown this in Figure 2.4, because we will include the gain achieved by channel coding schemes
in our analysis by using the signal-to-noise ratio gap (SNR gap) concept as explained in Chapter 4.
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In DMT transmission systems two types of synchronization can be distinguished: sam-
ple synchronization and symbol synchronization [82]. Sample synchronization guaran-
tees frequency alignment of the D/A sampling clock at the transmitter with the A/D
sampling clock at the receiver. Symbol synchronization guarantees detection of the cor-
rect DMT symbol boundaries from the received signal and determines which 2N samples
should be forwarded to the DFT block.

The initial synchronization between transmitter and receiver is performed during the
initialization phase, which is called acquisition [93]. Usually the sampling clocks in the
DSL system are generated locally by a crystal oscillator, so any DMT system uses a
mechanism to correct continuously for a possible sampling clock offset. The process by
which the receiver maintains the correct sampling frequency is called tracking [93].

Conceptually, based on the data used to perform synchronization at the receiver, syn-
chronizers can be divided into two groups. In the first group redundant data are trans-
mitted over the channel for the aim of synchronization in the form of a pilot signal at
a known subcarrier. This form of synchronization is used in ADSL [5, 58] transmission
systems and is an optional choice for VDSL [3, 40]. The second form of synchroniza-
tion operates on the redundant data in the received bearing signal that are included in
the cyclic prefix [112]. However, it is worth mentioning that a method has also been pro-
posed for synchronization [93], in which known DMT symbols are transmitted repeatedly
during the modem initialization phase for synchronization purposes. During the modem
operation phase the synchronization is maintained based on the decoded bearing data.

The performance of DMT transmission systems is very sensitive to the sampling clock
offset. The sampling clock offset is compensated only at the remote side (customer
premises modem) since the same recovered clock is used for both detection of down-
stream data and modulation of the upstream data, thereby not requiring any pilots in the
upstream direction. This process is known as loop timing [100]. The effects of a sampling
clock frequency offset are twofold [82, 84]: the useful signal symbol is rotated and atten-
uated; and it gives rise to ICI. To correct the sampling frequency offset in the continuous
time domain it is possible to use a voltage-controlled crystal oscillator (VCXO) [30] as
part of a phase locked loop (PLL) [30]. However, in DMT systems it is more common to
perform the correction digitally for simplicity of implementation. Pollet et al. [82] have
shown that the correction can be performed in the discrete-time domain, in the frequency
domain, or in the hybrid time/frequency domain. The hybrid time/frequency domain
method is considered by Pollet et al. [82] as the most suitable for DMT systems. The
same authors study the performance of the hybrid time domain/frequency domain method
in [83]. Hereafter, we will no longer consider the sampling clock offset, but we will
assume that it is recovered perfectly by one of the methods mentioned in this paragraph.

Even if the sampling clock is recovered accurately, because DMT systems process data
in blocks, the right samples (DMT symbol) should be selected to be forwarded to the
DFT block. A correct alignment of the received DMT symbols with the DFT window is
crucial for the performance of a DMT transmission system. As Figure 2.8 shows, we can
distinguish four cases. In the first case, there is a perfect alignment of the DFT window
with the received DMT symbol. In this case, we only remove the CP and the remaining
2N samples are forwarded to the DFT block. In the second case, we assume that the DFT
window is misaligned by a time shift in sample periods to the left but with no more than
T∆ = Lp − L + 1 samples, where Lp is the length of the CP and L is the length of the
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FIGURE 2.8: Illustration of possible alignments of the DFT window within
the received DMT symbols.

impulse response of the equivalent discrete-time channel. Note that we have assumed in
the introduction of this section that Lp ≥ L− 1. In this case, due to the CP extension it is
still possible to decode the DMT symbol correctly, because the last 2N samples forwarded
to the DFT block are valid samples, but are merely shifted cyclicly by T∆ samples. This
shifting can be corrected by cyclicly shifting in the time domain or equivalently by phase
rotation in the frequency domain. In practice this correction is usually performed in the
frequency domain while performing equalization. This is one of the advantages of the
CP extension over the ZP extension. In the third and fourth cases, the DMT symbols are
unrecoverable, because after removing the initial CP samples, the 2N samples forwarded
to DFT comprise samples from two DMT symbols.

To achieve DMT symbol alignment different symbol synchronization algorithms have
been proposed. The most straightforward way to find the boundary of a DMT symbol is
to exploit the redundant data in the cyclic prefix [56,112,113]. In this method the starting
position of the DMT symbol is found by performing a continuous cross-correlation at the
output of the A/D converter between the conjugate sampled signal and the sampled signal
delayed by 2N samples. The maximum of the cross-correlation indicates the symbol
boundaries.

2.2.2 Digital Duplexing Technique for DMT systems

DSL transmission systems usually use the same twisted pair for transmitting data simulta-
neously in the downstream and upstream transmission directions, which is usually called
bi-directional transmission. To separate the downstream and upstream signals, both the
European Telecommunication Standards Institute, ETSI, and the American National Stan-
dards Institute, ANSI, very high speed DSL (VDSL) standards use frequency division du-
plexing (FDD). Practically, we can use an echo canceler to cancel the so-called near echo
signal, which is an undesired signal that leaks through the hybrid circuit in the received
path from the transmit path. However, in general the performance loss by using FDD is
negligible3, especially when we see the complexity of an FDD system compared to the
complexity of an EC system. The definition of self-NEXT is given in Section 2.4.2

We have shown in Section 2.2.1.2 that in DMT transmission systems the orthogonality
between the subcarriers used in the same transmission direction is maintained by inserting

3Strictly speaking, some performance improvement of the echo cancelled transmission scheme over the
FDD transmission scheme can be obtained if in DMT-based systems the subcarriers with a moderate
self-NEXT noise are used for both transmission directions simultaneously.
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a guard interval, usually a CP, between two successive DMT symbols. However, if the
orthogonality between the downstream and upstream subcarriers in the FDD transmission
schemes is not maintained, the near echo is not orthogonal to the desired received sig-
nal. The near echo is especially high in the subcarriers that are located near the edges
that separate downstream and upstream transmission bands. Furthermore, concerning the
multi-user case there is also self-NEXT noise. To remove (or at least to reduce to a negli-
gible level) the near echo signal and self-NEXT noise we can deploy a band-pass filter for
each subband and insert a frequency guard band between the downstream and upstream
bands as in ADSL [58]. However, this would increase the implementation complexity in
multi-band systems like VDSL [3,40] or in transmission systems in which the subcarriers
are assigned adaptively to the downstream or the upstream to better serve the needs of all
users.

Sjöberg et al. [98] have introduced a method to perform FDD for DMT systems en-
tirely in the digital domain, which allows downstream and upstream transmission without
a guard band between the downstream and upstream transmission bands. The authors
called this digital duplexing technique “Zipper”. In Zipper, the orthogonality between the
subcarriers assigned in the downstream and upstream directions is maintained by adding
a cyclic suffix (CS) in addition to the CP before the DMT symbol is transmitted over the
channel as shown in Figure 2.9. The sum of CP and CS is called the cyclic extension (CE).
With Zipper-DMT any subcarrier can be allocated arbitrarily to either the downstream or
the upstream direction. However, Zipper-DMT does not tell us how they should be allo-
cated. The subcarrier allocation that optimizes the performance of all DMT systems is a
very complex optimization problem, which we will analyze in detail in Chapters 4 and 6.
Here, we will only graphically justify how the orthogonality between the downstream and
upstream subcarriers is maintained on a single line. An analysis of Zipper-DMT when
deployed in a multi-line environment is given in Section 2.2.2.1.
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FIGURE 2.9: Illustration of adding a cyclic prefix and cyclic suffix of lengths
Lp and Ls, respectively.

The DMT signal at the receiver consists of the desired received signal (the one in
which we are interested in) and the signal that is transmitted in the opposite direction
(as near echo signal). Therefore, in the Zipper-DMT duplexing scheme, the transmission
of DMT symbols must be coordinated at both sides and both sides must work synchro-
nously (to maintain the orthogonality between the subcarriers assigned to downstream
and upstream). This is achieved by the so-called timing advance [30] technique, which
ensures that the signal contribution of downstream and upstream is kept within a single
DMT symbol. To achieve this goal, the length of the CS should be greater than or equal
to the delay TD (counted in sample periods) the equivalent discrete-time channel induces
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in the transmitted signal. When this criterion is fulfilled the near echo signal is orthogonal
to the desired received signal. Figure 2.10 illustrates the case when TD = Ls and when
the length of the CS is greater than the length of the CP. It shows that the transmitters at
both sides simultaneously start transmitting a new DMT symbol.
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FIGURE 2.10: Illustration of how timing advance in Zipper-DMT systems
achieves orthogonality between the subcarriers used in the downstream and
upstream transmission directions.

The efficiency of Zipper-DMT systems is calculated similarly to the efficiency of DMT
systems given by (2.6), except that the Lp is replaced with Le, where Lp and Le denote
the length of the CP and the CE, respectively.

2.2.2.1 Digital Duplexing in Multi-Line Environments

We have shown that to maintain orthogonality between the subcarriers used in the down-
stream and upstream transmission directions, the transmitters at both sides must work syn-
chronously. In a multi-line environment a receiver is not only receiving its intended signal
and the near echo signal, but also the crosstalk signals from the other systems deployed in
the neighboring lines. The near echo signal, self-NEXT, and self-FEXT are orthogonal to
the desired received signal in the FDD transmission systems that use Zipper-DMT if the
following two criteria are fulfilled:

1. The subcarrier allocations assigned in the downstream and upstream transmission
directions for all users deployed in the same cable (cable bundle) are the same.

2. Orthogonality is maintained not only among the subcarriers on one line but also
among the subcarriers on all lines by means of the timing advance technique.

To achieve these two conditions, all DMT systems deployed in a cable bundle have to be
synchronized in both time and frequency [98]. Thus, all transmission systems must use the
same sampling clock. Furthermore, the 2N samples forwarded to the DFT block of each
user needs to comprise samples not only from a single DMT symbol of its own signals
(both near echo signal and desired received signal), but also from a single DMT symbol of
all crosstalk signals. An algorithm that synchronizes DMT systems autonomously when
they are deployed only from the CO is proposed in [74].

One question that arises about Zipper-DMT, when it is deployed in a multi-line envi-
ronment, is how to select the length of the CE (the length of CP and CS). The answer to
this question is that the length of the CP should be selected as Lp ≥ L− 1, where now L
is the longest impulse response of the equivalent discrete-time channel of any line in the
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cable bundle. On the other hand, the length of CS should be selected as Ls ≥ TD, where
TD is the longest delay in sample periods of any signal (either desired or crosstalk) in the
cable bundle.

The selection of the length of the CP is obvious for any network scenario as we estimate
(calculate) the impulse response of all lines independently. Therefore, we select the length
of the CP to fulfill the above-mentioned criterion Lp ≥ L − 1. In the systems that use a
time-domain equalizer the length of the CP can be selected to be shorter.

The selection of the length of the CS is more tricky. Therefore, we illustrate the se-
lection of the length of the CS for two network scenarios, each with two users, as shown
in Figure 2.11. For the network scenario in Figure 2.11a, the length of the CS is deter-
mined either by the delay of the desired signal on line 2 denoted by TD2, or the delay of
the crosstalk signal denoted by TDXT, as it is the largest delay of all possible signal paths.
The highest value of either TD2 or TDXT determines the length of the CS. For the network
scenario in Figure 2.11b, the length of the CS is determined by the delay of the crosstalk
signal denoted by TDXT, because this is the largest delay of all possible signal paths.

a) b)

CO

Cabinet

CO

CPECPE
TR1

TR2 TR2

TR1 TR1 TR1

TR2 TR2

TD1

TD2

TDXT

TD2

TDXT

FIGURE 2.11: Illustration of the selection of the cyclic suffix length in
Zipper-DMT systems; CO is the central office, CPE is the customer premises
equipment, and TR denotes transceivers. a) for a network scenario with only
one CO, b) for a network scenario with a CO and a Cabinet.

2.3 Comparison of DMT and Single-Carrier
Modulation

We described DMT modulation in detail in the previous section. Two proposed single-
carrier modulation (SCM) schemes for VDSL transmission are quadrature amplitude
modulation (QAM) and carrierless amplitude/phase (CAP) modulation. Both QAM and
CAP theoretically show the same performance, but for a given complexity of implemen-
tation, CAP usually performs slightly better than QAM [18]. However, since our aim here
is not to analyze the performance of CAP and QAM we will assume that they show the
same performance, and henceforth we will refer to them both as SCM. Note that SCM
in this section does not mean that there is only one carrier frequency for a transmission
direction, but merely as a generic name to distinguish it from MCM. This is because, for
example, in standardized VDSL SCM-based systems up to two carriers can be used for
each transmission direction. A simplified scheme of QAM-based SCM transmitter and
receiver structures for a single frequency band is shown in Figure 2.12.
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FIGURE 2.12: Simplified schematic of transmitter and receiver of QAM-
based SCM transmission systems. The schematic shows only the circuit
blocks for one transmission band. For the transmission systems that use more
bands as for instance VDSL SCM-based systems the input of each transmis-
sion band is modulated separately. The signal to transmit over the twisted-pair
channel is then generated by adding the output signals of band-pass filters.

From a theoretical point of view it is shown in [25, 26] that SCM and DMT systems
have the same performance when the following two conditions are fulfilled [101]:

1. Each continuous set of adjacent used bands in the DMT system can be replaced by
a single band in the SCM system whose symbol rate is equal to the width of the set
of used adjacent DMT bands and whose carrier/center frequency is exactly in the
middle.

2. The average number of bits/Hz must be the same in the two systems in each used
band.

Thus, the relative advantages and disadvantages of SCM and DMT transmission systems
depend only on practical realization aspects.

We have shown in Section 2.2.2 that in the case of DMT it is possible to perform
the duplexing process entirely in the digital domain. The price that we have to pay for
this, as we showed in Section 2.2.1.2 and Section 2.2.2, is the loss in transmit power
and bandwidth-efficiency due to the addition of CP and CS. In the case of a standardized
VDSL DMT-based modem this loss is 7.8 %. However, it can be smaller or larger when
the length of the CE is selected to match a particular network scenario. The increase or
decrease of CE length does not increase the complexity of the DMT system. This is a very
nice property of DMT systems. In the case of SCM systems, we see in Figure 2.12 that we
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need an analog band-pass filter for each transmission band. To reduce the complexity in
the analog filter design the transmission bands must be placed sufficiently apart from each
other. In the case of VDSL SCM-based systems we have a bandwidth loss on average of
approximately 25% [29], depending on how many bands are used for transmission. Thus,
DMT modulation has benefits over SCM concerning spectrum utilization.

DMT modulation is very immune to noise and has the ability to be adapted perfectly
to the channel conditions. In the case of impulse noise, DMT will spread the energy
of the impulse over many subcarriers due to the DFT operation in the receiver, thereby
reducing the loss in performance, whereas in SCM it may cause errors at impulse am-
plitudes. Adding transmitter and receiver windowing in DMT modulation makes DMT
systems very robust against narrowband interference like radio frequency interference
(RFI). Thus, the narrowband interference will only affect some subcarriers, which can be
ignored and not used for data transmission. It is known that SCM systems are inherently
less susceptible to narrowband interference [92]. However, the performance of transmis-
sion systems depends on the average SNR and, due to narrowband interference, there is
performance loss in SCM systems compared to DMT systems. DMT modulation is very
robust in adapting to the channel transmission characteristics. For instance, in lines that
have bridged taps, DMT modulation will ignore the subcarriers that are severely attenu-
ated by the notches in the channel transfer function produced by the bridged taps. The
notches in the SCM case affect the entire band and to compensate for them a very complex
decision feed-back equalizer (DFE) [100] scheme is required.

Concerning deployment of DMT and SCM in multi-line environments, DMT has also a
tremendous advantage over SCM. First, DMT allows a flexible shaping of transmit PSD4

and independent PSD levels on each subcarrier. Therefore, any optimized spectrum allo-
cation can be implemented in practice without increasing the implementation complexity.
Furthermore, as we mentioned in Section 2.2.2, any band plan can be selected without
any increase in complexity. The band plan shows the allocation of the bandwidth in the
downstream and upstream transmission directions. Thus, the band plan can be optimized
per cable bundle, resulting in an adaptation of downstream and upstream subcarrier allo-
cations to better fulfill the requirements of all users in any network scenario. In the case
of SCM the band plan must be held fixed, because changing band plans requires changes
in the hardware, such as changes in the band-pass filters shown in Figure 2.12.

DMT systems have some disadvantages compared to SCM systems. First, DMT sys-
tems (also all MCM systems) have a high peak-to-average ratio (PAR) [10]. A high PAR
requires a wide dynamic range of all components, both digital and analog. However,
different methods have been proposed to reduce the PAR of MCM systems; see for ex-
ample [52] and the references therein. Second, DMT systems have a longer transmission
latency compared to SCM systems due to the block processing. A long transmission la-
tency can be very annoying for instance in voice applications or online gaming. The long
transmission latency can be reduced by decreasing the number of subcarriers, but this will
also reduce the efficiency and the performance of DMT transmission systems.

4The PSD specifies the signal power allocation versus frequency.
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2.4 Noise

Noise in a subscriber line DSL transmission system arises from internal and external
noise sources. The internal noise sources are the thermal noise of the twisted pair and the
noise generated inside the modem itself. The internal noise in DSL systems is usually
called background noise. The external noise arises due to imperfect balancing, or more
accurately, due to the imperfect and insufficient twisting of the twisted-pair wires within
the cable. The balance in the twisted-pair channel is best in the POTS band and it worsens
at higher frequencies. Noise due to imperfect balancing can be crosstalk noise, radio
interference, and impulse noise.

2.4.1 Background Noise

The PSD of background noise due to the thermal noise on copper, which is generated by
Brownian motion of the electrons in the cooper, is approximately −174 dBm/Hz [17] at
room temperature. The level of noise generated in the modem itself depends mainly on
the noise generated in the AFE of the modem. A well designed AFE can achieve a PSD
noise floor level between −155 and −160 dBm/Hz [101]. The background noise, which
includes not only thermal noise on copper and AFE noise but also the noise from all other
unknown sources has been shown to be frequency dependent [120]. Measurements per-
formed in a central office and presented in [120] show that the background noise increases
with frequency. However, the measurements made by Bellcore5 in a residential area show
that this is not always the case: the background noise can also decrease with frequency.

The probability density of the background noise is very close to, but not exactly,
Gaussian [17]. However, for DSL system design purposes it is widely accepted to use
a frequency flat background noise level of −140 dBm/Hz with a Gaussian probability
density.

2.4.2 Crosstalk Noise

The major impairment in all DSL systems is the crosstalk noise, otherwise known simply
as crosstalk. Crosstalk is the signal that is induced into a twisted pair from the signals
that are travelling in other twisted pairs of the same cable or cable bundle. Crosstalk is
caused by the inductive and capacitive couplings between the twisted pairs. Twisted pairs
are not shielded and in most cables neither are the binders within the cables; thus, it is
only twisting that prevents twisted pairs from disturbing each other as first introduced by
Alexander G. Bell [8] in 1881.

The two common forms of crosstalk are near-end crosstalk (NEXT) and far-end
crosstalk (FEXT). To illustrate NEXT and FEXT signals conceptually, we use a generic
cable with only two twisted pairs of the same length, as shown in Figure 2.13. Further-
more, we assume that victim (disturbed) modems are deployed in the first twisted pair
denoted as Loop 1 and disturber modems are deployed in the second twisted pair denoted
as Loop 2. NEXT is the signal coupled from Loop 2 into Loop 1 and travelling in the
opposite direction to the desired signal. FEXT is the signal coupled from Loop 2 into

5These measurements are also presented in [17].
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FIGURE 2.13: Illustration of NEXT and FEXT crosstalk signals.

Loop 1 and travelling in the same direction as the desired signal. Both NEXT and FEXT
signals are illustrated graphically in Figure 2.13. Depending on the signals that cause the
crosstalk, it can be self-crosstalk or alien-crosstalk. In the case of self-crosstalk the victim
modem and disturber modems are of the same type and use the same line codes. In the
case of alien-crosstalk the victim modem and disturber modems are of different type and
use different line-codes.

The crosstalk signal from one twisted pair to another twisted pair is characterized by a
transfer function that depends on frequency. Let us denote the squared magnitude of the
channel transfer function from Loop v to u by

Huv(f) = |Huv(f)|2 . (2.7)

Huv(f) represents the direct channel when v = u and either FEXT or NEXT when v 6= u.
If the disturber signal in Loop v has a PSD Pv,Dist(f), then the PSD of the crosstalk signal
in Loop u, Pu,XT(f), is calculated as

Pu,XT(f) = Huv(f)Pv,Dist(f). (2.8)

Equation (2.8) can be used to calculate the PSD of the crosstalk signal when the victim
and disturber modems are deployed in loops with the same lengths. In Section 2.4.2.3 we
describe how to calculate the PSD of the crosstalk signal when the loops have different
lengths.

The crosstalk coupling between twisted pairs in a cable is random in nature. It depends
on the structure of the cable and is also different between different twisted pairs within a
cable. To model crosstalk coupling the statistical coupling characteristics of several ca-
bles are investigated. Currently, the 99% worst-case crosstalk coupling levels are used by
the standardization bodies to define the performance requirements for DSL systems and
by service providers to predict the coverage and achievable bitrates. Note that some au-
thors call the 99% worst-case crosstalk coupling as the 1% worst-case crosstalk coupling.
The 99% worst-case crosstalk coupling means that on average only 1% of all tested ca-
bles should have worse crosstalk coupling than the 99% worst-case coupling level at any
frequency.

Within the standardization bodies, various models have been developed to represent the
99% worst-case crosstalk models and these models are always adopted according to recent



2.4 Noise 29

studies. However, there have also been complementary studies showing that the models
are either too conservative [111] or too liberal. In this section we describe the crosstalk
coupling models that are currently used by the ETSI6, because we will apply these models
in simulations in the following chapters. In addition to the crosstalk coupling models we
show how to combine the noise from the disturbers of the same type and different types.

2.4.2.1 ETSI NEXT Model

The 99% worst-case NEXT coupling is defined [40] as

Huv,NEXT(f) = 10
KNEXT

10 ·
(

f

1 MHz

)1.5

·
(
1−

(
Huu(f, l)

)2)
, (2.9)

where f denotes the frequency in Hz; l denotes the NEXT coupling length in km; Huu

denotes the squared magnitude of the channel transfer function of length l (in the model it
is assumed that all twisted pairs within the cable have identical transfer functions), KNEXT

is the empirically-determined value of NEXT coupling in dB at 1 MHz, and is typically
−50 dB [39, 40].
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FIGURE 2.14: Some measured NEXT pair-to-pair couplings of a 50-
pair cable with 0.4 mm conductors of length 762 m (vendor identification
F02YHJA2Y 50x2x0.4). In addition we also show the 99% worst-case ETSI
model.

In (2.9), it is shown that NEXT couplings depend on the coupling length, which is
included explicitly in the channel transfer function of the victim loop. To be exact, we

6The major difference between the ANSI and ETSI crosstalk models is that in ANSI the crosstalk models
depend on the number of twisted pairs within the cable, whereas for ETSI they do not.
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should represent the equal-level NEXT coupling values as in the case of FEXT, as we will
describe it in Section 2.4.2.2. It is shown in [111] that we can assume the measurements
to be accurate when we neglect the loop length coupling dependence for the case when
the cable length is longer than approximately 300 m. Without loss of generality, we also
use the same assumption here in presenting the NEXT coupling measurements of a cable
of length 762 m. Figure 2.14 shows some measured NEXT pair-to-pair couplings of a 50-
pair cable that has 0.4 mm conductors of length 762 m (vendor identification F02YHJA2Y
50x2x0.4) as well as the 99% worst-case ETSI model.

2.4.2.2 ETSI FEXT Model

The 99% worst-case FEXT coupling is defined [40] as

Huv,FEXT(f) = 10
KFEXT

10 ·
(

f

1 MHz

)2

· l · Huu(f, l), (2.10)

where f denotes the frequency in Hz; l denotes the FEXT coupling length in kilometers;
Huu(f, l) denotes the squared magnitude of the channel transfer function of length l (in
the model it is assumed that all twisted pairs within the cable have identical transfer
functions); KFEXT is the empirical value of the FEXT coupling in dB at 1 MHz, and is
typically −45 dB [39, 40].
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FIGURE 2.15: Some measured equal-level FEXT (EL-FEXT) couplings of a
50-pair cable with 0.4 mm conductors. In addition, the 99% worst-case ETSI
EL-FEXT model is also shown. The measured values and the ETSI model are
normalized to 1 km.

In practice, FEXT measurements are rarely reported, because they depend on coupling
lengths and the channel transfer function of the loop. Usually, the loop properties of
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the cable are removed from measurements, leading to the so-called equal-level FEXT (
EL-FEXT). EL-FEXT is defined as:

HEL-FEXT(f) = Huv,FEXT︸ ︷︷ ︸
measured

·1 km

l
· 1

Huu(f, l)
.

Figure 2.15 shows some calculated EL-FEXT pair-to-pair couplings from the measured
values of 50-pair cable with 0.4 mm conductors of length 762 m (vendor identification
F02YHJA2Y 50x2x0.4) as well as 99% worst-case ETSI and ANSI EL-FEXT models.

2.4.2.3 Crosstalk Calculation in Distributed Networks

We can use (2.8) to calculate the crosstalk noise when the disturber and the victim
modems are deployed in the loops with the same length. However, the loops usually
have different lengths as customers are at different distances from the CO. In addition,
there are situations where DSL systems are deployed simultaneously from the CO and
the cabinet as illustrated in Figure 2.16. In these cases, we have to take into account pre-
attenuation of the signal and post-attenuation of the crosstalk. To simplify explanation,
we analyze only the case with two loops, as shown in Figure 2.16, and when the loops
have equal attenuation per unit length.

Disturber
Modem

Disturber
Modem

Modem Modem

CO

 NEXT  NEXT

l l l1 2 3

FEXT VictimVictim

Cab

CPE

 Loop 1

Loop 2

FIGURE 2.16: Illustration of NEXT and FEXT in distributed networks.

The NEXT noise induced into the victim modem located at the cabinet is calculated as
the pre-attenuation of the signal, as

P2,NEXT(f) = P1,Dist(f) · H11(f, l1) · H21,NEXT(f),

whereH11(f, l1) denotes the squared magnitude of the channel transfer function of Loop 1
for the segment l1.

The FEXT noise into the victim system located at the customer premises equipment is
calculated first as the pre-attenuation of the signal and then as the post-attenuation of the
FEXT noise, as

P2,FEXT(f) = P1,Dist(f) · H11(f, l1) · H21,FEXT(f, l2) · H22(f, l3),

whereH11(f, l1) denotes the squared magnitude of the channel transfer function of Loop 1
for the segment l1, H21,FEXT(f, l2) denotes the squared magnitude of the FEXT coupling
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in the segment l2, and H22(f, l3) denotes the squared magnitude of the channel transfer
function of Loop 2 for the segment l3. For more detailed analysis and crosstalk noise
calculation in distributed networks the interested reader may consult [76].

2.4.2.4 Crosstalk Noise Combination

We show in this section how to calculate the crosstalk noise from multiple disturbers
of the same type and of different types. For the sake of simplicity, we only describe
the case when all loops have the same length. The extension to distributed networks is
straightforward by using the models described in Section 2.4.2.3. Using (2.8) and the
above models for NEXT and FEXT couplings we can calculate the crosstalk noise of a
single disturber. The calculated noise is likely to be exceeded by 1% or less. When there
are many disturbers, we can further calculate the crosstalk noise on a loop by measuring
the crosstalk couplings and summing the crosstalk noise powers of the disturbers one
by one. However, for the purpose of predicting the performance (either the reach or
supported bitrates), the above described crosstalk models are currently used. In this case,
by summing the crosstalk noise of the disturbers one by one we get a very pessimistic
performance, because we assume that all disturbers are deployed to the twisted pair that
has a 99% worst-case coupling.

To model the crosstalk noise, either NEXT or FEXT, from η disturbers of the same
type, PXT,η(f), it has be found empirically [47] that it can be calculated as the crosstalk
noise of a single user multiplied by η0.6 as

PXT,η(f) = η0.6 · HXT(f) · PDist(f), (2.11)

where HXT(f) is one of the models in (2.9) or (2.10). As we are dealing with worst-
case scenarios, the assumption here is that the first disturber is deployed in the loop with
the strongest crosstalk coupling, then the second disturber in the loop with the second
strongest coupling, and so on. Thus, the crosstalk noise strength does not increase linearly
with the number of disturbers, but with the number of disturbers to the power of 0.6. With
this model, the NEXT and FEXT noise are calculated independently and the crosstalk
noise is then simply calculated by summing them.

When modelling more complex DSL network scenarios, we also need to be able to
combine noise contributions from many different signal types. It has been found that
simply adding the crosstalk noise for different types of disturbers becomes too pessimistic
as it assumes that all ηt different disturbers of type t simultaneously use the first t worst
disturbing pairs. The operators within the Full Service Access Network (FSAN) group
have proposed a crosstalk combination method [47] that is now widely accepted as a better
way to combine crosstalk noise from different sources and is given by

PXT(f) =

(∑
t

(
PXT,ηt(f)

) 1
0.6

)0.6

, (2.12)

where PXT,ηt(f) is crosstalk (NEXT or FEXT) noise of type t of ηt disturbers and is
calculated as in (2.11). This formula has a nice property that it reduces to (2.11) when
we calculate the crosstalk noise from only one type of disturbers. We clarify this with an
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example. We suppose that η1 disturbers have PSD, PDist,1(f), and η2 disturbers have PSD,
PDist,2(f). With (2.12) and (2.11) we have,

PXT(f) =

{[
η0.6

1 · HXT(f) · PDist,1(f)
] 1

0.6 +
[
η0.6

2 · HXT(f) · PDist,2(f)
] 1

0.6

}0.6

. (2.13)

Let us suppose that PDist,1(f) = PDist,2(f) = PDist(f). From this assumption and some
simple algebra, (2.13) simplifies to

PXT(f) = (η1 + η2)
0.6HXT(f) · PDist(f),

which is just (2.11) with η1 + η2 disturbers.

2.4.3 Radio Noise

DSL signals are transmitted and received in differential mode (DM) (the voltage between
the two wires in a twisted-pair loop), but due to the imperfect balancing there is a con-
version of the DM signal to the common-mode (CM) signal (voltages with respect to
ground earth) and vice versa. Due to this DM-to-CM and CM-to-DM conversation, the
unshielded twisted pair works as an antenna; thus, it radiates and picks up radio-frequency
(RF) signals. The radiated RF signal from the twisted pair is known as RF egress and the
received RF signal is known as RF ingress. Well-balanced twisted-pair loops reduce the
RF egress and RF ingress [101]. We now briefly describe RF ingress, which we refer to
as RF interference (RFI) noise.

There are two main sources of RFI noise that DSL receivers have to cope with: AM
radio and amateur (known as HAM) radio interference noise. Practically all DSL sys-
tems have to cope with AM radio interference noise as AM radio transmitters transmit at
frequencies from 148.5 kHz up to 1606.5 kHz (long wave (LW) and medium wave (MW)
bands). Although AM radio transmitters can transmit with high power up to 2000 kW
in the LW band and up to 600 kW in the MW band in Europe and up to 50 kW in the
MW band in the USA, they are not as harmful as HAM transmitters. This is because
AM radio transmitters are usually located far away from DSL receivers. Furthermore,
the twisted-pair lines are better balanced in the frequency range of AM signals than at
high frequencies where HAM transmitters operate. The level of signals coupled in a sub-
scriber line depends on the distance to the AM radio transmitter, but typical values of
the power coupled in the DM into the input of the receiver are from −90 dBm/Hz to
−120 dBm/Hz [34].

There is no unique worldwide HAM frequency band plan, but three HAM frequency
band plans are defined for three regions. In Region 2, which includes all European coun-
tries, in the frequency range from 1.81 MHz to 29.7 MHz nine HAM bands are allocated,
which occupy the frequencies listed in Table 2.2. Thus, HAM radio noise will only affect
ADSL2+ [60], VDSL [3,40], and VDSL2 systems. Although, HAM radios only transmit
with power up to 400 W in Europe and up to 1 kW in the USA, they are more harmful than
AM radio. This is because HAM transmitters can be located just a few meters from in-
house wiring where the balance can be very poor and where untwisted-pair cables are also
sometimes used. A HAM transmitter operating at a distance of 10 m from the subscriber
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TABLE 2.2: Amateur radio (HAM) frequency bands
for Region 2, which incudes all European countries.

Start Frequency (MHz) Stop Frequency (MHz)
1.810 2.000
3.500 3.800
7.000 7.100

10.100 10.150
14.000 14.350
18.068 18.168
21.000 21.450
24.890 24.990
28.000 29.790

loop can induce a power of −34 dBm/Hz in DM into the input of the receiver [100].
Furthermore, HAM radio transmits with single sideband suppressed carrier, which means
that the RF signal is only radiated when transmitting voice and for all other periods the
HAM transmitter is quiet with little or no RF power radiated. Therefore, the HAM RFI
noise is not predictable in advance, and thus developing an RFI cancellation scheme is
rather challenging. Within this work, we will not analyze RFI ingress and RFI egress any
further. For a detailed analysis and description of techniques for cancelling RFI noise the
interested reader can refer to [73].

2.4.4 Impulse Noise
Impulse noise is nonstationary noise from temporary electromagnetic events that is cou-
pled into a twisted-pair loop. For example, sources of impulse noise include the ringing
of phones on lines sharing the same cable binder, switching devices in the CO, various
electrical devices at the customer premises, and atmospheric electrical surges. Due to the
nonstationary and sporadic nature of impulse noise its statistical properties are of central
interest for designers of DSL systems. The statistical properties of impulse noise vary
between countries. The measurements of France Telecom [101] have shown that about
90% of impulses have a duration of less than 250µs and an amplitude of less than 10 mV.

Currently, the mostly used analytical model for the aim of simulating impulse noise
is the Cook pulse [31]. However, a very interesting approach to modelling the impulse
noise is also given in [69]. As with RFI noise, a well-balanced twisted-pair loop reduces
the amplitude of impulse noise induced in the DM. Impulse noise is typically combated
in DSL systems with forward-error correction. We will not further analyze the effect of
impulse noise on the performance of DSL systems, but we will assume that errors due to
impulse noise are corrected perfectly by forward-error correction schemes.
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Spectrum Management for DSL
Systems

The major impairment in digital subscriber line (DSL) transmission systems is the
crosstalk noise [17, 100], otherwise known simply as crosstalk. Crosstalk is the inter-
ference signal that is coupled into a twisted pair from signals transmitted in other twisted
pairs in the same cable bundle or neighboring cable bundles. Section 2.4.2 showed that
the crosstalk is caused by capacitive and inductive couplings between the twisted pairs
due to improper balancing. The level of crosstalk depends on the level of the transmitted
signals, the level of the crosstalk coupling functions between the twisted pairs, and the
penetration and types of deployed DSL systems. The crosstalk between the twisted pairs
of different cable bundles is much lower than between the twisted pairs within a cable
bundle. As a result, the crosstalk from the neighboring cable bundles is usually ignored
for the purpose of spectrum management and is considered as background noise.

During recent years the number of standardized DSL technologies has rapidly in-
creased. The number of deployed DSL systems is also increasing continuously (see
Chapter 1). Thus, spectral compatibility and spectrum management have become crucial
to ensure DSL’s continuing success. Spectral compatibility [5] is defined as the capability
of DSL systems to coexist in the same bundle and operate satisfactorily in the presence
of crosstalk noise from each other. Spectrum management [5] in DSL refers to processes
that are intended to minimize the potential interference between systems deployed in the
same metallic loop cable, and maximize the utility of the frequency spectrum of the ca-
bles. Thus, spectrum management can also be defined as the process of optimizing the
utilization of the loop plant capacity while ensuring spectral compatibility.

Currently, spectral compatibility among different deployed DSL systems is ensured by
assuming a worst-case crosstalk environment. This way of ensuring spectral compatibility
in DSL is called static spectrum management (SSM)1. In practice, the crosstalk depends
on the level of the transmit signal of the disturbers and the actual crosstalk couplings.
The latter depends strongly on the location of the victim (disturbed) and disturber twisted
pairs. Thus, current deployed DSL systems ignore the actual structure of DSL access
networks, which is distributed as was described in Chapter 2. As a result, very often the
reach/bitrate figures are very pessimistic and far below what can actually be achieved.
Furthermore, the crosstalk varies over time due, for example, to DSL modems being
switched on and off.

1In literature, this is usually called spectrum management, but recently it is usually termed static spectrum
management to distinguish from dynamic spectrum management.
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Dynamic spectrum management (DSM) aims to increase the utilization of loop plant
capacity and to improve the reliability of DSL transmission systems by adapting the spec-
tra of DSL systems to the actual network environment. Thus, the actual crosstalk cou-
plings and optionally the time-dependent nature of the crosstalk are incorporated into the
optimization process to improve the performance of DSL systems. The term DSM has
also been used to describe techniques that aim to cancel the crosstalk. Thus, DSM con-
siders the DSL access network as a multi-user system. DSM can also be defined as a set
of techniques that aim to optimally exploit the capacity of the loop plant.

This chapter proceeds as follows. Section 3.1 describes SSM, with its main focus on
upstream power back-off in very high speed DSL (VDSL), which is the most sophisticated
SSM technique; Section 3.2 can be seen as a tutorial on DSM, where we will also describe
the two most promising techniques for DSM: spectral balancing and vectoring.

3.1 Static Spectrum Management
To open up telecom markets to new competition, regulators have demanded ‘unbundling’
in many countries [77]. The unbundling refers to the process by which competitive local
exchange carriers (CLECs) must be allowed to lease some telephone lines or bandwidth
from the incumbent local exchange carrier (ILEC). In an unbundled network the ILEC is
both a loop provider and service provider, because it owns the cable infrastructure and
provides services to customers. On the other hand CLECs are only service providers.
Unbundling creates a new situation compared to the past, when the ILEC could select to
offer only those DSL technologies and services that were spectrally compatible with their
existing networks and ignore all others. In an unbundled network the CLECs may lease
any telephone line and deploy on it any allowed DSL technology.

The number and type of deployed DSL systems is continuously increasing. This in-
creases the crosstalk and might also cause service outages if the loop plant is not man-
aged properly. Therefore, there is a need to provide rules and guidelines to define exactly
which signals can be placed on twisted-pair cables. These rules and guidelines should en-
sure spectral compatibility between deployed DSL systems. Note that both the ILEC and
the CLECs must follow the same rules and guidelines when deploying their DSL systems
in an unbundled network.

Different countries have different structures of DSL access networks and also use dif-
ferent cable types, as Section 2.1 described. Hence, rules and guidelines optimized to
ensure spectral compatibility in one country might not be optimal for another country.
Thus, standards that provide rules and guidelines should be national based, and it is the
obligation of national regulatory authorities to develop rules and guidelines appropriate
for their own national DSL access networks. In the United States, the Committee T1E1.4,
which is sponsored by the Alliance for Telecommunications Industry Solutions, ATIS,
and accredited by the American National Standards Institute, ANSI, has written two stan-
dards for spectrum management: T1.417 Issue-1 [2] and T1.417 Issue-2 [5]2. The first
issue analyzes the spectral compatibility of DSL systems deployed between the central
office (CO) and customer sides. The second issue extends the first one by also analyz-
ing DSL systems deployed from cabinets (remote terminals), VDSL systems, and lines

2Unfortunately, I do not have access to the newest versions due to changing the policy in the ANSI.
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that include repeaters. In Europe, the European Telecommunication Standards Institute,
ETSI, transmission and multiplexing (TM) technical committee is working on spectrum
management for metallic access networks. ETSI’s work includes the Technical Reports
TR 101 830 series [38, 42, 43], which are in early draft stages. We will briefly describe
only T1.417 static spectrum management [5] when systems are deployed only from the
CO.

3.1.1 T1.417 DSL Static Spectrum Management Standard

The aim of a spectrum management standard is to establish rules and guidelines to ensure
spectral compatibility among all existing “basis systems”. In Section 3.1.2 we give an
example of how to determine spectral compatibility between different DSL systems. The
basis systems are the DSL systems, which are standardized and unstandardized systems
currently deployed in the loop plant. T1.417 Issue-2 considers the following systems to
be basis systems:

• Voice grade services (including speech, data, and call processing signals that use the
frequency spectrum below 4 kHz )

• Enhanced business services (P-Phone)
• Digital data services (DDS)
• Basic rate integrated services digital network (BRI)
• High-bitrate DSL (HDSL)
• HDSL2
• Asynchronous DSL (ADSL), non-overlapping upstream/downstream mode
• Rate-adaptive ADSL (RADSL)
• Splitterless ADSL
• Symmetric high-bitrate DSL (SHDSL)
• Very high speed DSL (VDSL).

This list is not fixed, and moreover, new DSL technologies can be added or removed
from the basis systems list. Being a basis system in no way ensures conformance with
the standard, and basis systems themselves may not be spectrally compatible on many
loops [64].

The T1.417 standard defines two methods determining spectral compatibility: signal
power limitations (Method A) and an analytical method (Method B).

3.1.1.1 Spectral Compatibility by Signal Power Limitations (Method A)

The level of crosstalk noise depends on the level of the disturber signals. A strong signal
transfers more power to other twisted pairs than a weaker signal. Furthermore, as shown
in Section 2.4.2, crosstalk couplings increase with frequency. As a result, the power
allocated to higher frequencies couples more crosstalk into the neighboring twisted pairs
than the power allocated to lower frequencies. Thus, one method to control the crosstalk
noise and also to ensure the spectral compatibility among different DSL systems is to
constrain the transmit power and power spectral densities (PSD) at the points where the
signals enter the subscriber loop. The PSD specifies the signal power allocation versus
frequency.
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In the early days of standard development it was proposed to define a single PSD mask
on the frequency range from zero to infinity for the aim of spectral compatibility calcu-
lation. But, it was recognized that such a PSD mask could be very restrictive, so it was
agreed to define different DSL spectrum management classes classified in terms of PSDs.
The spectrum management classes are technology independent, as one class can comprise
more than one DSL technology.

T1.417 specifies nine spectrum management classes. Each spectrum management class
is specified with one PSD mask or with two PSD masks (one PSD mask for each transmis-
sion direction). As with basis systems, new spectrum management classes can be added
as new DSL technologies become standardized. PSD masks are defined for any DSL tech-
nology and provide some limits on the transmitted PSD. However, for the aim of crosstalk
noise calculation we need to model transmit signal PSDs more accurately, as the PSDs
depend on deployed DSL technologies and the type of modulation used. This has led to
the definition of PSD templates. PSD templates are used to calculate the crosstalk noise
that specific spectrum management classes cause in a particular system [115].
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FIGURE 3.1: Transmit PSD templates of spectrum management classes.

The transmit PSD templates of spectrum management classes are shown in Figure 3.1.
The transmit PSD templates of spectrum management class 6, which specifies VDSL
systems, are not shown. We analyze transmit PSDs of VDSL systems in Section 3.1.3.
The PSD mask of a particular spectrum management class is usually defined to be +3.5 dB
higher than the corresponding PSD template [90].

For each spectrum management class the total average transmit power is also limited,
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which is usually more than 1 dB below the transmit power of the corresponding PSD
template. Any system that transmits with a PSD mask no greater than the PSD mask of a
specific class and fulfills the total average transmit power is considered to belong to that
spectrum management class.

3.1.1.2 Analytical Method of Determining Spectral Compatibility
(Method B)

The main goal in developing the analytical method of determining spectral compatibility
was to establish a framework to facilitate calculation of the system performance degra-
dation resulting from crosstalk by means of simulation. In addition, this method allows
flexibility in innovation of new DSL technologies that further improve the resource uti-
lization of the cooper loop plant. To ensure widespread deployment, the 99% worst-case
crosstalk coupling models and the crosstalk noise combination methods described in Sec-
tion 2.4.2 are used to calculate the crosstalk noise.

Figure 3.2 shows the network topology used to calculate the crosstalk in the basis sys-
tem (denoted as the victim). To calculate the crosstalk from only existing DSL tech-
nologies the reference disturbers are usually selected to represent the worst-case noise
environment. When calculating the impact of a new DSL technology on the basis system,
the appropriate number of reference disturbers are replaced with new DSL systems, as
described in Annex A of the T1.417 standard.

Ref−LT Ref−NT

New−LT New−NT
FEXT

FEXT

NEXT

NEXT

NEXT

NEXT

Victim−NTVictim−LT

L [kft], 26 guage

FIGURE 3.2: The network topology used to evaluate the performance of the
system under study. Victim-LT and Victim-NT denote transceiver units of
the victim modems at the line termination (LT) and network termination (LT)
sides, respectively. Ref-LT and Ref-NT, and New-LT and New-NT denote
reference and new system disturbers at the LT and NT sides, respectively.

The main task for the analytical method of determining spectral compatibility is to de-
termine if the noise margin of the victim systems (the victim-LT and victim-NT modems
in Figure 3.2) is higher or lower than the target noise margin. The noise margin is de-
fined as the amount by which the signal-to-noise ratio (SNR) can be reduced and still not
exceed a specified bit-error rate (BER) at a predefined bitrate. In the remainder of this
chapter ‘margin’ refers to noise margin. The system under study can be any basis system.
The target loop length L is given in equivalent working length (EWL) and is defined as

EWL = L26 + 0.75L24 + 0.6L22 + 0.4L19, (kft)
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where L26, L24, L22, and L19 are the actual working lengths of 26, 24, 22, and 19 AWG
loop lengths in kilofeet (kft) 3.

The EWL and target bitrates of the DSL systems that support different bitrates are se-
lected a priori. The margin calculation is performed independently in the upstream and
downstream directions, because the system under study and disturbers may have differ-
ent transmit PSD masks in both transmission directions. If the calculated margin of the
system under study is above the target margin the new system is declared spectrally com-
patible with the selected basis system for the given loop length. If this is not the case, the
target loop length is decreased by some value, usually in resolution of 500 feet (152 m),
and the test is repeated until the margin of the system under study is greater than or equal
to the target margin.

The calculation of the margin depends on the modulation technique that is used in the
system under study. For the DSL systems that use single-carrier modulation (SCM) the
margin in dB is computed by

γNoise dB = SNROut dB − SNRReq dB,

where SNROut dB denotes the SNR in dB at the output of the equalizer at receiver and
SNRReq dB denotes the required SNR in dB of a SCM system to achieve a given BER.
Current DSL systems work with γNoise dB = 6 dB. Note that VDSL SCM-based systems
may use two carrier frequencies (one per each band) per transmission direction, but they
are considered single-carrier systems.

SNRReq dB is calculated based on the Shannon capacity formula and the Gap approxi-
mation as:

SNRReq dB = 10log10

[
Γ ·
(
2

2R
D − 1

)]
, (3.1)

where D denotes the dimension of the signal constellation, thus D = 1 and D = 2 for
pulse amplitude modulation (PAM) and quadrature amplitude modulation (QAM) signal
constellations, respectively. R denotes the number of bits transmitted per symbol. Γ is
the SNR gap, given by [76] (see also [75]) as

Γ =
γMod · γLoss

γCode
, (3.2)

where γMod is modulation gap4, which represents the SNR that is required to transmit
symbols at a certain BER for a given modulation scheme; γCode is coding gain; and γLoss

is used to model the loss in SNR, due to imperfect receiver design, from the point where
the signal enters the receiver until it reaches the decision device (see Figure 2.4). The
exact value of the SNR gap depends on the practical system realization. Usually the SNR
gap is given in dB, which from (3.2) is calculated as

ΓdB = γMod dB + γLoss dB − γCode dB. (3.3)

Table 3.1 shows some values of SNRReq dB for PAM and QAM signal constellations

31 kft=304.8 m
4Some authors call this the Shannon gap
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TABLE 3.1: The required SNR in dB for PAM and QAM
signal constellations to achieve a BER of 107 for differ-
ent R, and for γMod dB = 9.75 dB, γCode dB = 0 dB, and
γLoss dB = 0 dB.

SNRReq dB

Bits (R) PAM QAM
2 21.26 14.27
3 27.49 17.95
4 33.56 21.26
6 45.52 27.49
8 57.66 33.56
10 69.70 39.59

calculated based on (3.1) for different numbers of bits, R, and for γMod dB = 9.75 dB,
γCode dB = 0 dB, and γLoss dB = 0 dB.

The SNROut dB value depends on the used line code. Most single-carrier DSL sys-
tems use a receiver with a decision-feedback equalizer (DFE). For SCM systems that
use trellis coded modulation the feedback part of DFE is implemented in the transmitter
as a Tomlinson-Harashima precoder. The SNR at the output of the DFE for PAM and
QAM is calculated by the modified Wiener-Hopf equations, derived by Saltz for an ideal
DFE [5, 25] as

SNROut dB =
1

FS

FS∫
0

10log10

(
1 + SNRF(f)

)
df,

where SNRF(f) denotes the folded received SNR and FS denotes the symbol rate. The
folded received SNR is computed by

SNRF(f) =
∞∑

k=−∞

P(f + k · FS) · H(f + k · FS)

N (f + k · FS)
,

where P(f) denotes the transmit PSD of the signal, H(f) denotes the squared magnitude
of the channel transfer function, and N (f) denotes the PSD of the total noise at the re-
ceiver. In practice, a folded SNR calculated out to four times the Nyquist rate is sufficient
for all current DSL signals [5].

We show now how to calculate the margin in DSL systems that use discrete multi-tone
(DMT) modulation. We assume that only two-dimensional signal constellations are used,
because all current DMT systems use only QAM signal constellations. The number of bits
loaded on subcarrier n based on the Shannon capacity formula and Gap approximation
[30] is calculated by

R[n] = log2

(
1 +

SNR[n]

Γ

)
,
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where Γ is the SNR gap and SNR[n] is the SNR at the receiver on subcarrier n, which is
computed by

SNR[n] =
P [n]H[n]

N [n]
,

where P [n], H[n], and N [n] denote the transmit PSD of the signal, the squared magni-
tude of the channel transfer function, and the noise PSD at the receiver on subcarrier n,
respectively .

The number of bits transmitted in a DMT symbol is calculated as the sum of bits trans-
mitted over all used subcarriers. The average number of bits R̃ over all N subcarriers is
computed by

R̃ =
1

N

N∑
n=1

R[n] =
1

N

N∑
n=1

log2

(
1 +

SNR[n]

Γ

)

=
1

N
log2

(
N∏

n=1

[
1 +

SNR[n]

Γ

])
(3.4)

, log2

(
1 +

SNRAvg

Γ

)
, (3.5)

where SNRAvg denotes the average SNR over all used subcarriers N . From (3.4) and (3.5)
the SNRAvg is calculated as:

SNRAvg = Γ ·


[

N∏
n=1

(
1 +

SNR[n]

Γ

)] 1
N

− 1

 .

We are interested to calculate the margin (the noise margin). Therefore, after including
the margin in (3.5), it can be written as

R̃ = log2

(
1 +

SNRAvg

Γ · γNoise

)
, (3.6)

where γNoise denotes the margin. Equation (3.6) can also be written as

Γ · γNoise =
SNRAvg

2 eR − 1
,

Base on (3.2) and after some mathematical operation, the margin in dB from (3.6) is
computed by

γNoise dB = 10log10

(
SNRAvg

2 eR − 1

)
+ γCode dB − γMod dB − γLoss dB,

where γCode dB, γMod dB, and γLoss dB are the same parameters as defined in (3.3). For a
detailed analysis of how the margin and the performance of different DMT systems are
calculated the interested reader is refered to [42, 102].
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3.1.1.3 Additional Requirements

For spectral compatibility, a DSL system or a spectrum management class must either
satisfy the PSD mask constraints or have a positive margin for a predefined target bitrate
and loop length. However, to be declared standards-compliant it must also meet the limits
on transverse balance and longitudinal output voltage as well as the deployment guidelines
as specified in the T1.417 standard.

It is worth mentioning that standard compliance only ensures that the system is spec-
trally compatible, but this does not ensure that the system can legally be deployed. The
rules for the allowable deployment are defined by the regulatory authority of the relevant
country.

3.1.2 An Example of Spectral Compatibility Evaluation

ADSL is the most widely deployed DSL technology. Therefore, in this section we evalu-
ate the spectral compatibility of an ADSL over POTS [58] system that operates in the fre-
quency division duplexing (FDD) mode with some other DSL systems. It is well known
that ADSL is a rate adaptive system. Thus, in addition to fixing the loop length, we also
need to fix the downstream and upstream bitrates in order to evaluate spectral compatibil-
ity. We perform the spectral compatibility evaluation for an upstream bitrate of 256 kbit/s
and downstream bitrate of 1 Mbit/s. We further assume that the evaluation loop length
is selected to be 3.5 km for a 0.4 mm cable (26-AWG) and only the following DSL tech-
nologies can be deployed in the network: ADSL with 1 Mbit/s and 256 kbit/s bitrates
in the downstream and upstream directions, respectively; SHDSL [61] with bitrates from
192 kbit/s to 2304 kbit/s in steps of 64 kbit/s, 2B1Q ISDN, and HDSL [57] transmitting
at 1160 kbaud. The transmit PSD templates of 2B1Q ISDN and HDSL used to calculate
the crosstalk noise are specified in [79].

To calculate the line reach of the ADSL system we assume that there are 49 other dis-
turbing lines populated with the above mentioned DSL technologies. For all simulations
we use the ETSI NEXT and FEXT models as specified in Section 2.4.2. Figure 3.3 shows
the ADSL downstream and upstream reach for the selected downstream and upstream
bitrates. The chart shows that in the downstream the ADSL achieves the longest reach
under self-noise disturbance. The reason is that the ADSL modems operate only under
self-FEXT, which is less harmful, because the self-FEXT is attenuated in the same way
as the victim signal.

ADSL shows the worst performance under crosstalk from SHDSL disturbers. The
reason for this is that the PSD mask of SHDSL5 disturbers at 2304 kbit/s overlap with
the downstream PSD mask of ADSL and the PSD mask of SHDSL at 896 kbit/s also
overlap with the upstream PSD mask of ADSL. From the charts, we conclude that with the
exception of SHDSL at specific bitrates all other DSL systems are spectrally compatible
with ADSL (for the selected ADSL bitrates and target reach). In the upstream direction,
SHDSL at all bitrates is spectrally compatible with ADSL, whereas in the downstream
direction is spectrally compatible only at bitrates below 1984 kbit/s.

For instance, SHDSL transmitting at 2304 kbit/s is allowed to be deployed only on lines
shorter than approximately 3.27 km. In a similar way to this example, we can evaluate the

5Note that in SHDSL the downstream and upstream transmit PSDs overlap.
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49 disturbing
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FIGURE 3.3: The reach of ADSL systems for different types of DSL dis-
turbers. The bitrates for the ADSL are selected at 1 Mbit/s and 256 kbit/s for
the downstream and upstream, respectively.

spectral compatibility among many DSL technologies or spectrum management classes.
From the reaches calculated for different services and DSL technologies, we can then
establish the deployment guidelines.

3.1.3 Upstream Power Back-Off in VDSL

We show in Section 3.1.1 that the collocation of modems at both sides is assumed for the
aim of spectral compatibility evaluation. Note that in the T1.417 Issue-2 standard [5] col-
location of the modems at the customer side is assumed to evaluate spectral compatibility
between the systems that are deployed from CO and those deployed from the cabinet.
However, we will not analyze such network scenarios and we assume that the modems
are deployed either from CO or cabinet.

The assumption for the collocation of modems at CO or cabinet is realistic, but not
for the modems at the customer side due to they distribution. Thus, in DSL access net-
works the so-called near-far problem arises in the upstream transmission direction when
DSL systems use FDD. The near-far problem occurs when the crosstalk generated by the
shorter lines in the cable binder reduces the capacity of the longer lines if all modems
transmit with the same PSD.

25 138 12000 kHz

UU UDD

3750 5200 8500

25 138 3000 5100 7050 12000 kHz

U D U D U

a) Band plan "997"

b) Band plan "998"

FIGURE 3.4: Two standardized VDSL band plans.

VDSL is the most advanced DSL technology that utilizes the frequencies from 25 kHz
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to 12 MHz6. Two standardized frequency band plans for VDSL are shown in Figure 3.4.
VDSL uses FDD to mitigate the self-NEXT, so VDSL systems operate under self-FEXT
noise and alien crosstalk (both NEXT and FEXT). Furthermore, due to the high FEXT
couplings at high frequencies, the near-far problem becomes crucial for the upstream per-
formance of VDSL systems. The near-far problem also arises in the other DSL systems
that use FDD, like ADSL, but it is not so crucial as in VDSL due to low FEXT couplings
at low frequencies. Deploying a single PSD mask constraint to all modems for the aim of
spectrum management in VDSL results in pessimistic reach/bitrate figures. For illustra-
tion purposes, Figure 3.5 shows the bitrates supported by VDSL systems in the upstream
direction for 20 collocated modems depending on the loop length and 20 equally spaced
distributed modems with a maximum loop length of 1500 m. For all simulations we have
used the standardized frequency band plan “997”. From the plots it can be seen that there
is a significant performance loss in VDSL systems when they are distributed due to the
near-far problem.
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FIGURE 3.5: Bitrates supported by VDSL systems for band plan “997”in the
upstream direction for 20 collocated modems depending on the loop length
and 20 equally spaced distributed modems.

An obvious way to solve the near-far problem is to reduce the crosstalk coming from a
particular subscriber loop by decreasing the transmit PSD on that loop. Such a reduction
of the transmit power in DSL is called power back-off (PBO). When the transmit power is
reduced only in the upstream, as in VDSL, it is called upstream PBO (UPBO). Different
UBPO methods have been proposed for VDSL. For an overview of the proposed methods
see [63, 96] and the references therein. Finding the optimal UPBO is still an unsolved
optimization problem, although it appears a simple problem. For example, in [19] an
optimal solution for the UPBO was formulated based on simulated annealing. However,
simulated annealing cannot guarantee the convergence to the global optimum.

6In VDSL2 it is foreseen to use frequencies up to 30 MHz [110].
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3.1.3.1 Standardized Upstream Power Back-Off in VDSL

To keep the UBPO in VDSL simple, different standardization bodies have agreed to define
the UPBO in terms of the reference PSD. This UPBO method is called the reference PSD
method. It was agreed that the level of PBO should not depend explicitly on the length
of the loop, but on the channel transfer function (insertion loss). Therefore, the transmit
signal PSD, Pu(f), for a particular user u is given by [5]

Pu(f) = PREF(f) + 10log10

(
Huu(f)

)
, (dBm/Hz)

where PREF(f) denotes the reference PSD and Huu(f) denotes the squared magnitude of
the channel transfer function of user u. However, the transmit PSD should never exceed
the maximum transmit PSD mask, Pmax

u (f); thus,

Pu(f) = min
(
PREF(f) + 10log10

(
Huu(f)

)
,Pmax

u (f)

)
. (dBm/Hz)

The reference PSD, PREF(f), determines the maximum received PSD on any loop. By
constraining the received PSD it is much simpler to predict the worst-case self-FEXT
noise from the other lines. The reference PSD is just a parameterized function of fre-
quency that should be designed to optimize certain objectives. Because service providers
are usually interested in offering fixed-bitrate services, maximizing the reach for a prede-
fined set of bitrates is usually selected as a design objective.

Now the question arises of how to select the reference PSD, PREF(f), that maximizes
the reach. One solution is to search exhaustively for the maximum reach among all possi-
ble reference PSD realizations. Unfortunately, this is not feasible in practice. Therefore,
to make the search feasible, the standardization bodies have agreed to restrict the search
to a reference PSD of the form:

PREF(f) = ψ + φ
√
f, (dBm/Hz)

where f is given in MHz, and ψ and φ are the parameters that should be found to maximize
the reach.

To better utilize the cable resources in VDSL standards it was specified that the refer-
ence PSD should be different for each upstream band. The major parameters that deter-
mine the optimal reference PSDs are: alien noise, maximum transmit PSD mask, cable
types, and network topology. A detailed analysis of the influence of these parameters on
the optimal reference PSDs can be found in [96].

Operators can estimate an average alien noise environment and determine to which
predefined noise model it belongs. For instance, ETSI defines six alien noise models for
VDSL, from A through F [40]. Operators must decide in advance which VDSL band
plan should they use in their networks. It is bad practice to mix different band plans in
the same cable bundle—otherwise VDSL systems will operate in a self-NEXT limited
environment although they are designed to be self-FEXT limited. Schelstraete shows
in [95] that a single common reference PSD can be used for normal and boosted transmit
PSD masks; whereas in [96] he shows that reference PSD that optimizes the reach for
protected services on a 0.4 mm cable also performs very well on a 0.5 mm cable and vice
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versa. To make the reference PSDs independent of any particular network scenario the
standardization bodies have proposed to use the worst-case model for self-FEXT noise.

Different methods have been proposed to calculate the worst-case self-FEXT in dis-
tributed networks [78, 96, 107]. We describe in [107] why the proposed method in [96] is
not appropriate to calculate the worst-case self-FEXT in distributed networks especially
when VDSL DMT-based systems are deployed. Therefore, this paper proposed a new
method to calculate the worst-case self-FEXT in distributed networks.

When we use the worst-case self-FEXT to find the optimized reference PSDs, we can
use the following cost function:

Cost = min
i
{LNoUPBO(Si)− LUPBO(Si, ψ1U, φ1U, ψ2U, φ2U)} ,

where Si denotes a set of bitrates for which the reference PSDs are optimized;
LUPBO(Si, ψ1U, φ1U, ψ2U, φ2U) denotes the reach with UPBO and worst-case self-FEXT;
LNoUPBO(Si) denotes the reach without UPBO and collocated disturbers; superscripts
1U and 2U denote the first and second upstream bands. A similar approach was used
in [78,96] to find the optimal reference PSDs. We developed an algorithm in [107] based
on the Nelder-Mead simplex method [72, 67] to search for reference PSDs.

Different reference PSDs are used in different standardization bodies. For instance for
alien crosstalk noise models A and B, ETSI defines the following reference PSDs [40]:
PREF, 1U(f) = −47.3−28.01

√
f and PREF, 2U(f) = −54−19.22

√
f , where the frequency

f is given in MHz. We will use these values for simulations in Section 5.7 when we will
describe in detail the drawbacks of UPBO with fixed reference PSDs when it is deployed
in an actual network scenario. Furthermore, as shown in Section 2.1 each country has a
different loop length distribution and uses different types of cables. VDSL performance
can therefore be improved when the reference PSDs are optimized for each cable bundle.

3.2 Dynamic Spectrum Management

The major drawback of all static spectrum management (SSM) techniques described in
Section 3.1 is that they are developed based on statistical cable parameters and worst-case
noise scenarios. This strategy was motivated by the goal of improving the reliability of
DSL systems with no need for a central agent that controls their spectra. In practice,
however, it results in overly pessimistic bitrates due to a poorly optimized resource al-
location among different loops. Furthermore, if the system environment changes in a
practical scenario due to unmodeled noise sources the initial reliability of DSL systems
easily vanishes.

To improve the reliability and increase the bitrates of DSL systems, Cioffi et al. have
proposed to use dynamic spectrum management (DSM) [6, 86, 101]. Dynamic spectrum
management (DSM) increases the utilization of the loop plant capacity by adapting the
spectra of DSL systems to the actual network environment. Thus, the actual crosstalk
couplings and optionally the time-dependent nature of the crosstalk are incorporated in
the optimization process to increase the bitrates and to improve the reliability of the DSL
systems. The term DSM has also been used to describe the techniques that aim to cancel
crosstalk. Thus, DSM considers the DSL access network as a multi-user system. DSM
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can also be defined as a set of techniques that aim to utilize the capacity of the loop plant
optimally.

A reference network model for DSM is shown in Figure 3.6. It shows that the spec-
trum management center (SMC) can be located anywhere. Furthermore, in an unbun-
dled network the SMC should be managed by an independent entity. Depending on the
deployed systems and the algorithm used for optimization, the SMC performs different
tasks. For instance, it can calculate channel transfer coupling functions on behalf of ILEC
and CLECs from the data that the ILEC and CLECs have gathered and have sent to the
SMC; it can help in exchanging different parameters among the ILEC and CLECs, like
bitrates, transmit PSDs, and noise margins for all DSL systems; it can also dynamically
calculate downstream and upstream spectra for modems that may alter their transmit PSD
masks, aiming to improve the reliability and bitrates of all DSL systems. Although not
shown in Figure 3.6 each ILEC and CLECs might have their SMCs to simplify commu-
nication between the “main” SMC and the modems under its control.
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FIGURE 3.6: An example of DSM network structure in an unbundled access
network. SMC is the spectrum management center, ILEC is the incumbent
local exchange carrier, CLEC is the competitive local exchange carrier, and
DSLAM is the digital subscriber line access multiplexer.

Methods that can be used to optimize the utilization of cable resources depend on the
deployed DSL systems and the level of coordination among them. Four DSM levels of
coordination are usually defined:
• Level 0: There is no coordination of signals and spectra between different lines, as

is the case for currently deployed DSL systems based on SSM.
• Level 1: Bitrates are controlled by the SMC and spectra (usually power allocations)

are optimized in each line autonomously aiming to minimize bitrate loss due to
crosstalk in all lines.

• Level 2: Bitrates and spectra (power allocations and optionally band plan) are con-
trolled and optimized by the SMC aiming to minimize bitrate loss due to crosstalk
in all lines.

• Level 3: Signals in multiple lines are allowed to be processed jointly aiming to cancel
the crosstalk.

Depending on the coordination level different techniques can be applied to perform
DSM. At Level 0 different multi-user detection (MUD) techniques can be used [20, 35,
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124]. Actually, the MUD can be used with all levels of coordination, but they provide only
modest gains with only one or two significant disturbers and have high complexity [101].
Therefore, when coordination is possible other techniques should be used for DSM. The
two most promising are:

1. Spectral balancing, which can be used with Level 1 or Level 2.
2. Vectoring (discussed in Section 3.2.2), which can be used with Level 3.
All DSM techniques need to know the multiple-input multiple-output (MIMO) channel

matrix. Depending on the coordination level different methods can be used to identify
(estimate) the channel matrix. For Level 0 the DSL systems on each line must estimate
the channel matrix blindly. The expectation maximization (EM) algorithm was considered
for this purpose in [1].

When coordination among lines is possible, simple methods can be used to perform
channel identification. Zeng et al. in [123], by reasoning that it is simple to identify
(estimate) the crosstalk couplings if the transmitted and received signals are both known,
propose a method in which all modems gather the received signals that have been trans-
mitted by all modems in turn during a predefined time period. The transmitted and re-
ceived signals are then sent to the SMC, which estimates all required channel coupling
functions by using a least-squares estimator. In the method proposed in [123] it is not
required that the transmitters and receivers work synchronously while they send the data
to estimate the channel, but instead it estimates the timing differences of the transmitted
and received signals. Simplifications are possible with Level 3 coordination, as the time
arrivals of received signals are exactly known. In this thesis, we will not further consider
the identification of the channel matrix, but instead assume that it is perfectly known.

3.2.1 Spectral Balancing
Spectral balancing can be deployed in all DSL systems that can alter their transmit spectra.
DMT systems allow this, because they can transmit any power level in each subcarrier.
For DSL systems that are designed based on single-carrier modulation, there are diffi-
culties applying spectral balancing due to the implications that arise in the design of the
filters (see Figure 2.12).

An example of a DSL access network topology for spectral balancing when DSL sys-
tems are deployed only from the CO is shown in Figure 3.7. For the case when the systems
are deployed simultaneously from the CO and the cabinet, the DSL access network for
spectral balancing has the structure that was shown in Figure 3.6. Spectral balancing re-
quires Level 1 or Level 2 coordination. Depending on the level of coordination the SMC
performs the following tasks by spectral balancing. At Level 1, the SMC controls the
bitrates that can be used by all users. At Level 2, the SMC, depending on the deployed
algorithm, controls bitrates, calculates the PSD masks, and calculates an optimized band
plan.

For spectral balancing, the channel is modeled as an interference channel with no sig-
nal coordination between transmitters or receivers. Thus, neither joint encoding at the
transmitter side nor joint decoding at the receiver side are possible. For the general case,
the capacity (bitrate) region of the interference channel is still an unsolved problem in
information theory [32]. The capacity of the interference channel is known only in a
few special cases. For instance, Carleial showed in [13] that the capacity region of the
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FIGURE 3.7: An example of a DSL access network topology for spectral
balancing when DSL systems are deployed only from the CO.

interference channel is known in the case of strong interference. He showed that under
strong interference each receiver can decode the interference signals from the other users
perfectly by treating his own signal of interest as noise. After that the interference signals
can be subtracted from the received signal. This strategy allows the receiver to decode its
own signal as if there were no interference at all.

From a practical point of view Carleial’s scheme is too complex to implement. Fur-
thermore, in general in DSL the interference channels are weaker than the direct channel.
Therefore, for the sake of the simple receiver design, all current DSL systems treat the
crosstalk noise as background noise. The problem that is addressed in current DSL sys-
tems for spectral balancing is how to coordinate the spectra of DSL systems such that
the bitrates of all users are “jointly” maximized. Thus, all proposed PBO methods, es-
pecially those for VDSL as described in Section 3.1.3.1, can be considered as techniques
for spectral balancing.

A technique proposed by Sendonaris et al. to optimize the spectra (power and subcar-
rier allocation) of all users for both directions is presented in [97]. Here, the optimiza-
tion is performed under the following assumptions: equal and symmetric bitrates for all
users, equal channel transfer functions on all lines with only NEXT noise present, and
collocation of modems at both sides. The idea is to divide the bandwidth into N equal
independent subchannels and to make a threshold test that for all subchannels smaller
than n to use equal PSD for both transmission directions, whereas for all other subchan-
nels to use frequency division duplexing. An extension of work in [97] to account for the
presence of FEXT noise, in addition to NEXT noise, is presented in [37]. In [37] the prob-
lem is solved with generalized Benders decomposition [46]. However, the assumption in
both [97] and [37] that the victim modem and disturbers are collocated is unrealistic. DSL
network networks have special distributed structures, as we described in Section 2.1.

It is well known that for a single-user case the optimal power allocation for a given
total power constraint is found by the water filling algorithm [30,100]. For a known band
plan and total power constraint for each user in a multi-user DSL interference channel, Yu
et al. [122] have proposed to use the so-called iterative water-filling algorithm (IWFA) to
find the transmit PSDs of all users. The IWFA, as the name indicates, iterates successively
through all users, and in each iteration water-filling is performed as in the single-user case
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by considering the interference signal from the other users as noise. When the IWFA
converges, the power allocations found for all users are the so-called “competitively”
optimal power allocations. Yu et al. showed in [122] that the competitively optimal power
allocations for DSL channels of interest always exists. They called the convergence point
of the competitively optimal power allocations a “Nash equilibrium” point. We analyze
the criteria for the existence of a Nash equilibrium point in interference DSL channels in
Section 5.6.1.

A Nash equilibrium point [66, 71] for the competitively optimal power allocations can
be defined as a point such that each user’s power allocation is optimal against the power
allocations of the other users. Competitively optimal power allocations are in general not
optimal, but as was shown in [65, 122] they give significant improvements compared to
different power back-off algorithms and SSM. In the IWFA, the total power constraints
of all users are changed iteratively until the target bitrates of all users are achieved. It is
important that the target bitrates of all users have to be within the achievable rate region7,
since otherwise some or all of the users would operate with negative margin [122]. Since
in the IWFA the users do not need to know the bitrates of the other users and the total
noise can be measured (estimated) locally, it can be deployed in a distributed manner;
thus, it requires Level 1 coordination.

Calculation of the optimal power allocations for the interference channel is in general
a difficult optimization problem, because the total bitrate expression (the sum of the bi-
trates of all users) is neither concave nor convex with respect to the power allocations of
all users. It is shown in [14,15,22] that the optimal power allocations for the interference
channel can be found by using the dual decomposition. In [14,15] the resulting algorithm
has been named optimal spectrum balancing algorithm (OSBA). The complexity of the
OSBA grows exponentially with the number of loops and it performs an exhaustive search
to find the pairs of bitrates that can be supported. Therefore the OSBA effectively fails to
deliver any result in a reasonable time if the number of loops is larger than a few. Further-
more, as the OSBA in each iteration needs to know the power allocations of all users, it
can be deployed only in a centralized manner; thus, it requires Level 2 coordination.

As recognized by many authors [27, 110, 104, 105], using a fixed band plan prevents
achieving the desired downstream and upstream bitrate combinations among users. Cioffi
et al. [24, 27] have recognized that sometimes improvement can be achieved if the so-
called bi-directional IWFA (bi-IWFA) is used. The bi-IWFA does not fix the band plan,
but assumes an echo-cancelled transmission scheme and lets the IWFA decide for each
loop which subcarriers should be used for the downstream or the upstream transmission
direction exclusively and which should be used simultaneously for both transmission di-
rections. We will analyze the performance of the bi-IWFA in Section 5.6. The bi-IWFA,
like IWFA, can be deployed in a disturbed manner; therefore, it needs to know the target
bitrates of all users in advance and they must be achievable.

Deploying the bi-IWFA increases the complexity of DSL systems because it requires an
echo canceler in each modem. We have analyzed in Section 2.2.2 that with Zipper-DMT
each subcarrier can be assigned in each direction without increasing the implementation
complexity of the transmission system. Therefore, to keep the simplicity of Zipper-DMT
transmission systems and to achieve the highest bitrates, we should search for an optimal

7Each proposed algorithm for the spectral balancing has its one rate region.
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band plan and optimal power allocations for all user. These types of optimization prob-
lems belong to the class of mixed-integer nonlinear optimization problems [46], which in
general are very challenging from a computational point of view. Unfortunately for DSL
they are still unsolved problems. We will show in Section 4.3 why this is the case.

Both the IWFA and the bi-IWFA are simple to implement and have low complexity.
They have a drawback that they need to know the target bitrates of all users in advance
and they should be achievable which is difficult to determine. As mentioned, the bi-IWFA
requires an echo canceler, which increases the complexity of the DSL systems. With these
problems in mind, we have developed a DSM algorithm that we call the normalized-rate
iterative algorithm (NRIA) [103, 104, 105]. The NRIA is based on the iterative water-
filling algorithm (IWFA) [122] for finding good power allocations, but extends the IWFA
by automatically deriving achievable bitrates of all users and searching for an optimized
band plan. Since the NRIA needs to know the bitrates of all users and the band plan in
each iteration, it requires Level 2 coordination. The NRIA is the only DSM algorithm that
jointly addresses the problem of subcarrier allocation for frequency division duplexing
systems and power allocations for all users sharing a common cable bundle. We will
not describe the NRIA further in this section, because the NRIA and its derivative, the
constrained NRIA (C-NRIA) [106], will be described in detail in the following chapters.

3.2.2 Vectoring

The highest bitrates over a multiple-input multiple-output (MIMO) channel with crosstalk
noise impairment can be achieved by coordination of signals. When the signals are co-
ordinated, we can transmit over a MIMO channel such that the crosstalk is cancelled or
precompensated (the crosstalk is eliminated at the transmitter side). Depending on the as-
sumption about the collocation of modems different techniques can be used to coordinate
the signals.

Honig et al. in [53,54] have proposed, under the assumption that the twisted-pair cable
have a collocated termination on both sides, a signal processing scheme to cancel both the
NEXT and the FEXT. Taubök and Henkel in [109] have proposed, for the DMT systems
and assuming an FDD transmission scheme, to use singular value decomposition to cancel
the FEXT.

For most practical applications of interest the modems are not collocated on both sides.
When DSL systems are only deployed from the CO or the cabinet, the modems are collo-
cated at the CO or at the cabinet, but not at the customer side. Therefore, the coordination
of signals at both sides of the cable is very difficult, if not infeasible with reasonable com-
plexity, due to the distribution of modems at the customer side. Coordination at the CO
or the cabinet is simple, since we have access to transmitted and received signals of all
users. Simplification in signal processing is possible if DMT with FDD transmission is
assumed, as recognized by Ginis and Cioffi in [48], because the crosstalk cancellation or
precompensation can be performed per subcarrier.

The aim of using vectoring in DSL is to enable self-FEXT free transmission over ca-
ble bundles. This is performed by considering the cable bundle as a MIMO system and
using joint signal processing at the receiver side for the upstream transmission and at the
transmitter side for the downstream transmission. Thus, vectoring requires Level 3 co-
ordination. To deploy vectoring, the transceivers corresponding to a single cable bundle
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must be collocated at the CO or the cabinet and controlled by a single network service
provider. Such network scenarios will become common when network service providers
install optical network units (ONUs) at cabinets to shorten the loop length to customers,
when they are interested in offering higher bitrates. We will briefly describe the multiple
access channel and broadcast channel, which are used to model the channel for vectoring
in the upstream and downstream transmission directions, respectively.
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FIGURE 3.8: A multiple access channel model for the case when vectoring
is used for the upstream transmission direction. For this case, all modems at
the receiver sides are coordinated, whereas the modems at transmitter sides
are uncoordinated.
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FIGURE 3.9: A broadcast channel model for the case when vectoring is
used for the downstream transmission direction. For this case all modems at
transmitter side are coordinated, whereas the modems at receiver sides are
uncoordinated.

A multiple access channels (or multipoint-to-point communications) and a broadcast
channel (or point-to-multipoint communication) are well known in information theory
and wireless communications [33, 117]. In the wireless multiple access channel, multi-
ple mobile stations transmit to one base station over a common channel, whereas in the
wireless broadcast channel one base station transmits to multiple mobile stations. In DSL,
analogously, in the multiple access channel multiple modems transmit to a single DSLAM
as shown in Figure 3.8, whereas in the broadcast channel a single DSLAM transmits to
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multiple modems as illustrated in Figure 3.9. These channel models are characterized as
a vector multiple access channel and a vector broadcast channel, since the inputs and out-
puts in vectoring systems are vectors. Other network scenarios are also possible, where
some users use multiple lines to communicate with the CO or the cabinet.

For vectoring, two main methods proposed to perform crosstalk cancellation for the
upstream and crosstalk precompensation for the downstream are: the first method uses
crosstalk cancellation via QR decomposition [48, 49]; the second method uses zero-
forcing (ZF) criteria [15]. Both crosstalk cancellation via QR decomposition and the
ZF are near-optimal. However, ZF is simple to implement and has low latency in signal
processing [15], so it is the preferred scheme for practical implementation.

Although in vectoring the received signals at both the CO and customer sides are
crosstalk-free, to achieve the highest bitrates the calculation of the optimal power alloca-
tion for each user is required. For the upstream, if an optimal decision feed-back canceler
is used, the problem of finding the optimal power allocations for all users is a convex
programming problem [15]. However, although the optimization problem is convex, no
closed form solution is known and numerical convex optimization algorithms must be
used [118]. For the downstream, if an optimal precoder is used, the problem of finding
optimal power allocations also becomes a convex programming problem [15]. However,
as in the upstream case, no closed form solution is known and numerical convex optimiza-
tion algorithms must be used there too. It was shown in [48] that there is a negligible loss
in bitrate compared to the single-user bound if power allocation for each user is performed
as in the single-user case (single-user water-filling).

As mentioned in the section on spectral balancing, to achieve the desired downstream
and upstream bitrates for each user, sometimes we should not only determine the optimal
power allocation for each user, but also an optimized band plan. Fortunately, for vectoring
systems, this optimization problem can be solved (as for the fixed subcarrier allocation
the optimization problem is convex), but it still has a high computational complexity. An
example of finding an optimized band plan for symmetric services is given in [48].

Finally, it is worth mentioning that from a practical point of view vectoring should
be deployed in loops with moderate length (say up to 1 km). For longer loop lengths
the FEXT becomes negligible due to the loop attenuation and therefore improvements in
performance will be small.



Chapter 4

The Normalized-Rate Iterative
Algorithm

Currently, each digital subscriber line (DSL) system runs independently from all other
systems deployed in the same cable bundle. As described in Chapter 3, in the develop-
ment of currently deployed DSL systems, a single-user1 scenario was assumed with worst
case crosstalk models. This conservative strategy was motivated by the goal of maximiz-
ing the robustness of DSL systems. In practice, however, it often leads to overly conserva-
tive performance figures and sometimes even to failures to deliver a specific DSL service.
This is often due to a poorly optimized resource allocation among different loops in a
cable bundle, combined with unnecessarily high noise margins, which result in too pes-
simistic bitrates. Furthermore, if the system environment changes in a practical scenario,
e.g., where unmodeled noise sources appear, the initial robustness of a static deployed
DSL system easily breaks down. In Section 3.2 we explained that spectral balancing and
vectoring are two of the most promising techniques for DSM. Hereafter in this work the
term DSM refers to spectral balancing if not otherwise specified.

With an active approach to copper bundle resource management, the spectra in the
individual loops can be balanced much more efficiently against each other. Combined
with more accurate crosstalk figures obtained from accurate on-line cable measurements,
higher and more balanced bitrates can be achieved on most loops. In the literature, this
is often referred to as dynamic spectrum management (DSM), although currently only
active power control and power allocations over a predefined static spectrum band plan
between the downstream and upstream is considered.

In this chapter, we present a novel practically applicable DSM method for DSL called
the normalized-rate iterative algorithm (NRIA). The NRIA is a centralized DSM algo-
rithm (commonly referred to as DSM ‘Level 2’) based on the iterative water-filling algo-
rithm (IWFA) [122] for finding good power allocations, extending the IWFA by automat-
ically deriving achievable bitrates and searching for an optimized band plan.

The NRIA jointly balances the spectrum between the downstream and upstream direc-
tions, i.e., it finds an effective common band plan for frequency division duplexing (FDD)
DSLs, and performs power allocations for all users in a cable bundle. The NRIA is sub-
optimal in the sense that the power allocations are based on the IWFA, and the frequency
allocation is based on an ad hoc solution.

Compared to other DSM methods, the NRIA has essentially two major advantages:

1As mentioned also in Chapter 1, the term user is generic, comprising a twisted-pair line and two modems
located at both ends of the line.
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high performance and low computational complexity. Since the NRIA optimizes the band
plan, better performance can be achieved than with the IWFA, which uses a static (fixed)
band plan. Compared to the optimal spectrum balancing algorithm (OSBA) [14, 15, 22],
which in theory can deliver the highest bitrates for a given band plan, the NRIA can
in practice achieve almost as good performance but with a dramatically lower computa-
tional complexity. This is crucial especially for the more realistic cases where the number
of loops in a bundle is more than a few. In this case, since the complexity of the OSBA
grows exponentially with the number of loops, it effectively fails to deliver any result
in a reasonable time. Furthermore, due to the extended capability of searching for an
optimized band plan, the NRIA supports several downstream and upstream bitrate com-
binations that cannot be supported by any other proposed DSM algorithm.

Another practically important advantage of the NRIA over the IWFA is that it needs no
prior knowledge about the achievable bitrates, which are difficult to specify in advance
(before running the algorithm). Since the NRIA finds these bitrates automatically, no prior
knowledge about them is required. Furthermore, tractable operating points for desirable
business models can easily be achieved, because the NRIA has a parameter for selecting
the desired downstream and upstream asymmetry and parameters for selecting the user
priorities.

As with the OSBA, a potential drawback of the NRIA, however, is that it is a central-
ized algorithm operated by a common DSM agent. Nevertheless, a DSM agent may be
necessary in practice since the pairs of user bitrates that can be supported by a distributed
DSM algorithm like the IWFA must be calculated by a central agent. In Section 4.7 we
conceptually describe how the NRIA can be extended to be deployed in a semi-distributed
manner.

This chapter is organized as follows. Section 4.1 describes the system model that the
NRIA is designed to handle. Section 4.2 shows some fundamental bitrate relations used
by the NRIA. Section 4.3 formulates the multi-user optimization problem for an optimal
subcarrier allocation (common to all users), power control, and power allocation. In the
same section we describe why such an optimization problem cannot be solved with exist-
ing algorithms. Section 4.4 describes the NRIA as a suboptimal but practical solution to
the optimization problem formulated in Section 4.3. Section 4.5 analyzes the complexity
of the NRIA. Section 4.6 shows how to initialize the input parameters in the NRIA to
achieve good performance and fast convergence. Finally, Section 4.7 briefly overviews
the NRIA compared to the IWFA.

4.1 System Model

Figure 4.1 shows a typical network scenario that the NRIA is designed to handle. Specif-
ically, it is assumed that both ends of the cable can be distributed; at the line termination
(LT) side, the loops can be connected to a central office (CO) as well as a cabinet; at the
network termination (NT) side, the loops are connected to customer premises equipments
(CPEs), which are usually distributed in space. We assume that some of the DSL systems
deployed from the CO and cabinet use the same cable bundle in the loops’ segments be-
tween the cabinet and the CPEs as illustrated in Figure 4.1. We use the terms downstream
when transmitting from an LT to an NT modem and upstream for transmission in the
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FIGURE 4.1: A distributed multi-user DSL environment with customer
premises equipment (CPE) connected to a central office (CO) as well as to
a cabinet. SMC denotes the spectrum management center. DSLAM denotes
DSL access multiplexer. LT and NT denote line termination and network
termination sides, respectively.

opposite direction from an NT to an LT modem.
The crucial assumption with this network model is that all loops have unique crosstalk

couplings between each other. This assumption is valid in practice. Even if some cables
are collocated at one end, or even at both ends, they will still have different crosstalk
couplings due to other differences, such as in the twists, the locations of the loops within
a bundle, and the loop termination at the NT and LT sides. For example, it is not always
the case that the longest loop in a network has the poorest DSL channel conditions.

The NRIA relies on a spectrum management center (SMC), which can be located any-
where, as shown in Figure 4.1. First, the SMC collects all channel characteristics in the
network from individual modems, including the crosstalk channels, during an off-line pe-
riod. Different methods have been proposed to collect and calculate/estimate the channel
characteristics as described in Section 3.2. We will not analyze here how these data can
be collected—we will only assume that they are available at the SMC. Secondly, the SMC
runs the NRIA in order to find a common band plan and individual transmit PSD for each
modem. Finally, these parameters are returned by the SMC to all modems before they
start to operate.

For the network scenario shown in Figure 4.1 we assume that neither the transmitters
nor the receivers at both the NT and LT sides coordinate their signals. Thus, the trans-
mission system can be considered as consisting of 2U transmitter-receiver pairs (twice
the number of the users U , because we assume bi-directional transmission) sharing the
same channel. The background noise2 in DSL systems can be considered Gaussian as
described in Section 2.4.1 and is typically smaller than the interference signal. This chan-
nel model is known as a Gaussian interference channel [33]. A simple example of a
Gaussian interference channel with two users, when DSL systems are transmitting only
in one transmission direction, is shown in Figure 4.2. For this case the received signals in

2The typical values of background noise encountered in DSL systems are presented in Section 2.4.1.
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the input of both receivers y1(t) and y2(t) are given by

y1(t) = h11(t) ∗ x1(t) + h12(t) ∗ x2(t) + n(t),

y2(t) = h22(t) ∗ x2(t) + h21(t) ∗ x1(t) + n(t),

where the ∗ sign denotes convolution; x1(t) and x2(t) denote the transmitted signals of the
first and second user, respectively; h11(t) and h22(t) denote the channel impulse response
of the first and second loop, respectively; h21(t) denotes the impulse response from the
first loop to the second loop; h12(t) denotes the impulse response from the second loop
to the first loop; and n(t) is the background noise. The receiver model that we will
assume throughout this chapter considers the interference signals received from all other
transmitters as noise and treats them as background noise. This strategy simplifies the
design of DSL receivers tremendously.

h11(t)

Tx2

Tx1 Rx1

Rx2

n(t)

n(t)

x1(t)

h12(t)

h21(t)

y1(t)

y2(t)

h22(t)x2(t)

FIGURE 4.2: Illustration of the Gaussian interference channel for the two-
user case.

To make efficient dynamic spectral balancing possible, high flexibility in selecting
the transmission spectra is needed by the DSL system. Multicarrier modulation com-
bined with digital frequency division duplexing (D-FDD), like the Zipper [98] duplexing
method based on discrete multitone modulation (DMT), offers this flexibility as described
in Section 2.2.2. Since Zipper-DMT is also part of current VDSL and VDLS2 standards,
we assume that it is used. Furthermore, full network synchronization is also assumed [74]
in order to avoid any efficiency loss due to silent guard bands between the downstream and
upstream bands, to avoid flexibility loss in frequency planning [99], and to make crosstalk
noise on different subcarriers independent. Without network synchronization, the signal
energy assigned by one user on one subcarrier will also leak over to neighboring subcar-
riers for the other users, due to the asynchrony, and thus appear as non-orthogonal NEXT
and FEXT.

With network synchronization of a Zipper-DMT system, a received frequency-domain
component after the DFT demodulator as shown in Figure 2.4 on subcarrier n for user u,
Y n

u , can be expressed as

Y n
u = Hn

uuX
n
u +

U∑
v=1
v 6=u

Hn
uvX

n
v + V n

u ,
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where Xn
u and Xn

v are the transmitted frequency-domain components of user u and user v
on subcarrier n, respectively. V n

u is the background noise of user u on subcarrier n. Hn
uv

is the channel transfer function from user v to user u, i.e., it represents either the direct
channel (with v = u), or far end crosstalk (FEXT). To simplify the notation we have not
shown and also we will not show in the following the subscript FEXT to denote the FEXT
coupling channel transfer function, but we will assume this.

Note that with synchronization and D-FDD, i.e., synchronous Zipper, self-NEXT is
completely eliminated through orthogonality, regardless of the selected band plan (the
downstream and upstream subcarriers). Therefore, the desired frequency-domain com-
ponent Xn

u is disturbed by self-FEXT that originates from all other users from the corre-
sponding subcarrier n.

The number of bits in a DMT symbol for user u in the upstream transmission direction
is

Ru,US =
∑

n∈IUS

Rn
u, (4.1)

where Rn
u is the number of bits for user u on subcarrier n and IUS represents the set of

upstream subcarrier indices, which are used for the upstream transmission direction. The
number of downstream bits,Ru,DS, is derived correspondingly. To calculate the number of
bits that are transmitted per second the Ru,US is multiplied with the number of DMT sym-
bols that are transmitted in one second. The NRIA calculates an optimized D-FDD band
plan as one part of the DSM process. That is, it finds Ru,DS and Ru,US for u = 1, 2, . . . , U
by iteratively redirecting subcarriers to the downstream or the upstream direction.

Let us denote the squared magnitude of the channel transfer function from user v to u
on subcarrier n by

Hn
uv = |Hn

uv|
2 .

Based on the Shannon capacity formula and the assumption made above that the receivers
treat the crosstalk signal as a noise, the number of bits loaded on subcarrier n by user u,
for two-dimensional symbols, is

Rn
u = log2

(
1 +

Hn
uuPn

u

ΓN n
u

)
, (4.2)

where Pn
u denotes the PSD of the signal, N n

u denotes the PSD of the noise on subcarrier
n, and Γ is the signal-to-noise ratio (SNR) gap, which for a given bit error rate and signal
constellation represents the loss compared to the Shannon channel capacity. The noise is
calculated by

N n
u =

U∑
v=1
v 6=u

Hn
uvPn

v + Pn
V , (4.3)

where Pn
V denotes the PSD of the background noise on subcarrier n.
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4.2 Bitrate Relations Used by the NRIA

In this section, we define some simple but usable bitrate relations in order to describe the
optimization problem that we aim to solve with the NRIA in Section 4.4. The definition
of such bitrate relations is unique and they are defined with business models in mind.

The NRIA uses an predefined asymmetry parameter, a, that specifies the ratio between
the total desired downstream and upstream bitrates

a =

U∑
u=1

Ru,DS

U∑
u=1

Ru,US

. (4.4)

Two “special cases” arise when a = 0 and a = ∞. For a = 0, the total cable capacity is
assigned to the upstream transmission direction; thus, we transmit only in the upstream.
For a = ∞, the total cable capacity is assigned to the downstream transmission direction;
thus, we transmit only in the downstream.

For a given transmission direction dir with dir ∈ {DS,US}, we do not know a priori
which bitrates can be supported by each user. Therefore, we assign to each user u a
priority value αu,dir, which specifies how much of the total cable capacity for a certain
transmission direction shall be assigned to user u. Hence, we specify the relation between
the user priorities and bitrates as

R1,dir

α1,dir

=
R2,dir

α2,dir

= . . . =
RU,dir

αU,dir

, (4.5)

with

U∑
u=1

αu,dir = 1. (4.6)

A “special case” arises when αu,dir = 0. In this case, the user u is not transmitting in the
particular direction dir; thus, it is removed from (4.5).

When we define the bitrate relations as in (4.4), (4.5), and (4.6) the downstream and
upstream bitrates for each user are related, as shown in Appendix C.1, by

Ru,DS = a · αu,DS

αu,US
·Ru,US, for u = 1, 2, . . . , U. (4.7)

Note that the bitrate relations in (4.7) hold when a, αu,DS, αu,US are not zero.
Let us illustrate the defined bitrate relations with a simple hypothetical two-user ex-

ample, consisting of one private user and one business user. First, let us assume that the
two-twisted-pair cable has a total capacity of 18 Mbit/s (which is in reality unknown),
and let us assume that we have a business model that specifies the asymmetry a = 2
between the downstream and upstream directions. From the formulas above, we now
have R1,DS + R2,DS = 12 and R1,US + R2,US = 6. Next, let us assign in the down-
stream α1,DS = 1/3 to the private user and α2,DS = 2/3 to the business user, which gives
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downstream bitrates of 4 Mbit/s and 8 Mbit/s to the private user and to the business user,
respectively.

Similarly, in the upstream let us assign α1,US = 1/6 to the private user and α2,US = 5/6
to the business user, which gives upstream bitrates of 1 Mbit/s and 5 Mbit/s to the private
and to the business user, respectively. It can easily be verified that the users’ bitrates
and priority values fulfill (4.5) and (4.6), respectively. Table 4.1 summarizes the different
parameter values given in this example. Note that in a similar way we could have derived
the user priority values and the asymmetry parameter a based on the downstream and
upstream bitrates we aim to offer the users. Let us select the bitrates that we aim to
offer the users as R1,DS = 4 Mbit/s, R2,DS = 8 Mbit/s, R1,US = 1 Mbit/s, and R2,DS =
5 Mbit/s. By using (4.4), (4.5), and (4.6) we find that a = 2 and the user priority values
are shown in Table 4.1.

TABLE 4.1: Relations between different bitrates and users’ priority values
when the two-twisted-pair cable has a capacity of 18 Mbit/s.

User User priorities User bitrates (Mbit/s) Norm. bitrates (Mbit/s)
u αu,DS αu,US Ru,DS Ru,US

Ru,DS
αu,DS

Ru,US
αu,US

1 1/3 1/6 4 1 12 6
2 2/3 5/6 8 5 12 6
Σ 1 1 12 6

In an actual scenario, we do not know before hand which bitrates can be supported.
However, the NRIA uses the given asymmetry parameter a and the user priority values
αu,dir to find the desired operating point (i.e., the bitrates of all users), since the quantities
represented by these parameters are always related through (4.4), (4.5) and (4.6). For
example, let us assume that we have selected the a and αu,dir values as in Table 4.1. If
the two-twisted-pair cable actually had a capacity of 31.5 Mbit/s then the bitrates shown
in Table 4.2 would be supported.

TABLE 4.2: Relations between different bitrates and users’ priority values
when the two-twisted-pair cable has a capacity of 31.5 Mbit/s.

User User priorities User bitrates (Mbit/s) Norm. bitrates (Mbit/s)
u αu,DS αu,US Ru,DS Ru,US

Ru,DS
αu,DS

Ru,US
αu,US

1 1/3 1/6 7 1.75 21 10.5
2 2/3 5/6 14 8.75 21 10.5
Σ 1 1 21 10.5

4.3 Problem Formulation

The IWFA and the OSBA assume a fixed D-FDD band plan. This makes it difficult to
balance the bitrates between the downstream and upstream transmission directions. As a
result often in one transmission direction we achieve much higher bitrates than we wish
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to offer, but in the other direction we cannot offer the desired bitrates. Furthermore, in
a particular direction, the IWFA assumes that the target bitrates of all users are known a
priori and that they are achievable. On the other hand the OSBA uses some form of ex-
haustive search, which is time consuming, to find the desired operation point. Therefore,
with these problems in mind we take a different approach with the NRIA.

As mentioned earlier, the NRIA aims to jointly optimize the plan and the power al-
locations of all users. That is, the NRIA selects the downstream and upstream sub-
carriers common to all users represented by the sets IDS and IUS, with IDS ∩ IUS = ∅.
Hence, the users’ downstream and upstream bitrates will depend on each other, a prop-
erty that is often desirable for practical business models. The dependency of the down-
stream and upstream bitrates guides the NRIA to desirable operating points, as in the
two examples given in Section 4.2. Furthermore, to jointly optimize the power alloca-
tions among all users, two vectors are to be found for each user, specifying the power
allocation in downstream, Pu,DS =

[
P0

u,DS,P1
u,DS, . . . ,PN−1

u,DS

]
, and upstream, Pu,US =[

P0
u,US,P1

u,US, . . . ,PN−1

u,US

]
. In addition, each user should satisfy a total power constraint:

0 ≤
∑

nPn
u,DS ≤ Pmax

u,DS, and 0 ≤
∑

nPn
u,US ≤ Pmax

u,US, where Pmax
u,DS and Pmax

u,US denote the
maximum total power allowed for user u in the downstream and upstream, respectively.
Usually the maximum total power constraint is selected the same for all users.

We aim to jointly maximize the bitrates in the downstream and upstream directions
for all users under the constraints that the bitrates satisfy the predefined relations (4.4),
(4.5) and (4.6). Hence, it is of no practical interest to impose a maximized total bitrate
without further constraints, since this leads the situation were the users close to the CO
(or cabinet) being given very high bitrates at the price of the distant users, who will get
very low bitrates or no DSL service at all.

When formulating the optimization problem, it is convenient to use two indicators for
each subcarrier, βn

DS and βn
US, which specify the transmission direction. Due to the D-

FDD Zipper type transmission scheme3, the subcarrier indicators fulfill βn
DS = 1−βn

US for
n = 0, 1, . . . , N − 1. For the upstream transmission direction, the relation between βUS

and IUS is given by:

βn
US =

{
1, if n ∈ IUS,

0, otherwise.
(4.8)

A corresponding relation holds for the downstream direction. Using these indicators, (4.1)
can be written as

Ru,US =
∑

n∈IUS

Rn
u =

N−1∑
n=0

βn
USR

n
u. (4.9)

3Without loss of generality, we do not consider the silent (unused) subcarriers.
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The optimization problem can now be formulated as:

maximize
U∑

u=1

(Ru,DS +Ru,US), (4.10a)

subject to:
U∑

u=1

Ru,DS = a
U∑

u=1

Ru,US, (4.10b)

R1,DS

α1,DS
=
R2,DS

α2,DS
= . . . =

RU,DS

αU,DS
, (4.10c)

R1,US

α1,US
=
R2,US

α2,US
= . . . =

RU,US

αU,US
, (4.10d)

U∑
u=1

αu,DS = 1,
U∑

u=1

αu,US = 1, (4.10e)

N−1∑
n=0

βn
DSPn

u,DS ≤ Pmax
u,DS, u = 1, 2, . . . , U, (4.10f)

N−1∑
n=0

βn
USPn

u,US ≤ Pmax
u,US, u = 1, 2, . . . , U, (4.10g)

βn
DS = 1− βn

US, n = 0, 1, . . . , N − 1, (4.10h)
βn

DS, β
n
US ∈ {0, 1} , (4.10i)

Pn
u,DS,Pn

u,US ∈
[
0,R+

]
. (4.10j)

The asymmetry parameter a and the user priority values αu,dir, are all constants and a
designer’s choice for the NRIA, as explained in Section 4.2. Equations (4.10b) to (4.10d)
show the relation among different bitrates according to the definitions in Section 4.2.
Equations (4.10f) and (4.10g) ensure the downstream and upstream maximum total power
constraints for each user. Note that the subcarrier usage indicators , βDS

n and βUS
n , are

not really needed neither in (4.10f) nor in (4.10g), because no power will be allocated
anyway to those subcarriers where βDS

n and βUS
n are zero, due to (4.9). However, we

hope that this helps the reader to recognize that no power will be allocated when βDS
n and

βUS
n are zero. Equation (4.10h) ensures D-FDD transmission per cable bundle, when the

subcarrier usage indicators are constrained to take values only from the binary field as
defined in (4.10i)

A PSD constraint can often be given for practical implementations of DSL modems. A
PSD constraint is given either to simplify the design of analog front-end of a DSL system
or to protect the deployed systems in the network that cannot change the transmit PSD
mask to adapt to the noise environment, as for instance in the first generation of the ADSL
modems. In these cases the allowed power range [0,R+] in (4.10j) should be exchanged
with

[
0, . . . ,Pn,max

u,dir

]
, where Pn,max

u,dir denotes the maximum PSD level allowed for user u
on subcarrier n for a given transmission direction. In practice, the PSD mask constraint
is usually the same for all DSL systems of the same type.

The optimization problem (4.10) involves binary variables from (4.10i) and continuous
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variables for the PSDs. Furthermore, we have nonlinear relations between binary and
continuous variables in the objective function (4.10a) as well as in the constraints (4.10b),
(4.10c), and (4.10d), which are related also through (4.9). Therefore, (4.10) is a mixed-
integer nonlinear optimization problem [46], which in general is very challenging from a
computational point of view. For fixed downstream and upstream subcarrier allocations,
the objective function (4.10a) as well as the constraints (4.10b), (4.10c), and (4.10d) are
neither convex nor concave with respect to the users’ power allocations. Thus, this type
of optimization problem is not solvable with existing algorithms [46, 50].

In theory, it is possible to exhaustively try all possible combinations of subcarrier allo-
cations and for each allocation to try all possible combinations of PSD mask realizations
for all users. However, the number of combinations is tremendously high and practically
infeasible. For instance, in VDSL Zipper-DMT [4, 40, 41] with 4096 subcarriers this re-
sults in 24096 possible combinations of subcarrier allocations. The number of possible
combinations of PSD mask realizations of all users, when bit-loading is used, for a par-
ticular transmission direction is (Rn,max + 1)Ndir·U , where Rn,max denotes the maximum
number of bits that can be loaded on subcarriers, and Ndir is the number of subcarriers
used in a particular transmission direction. Thus, a rather typical case with Rn,max = 15
bits, U = 10 users, and Ndir = 2048 upstream subcarriers has 1620480 possible PSD mask
realizations.

For a similar optimization problem but with a fixed band plan (subcarrier allocation), a
dual decomposition method has been suggested [14, 15, 22]. In particular, the OSBA has
reduced the search space for possible PSD mask realizations and has linear complexity in
the number of subcarriers Ndir. However, the OSBA still has a complexity that increases
exponentially with the number of users U making it too complex for most of the DSL
access network scenarios that are found in practice.

In the following section, we propose the normalized-rate iterative algorithm that solves
the formulated optimization problem in a suboptimal way. We will show in Section 4.5
that our proposed algorithm has low computational complexity. Therefore the NRIA can
be deployed in any network scenario with any number of users included in the optimiza-
tion process.

4.4 The Normalized-Rate Iterative Algorithm

The normalized-rate iterative algorithm (NRIA) will solve the optimization problem for-
mulated in Section 4.3 in a suboptimal way, because:

• To make the algorithm tractable we have constrained it to search in a reduced space
for optimized downstream and upstream subcarrier allocations (band plan), and

• It is based on Yu’s iterative water-filling algorithm [122], which finds the competi-
tively optimal power allocations, which are, for the (Gaussian) interference channel,
not globally optimal [122].

The NRIA consists of two levels of nested iterations: an outer stage that searches for an
optimized band plan; and an inner stage, which calculates the downstream and upstream
bitrates that can be supported by each user. The inner stage is performed independently
for each transmission direction, since D-FDD is considered.
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In the outer stage to make the band plan optimization tractable, the NRIA divides
the total number of subcarriers into a small number of subbands with equal number of
subcarriers per subband. The subbands are assigned to the downstream and upstream
directions in alternating order, cf. Section 4.4.1.2 “Initial Band Plan”. Then, depending
on the downstream and upstream supported bitrates in the inner stage, the subband edges
(and with that also the downstream and upstream subcarrier allocations) are adapted so
that the desired asymmetry a is achieved. This is described in more detail in Section
4.4.1.3 “Change Band Plan”.

In the inner stage, a modified version of the fixed-margin water-filling (FM-WF) al-
gorithm is deployed, which implicitly performs power control and power allocation, cf.
Section 4.4.1.4 “Modified Fixed-Margin Water-Filling (FM-WF) Algorithm”. The power
control is achieved by constraining the users to only utilize the power needed to support
the bitrates that satisfy the relations defined in (4.5) and to jointly maximize the bitrates
of all users.

In the inner stage, the algorithm iterates over all users, which are ordered as described
in Section 4.4.1.1 “User Ordering”, and derives a new target bitrate for each iteration. To
achieve this, the NRIA uses the normalized supported bitrates Ru,dir[i] = Ru,dir[i]/αu,dir,
obtained in the last iterations. The target bitrate Tu,dir[i + 1] is the bitrate that the NRIA
aims to achieve for user u in the next iteration. Because it is difficult to make any prob-
abilistic assumptions about any truly achievable bitrates with the given constraints and
degrees of freedom, the NRIA makes a simple ad hoc estimate, which is the average of
some past normalized achieved bitrates

Tu,dir[i+ 1] =
αu,dir

M

M−1∑
m=0

Rdir[i−m]. (4.11)

The appropriate memory M is somewhat related to the number of users. We will show
by simulation in Section 4.6 that the NRIA works well when the memory M is selected
equal to the number of users in the network scenario, thus, M = U .

The pseudo-code of the NRIA is listed as Algorithm 1. The outer stage of the NRIA
is the Main Function and the inner stage the CalcRatesPSDs Function. The NRIA does
not need any PSD mask constraint as the maximum total power constraint is sufficient
to ensure spectral compatibility among the DSL systems included in the optimization
process. Sometimes, however, to ensure spectral compatibility among all DSL systems
deployed in the same cable bundle a PSD mask constraint is required. A PSD mask
constraint can simply be incorporated into the algorithm in the function ModifiedFM-WF
as it is an inherent property of any type of water-filling (bit-loading) algorithm.

4.4.1 Algorithmic Details

This section describes the NRIA in detail. We start describing the task of each function
in Algorithm 1. After that, we describe the technique to check if the NRIA has converged
to a “wrong” point.
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Algorithm 1 The Normalized-Rate Iterative Algorithm

Preset Values
aTarget, α1,DS, . . . , αU,DS, α1,US, . . . , αU,DS,
K, MDS, MUS

Initialize
UDS = UserOrdering(DS)
UUS = UserOrdering(US)
IDS, IUS = InitialBandPlan(K)

Main Function
repeat
∀u : Pu,DS = 0, Pu,US = 0 {Set PSD masks to zero}
TDS = ∞, TUS = ∞ {Set targets to infinity}
RDS,PDS = CalcRatesPSDs(DS, PDS, TDS, MDS)
RUS,PUS = CalcRatesPSDs(US, PUS, TUS, MUS)

a =

UP
u=1

Ru,DS

UP
u=1

Ru,US

IDS, IUS = ChangeBandPlan(a, aTarget, IDS, IUS)
until a has reached the desired accuracy aTarget or the maximal number of iterations in
the outer stage Omax has been examined.

CalcRatesPSDs Function
Rdir, Pdir = CalcRatesPSDs(dir, Pdir, Tdir, Mdir)
i = 1
repeat

for u ∈ Udir do
for n ∈ Idir do

N n
u,dir =

U∑
v=1
v 6=u

Hn
uvPn

v,dir + Pn
V

end for
Ru,dir,Pu,dir = ModifiedFM-WF(Nu,dir, Tdir, Pmax

u,dir)
Rdir[i] =

Ru,dir
αu,dir

if i < Mdir then r = i else r = Mdir

Tdir =
αu,dir

r

i∑
k=i−r+1

Rdir[k]

i = i+ 1
end for

until Ru,dir and power allocations of all users have reached the desired accuracy, and
at least one user utilizes a power that is close to the maximum total power with a
predefined accuracy.
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4.4.1.1 User Ordering

Due to the estimation of the target bitrates in each iteration of the inner stage, the user
ordering over which the NRIA iterates becomes important for the convergence speed of
the algorithm. To speed up convergence, the users should first be arranged in decreasing
priority order and the users within the same priority group should be arranged in order
of decreasing line-attenuation. The NRIA performs this ordering independently for both
transmission directions.

2u2u

u u1

l

l

1
1

2

CO/Cabinet

FIGURE 4.3: An example of a network scenario with two users.

We elaborate on these statements with an example for a network scenario with two
users shown in Figure 4.3. We analyze only the upstream transmission direction.

1. We first elaborate on the second goal as it is simple to describe and to under-
stand: Users with the same priority should be arranged in order of decreasing line-
attenuation. Due to our assumption that both users have equal priorities, they should
support equal bitrates. The longest loop (the second user) determines the maximum
bitrate that can be supported by both users. We start the iteration with the second
user and do water-filling, with the target bitrate initialized to a very high value (the-
oretically infinity). The second user will use the maximum total power. In the next
iteration we do water-filling in the first user. The first user will only use the power
needed to achieve the bitrate that has been achieved by the second user (due to the
assumption that both users have equal priorities). Thus, with such an ordering we
start to perform power control from the second iteration.

2. We elaborate now on the first goal: The users should first be arranged in decreasing
priority order. These two cases might arise:
Case 1: The second user has higher priority than the first user. Thus, we start the
iterations with the second user. This case is trivial and is the same as that explained
above.
Case 2: The first user has higher priority than the second user. With our proposed
strategy we start the iterations with the first user. Without loss of generality, let
us assume that we have assigned to the first user much higher priority than to the
second user; thus α1,US � α2,US. Furthermore, let us assume that loop attenua-
tion of the second user is only marginally higher than that of the first user over all
frequencies. We start the iterations with the first user and do water-filling. Thus,
the first user will use the maximum total power. In the next iteration we do water-
filling for the second user. The second user will not use the maximum total power.
This is true, because by assumption the second user is deployed in the loop that has
marginally higher attenuation than the first user and it should support much lower
bitrate than the first user. For the cases when α1,US is only marginally higher than
α2,US and the loop attenuation of the second user is much higher than that of the first
user at all frequencies, it would be better to start the iterations with the second user.
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The reason for this is that the second user will use the maximum total power and
not the first user, because the second user is disturbed more by the first user than
vice versa. However, this will only increase the number of iterations and will have
not strong impact on the algorithm’s performance.

4.4.1.2 Initial Band Plan

The NRIA partitions the available spectrum into K subbands, with N/K subcarriers in
each. In order to simplify the description but without loss of generality, we assume that
both N and K are powers of two. This is satisfied when the number of subcarriers is
selected asN = 2l, where l is a natural number. An example with four subbands is shown
in Figure 4.4. It is also possible to start with an upstream subband at low frequencies.
However, in practice, we usually start with a downstream subband to be spectrally com-
patible with ADSL [58], ADSL2 [59], and ADSL2+ [60] downstream transmission. In a
straightforward way we can extend the NRIA to use some predefined subcarriers only in
one particular transmission direction. We can also run the NRIA with a fixed band plan to
find only the power allocations of users as for instance in ADSL, ADSL2, and ADSL2+
systems, which are designed to have a fixed band plan. In this case, there is no repeat
loop in Main Function in Algorithm 1.

D U D U

nN

PSD

FIGURE 4.4: An example of initial subcarrier allocation, where the total
number of available subcarriers N are divided into K = 4 subbands.

When there are some unused or silent subcarriers, they are simply zeroed in the algo-
rithm in both transmission directions and kept outside the optimization process. For ex-
ample if we design a system that uses the subcarriers from n = 32 to n = 2782 (128 kHz
to 12 MHz) as one of the specified bandwidth in the VDSL standard [4, 40, 41], then the
initial subcarrier allocation for this case is shown in Figure 4.5. It shows that, although
we have selected four subbands, two for each transmission direction, the number of sub-
bands has been reduced to three (two for downstream and one for upstream), since only
subcarriers in the range n = {32, . . . , 2782} are used out of N = 4096 subcarriers.

D U D

32 1024 2048 27823072 4096 n

PSD

FIGURE 4.5: An example of initial subcarrier allocation with N = 4096,
where only subcarriers n = {32, . . . , 2782} are used out of N = 4096 sub-
carriers.
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4.4.1.3 Change Band Plan

For a given subcarrier allocation, the inner stage of the NRIA calculates the bitrates for
all users in the downstream and upstream directions. Then, depending on the achieved
bitrates of all users and the predefined asymmetry a, the NRIA performs a binary search
within the subbands for a new subcarrier allocation. This is performed with the constraint
given in (4.10b). There are three cases:

c1.
U∑

u=1

Ru,DS > a
U∑

u=1

Ru,US, which indicates that more subcarriers should be assigned

in the upstream direction.

c2.
U∑

u=1

Ru,DS < a
U∑

u=1

Ru,US, which indicates that more subcarriers should be assigned

in the downstream direction.

c3.
U∑

u=1

Ru,DS = a
U∑

u=1

Ru,US, which indicates that an optimized subcarrier allocation has

been found and that the outer stage, and also the whole NRIA, is complete.
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FIGURE 4.6: Illustration of the search for a subcarrier allocation, when right-
hand downstream subband edges are moved to the right or to the left.

A binary search within the subbands for the new downstream and upstream subcarrier
allocations is performed, depending on the criteria c1 and c2, by simultaneously moving
all right-hand downstream subband edges dotted with bullets to the right or to the left as
shown in Figure 4.6 . We can also move the left-hand downstream subband edges dotted
with bullets as shown in Figure 4.7, but in practice, for the reasons given in Section 4.4.1.2
“Initial Band Plan”, we should usually move right-hand downstream subband edges. Note
that when we move the left-hand downstream subband edges the number of subbands can
be increased by one compared to the initial number of subbands, as is shown in Figure
4.7. The subcarrier allocation is the same for all users, since D-FDD is considered.
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FIGURE 4.7: Illustration of the search for a subcarrier allocation, when left-
hand downstream subband edges are moved to the right or to the left.

A complexity analysis of the maximum number of iterations to find an optimized sub-
carrier allocation is given in Section 4.5.

4.4.1.4 Modified Fixed-Margin Water-Filling (FM-WF) Algorithm

The water-filling (bit-loading) algorithm used in the inner stage is a modified version
of the FM-WF algorithm [101]. The FM-WF algorithm uses only the power needed to
achieve a predefined target bitrate. As described, we do not know a priori if a specific
target bitrate can be supported for a given maximum total power. Therefore, we have
modified the fixed-margin water-filling algorithm as follows: if the target bitrate can be
supported, then only the power needed to support that bitrate is used; otherwise, the max-
imum total power is used and the supported bitrate is calculated.

The pseudo-code of the modified FM-WF algorithm, when continuous bit-loading is
used as a water-filling algorithm, is listed as Algorithm 3 in Appendix A.3.

4.4.1.5 Check the Convergence Point

One solution to find the downstream and upstream bitrates that maximize (4.10a) while
satisfying the defined bitrate relations is to exhaustively test all possible maximum total
power constraints among the users and to select the appropriate bitrates. Due to the num-
ber of combinations that we have to test this is in practice infeasible. However, since the
NRIA estimates target bitrates for each user, it can converge to a point where the sum
of the users’ bitrates is lower than can actually be achieved compared to an exhaustive
search. Fortunately, by using Postulate 1 below, such cases can always be detected and an
improved estimate of the corresponding target bitrates can be derived.



4.4 The Normalized-Rate Iterative Algorithm 71

Postulate 1 Consider a multi-user D-FDD transmission system operating in an inter-
ference channel where each receiver considers the crosstalk signal as noise. For such
a multi-user system the sum of the user bitrates increases when the power of each user
increases.

In Appendix A.2, we discuss the validly of this Postulate 1 and prove it for a special
case.

Postulate 1 ensures that the NRIA has converged to a “wrong” point if none of the
modems has utilized the maximum total power after finishing the inner stage. For these
cases, a performance improvement is achieved if the last M values of normalized sup-
ported bitrates R are increased by some amount ∆R, and we continue iterating in the
inner stage. When the sum of the user bitrates is increased and the user bitrate relations
defined in (4.5) are preserved, the bitrates of all users are increased jointly.

Now the question arises how to select the value of ∆R that maximizes the convergence
speed of the NRIA and still ensure its stability. If we select high ∆R, it will increase the
convergence speed of the algorithm, but it can cause the so-called “ping-pong” effect as
illustrated in Figure 4.8 for a two-user case. In the “ping-pong” effect we always iterate
between the points above and below the boundary of the rate region. The rate region
characterizes all possible pairs of bitrates that can be supported by all users subject to the
total power constraints4. For illustration purposes, let us assume that we have found the
rate region by exhaustive search throughout all possible total power constraints. When the
ping-pong effect arises we cannot approach the rate region boundary, because we cannot
force any user to use a maximum power that is close to the maximum total power with a
predefined accuracy.

(1)
2R

R1

(2)

A

(3)(4)

(10)

(11)(12)

(9)

(8)

FIGURE 4.8: Illustration of the ping-pong effect.

Let us now describe how the ping-pong effect can arise for a network scenario with
two users. Suppose that both users have equal priorities; thus, we are searching for equal
bitrates for two users. The dashed line in Figure 4.8 shows the region where the bitrates

4A detailed analysis of the NRIA rate regions is given in Section 5.2.
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of both users are equal. We denote with P used
1,A the power used by the first and with P used

2,A

the power used by the second user, where the dashed line intersects the boundary of the
rate region, cf. Figure 4.8. Due to Postulate 1 at least one user will utilize the maximum
total power. In our case this is the second user, because it is deployed on the loop with
the highest attenuation; thus, P used

2,A = Pmax. By our definition in Section 4.4.1.1 “User
Ordering” we start iterations with the second user. The iterations proceed as denoted with
the arrows in Figure 4.8. Note that each point in Figure 4.8 shows the supported bitrate
of one user in a particular iteration and the other user in the previous iteration. Let us
assume that after the eighth iteration the inner stage has achieved the desired accuracy
on the predefined bitrate relations and on the power allocations. Furthermore, we assume
that none of the users has used the maximum total power. Thus, as Figure 4.8 shows, the
NRIA has converged to a wrong point.

Due to our assumption that none of the users has used the maximum total power we
need to improve the estimates of the target bitrates of all users. Assume that we have
selected a large ∆R. In the ninth iteration the second user is supporting a bitrate that
is marginally smaller than in the first iteration. Assume also that in the tenth iteration
the pair of user bitrates that is supported is practically the same as that supported in the
second iteration as shown in Figure 4.8. In the eleventh iteration the pair of supported
bitrates is the same as in the third iteration. This process is repeated and we can never
approach the boundary of the rate region. However, when we select the ∆R value small
enough the ping-pong effect never arises. Furthermore, we will be tight to the boundary
of the rate region as we will force one of the user to utilize a power that is close to the
maximum total power with a predefined accuracy.

We propose to change ∆R adaptively, depending on the maximum total power Pmax,
and the maximum power used by any user P used. Due to our definition in (4.5), at the
convergence point, all the last M normalized bitrates are approximately equal. Thus, we
propose to increase the ∆R by

∆R = λ · P
max − P used

Pmax ·R,

where R̄ is any one of the last M normalized supported bitrates and λ is a scaling factor.

Figure 4.9 shows the number of corrections in the estimate of the target bitrate TUS, for
different values of the scaling factor λ. The values of TUS and λ are shown for the case
when Pmax and P used are given in dBm. The simulations were performed with the target
bitrate TUS initialized to 400 kbit/s and for the network scenario shown in Figure 4.3,
where the lengths of the first and second loops are 600 m and 1200 m, respectively. During
the simulation we assumed that both users have equal priorities; thus α1,US = α2,US = 0.5.

The number of corrections in the estimate of the target bitrate in Figure 4.9 is high for
low values of λ. However, when the NRIA converges to a wrong point, it will already
be in the upper part of the curves shown in Figure 4.9. For Pmax and P used given in
dBm, the NRIA is found to work well with any value of the scaling factor in the interval
0 < λ ≤ 0.05. Also for values of the scaling factor λ > 0.05 the NRIA still works, but to
ensure convergence we recommend to select it smaller than or equal to 0.5.
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FIGURE 4.9: Example of the number of target bitrate corrections for a user
that is initialized at 400 kbit/s.

4.5 Complexity of the NRIA
This section analyzes the computational complexity of the NRIA. We will show that the
NRIA has low complexity, which makes it attractive for deployment in network scenar-
ios with many users included in the optimization process. In the analysis done below
we will ignore the complexity of performing user ordering, changing the band plan, cal-
culating the asymmetry parameter a, and calculating the target bitrate T , since they have
smaller complexity than the water-filling (bit-loading) algorithm and calculating the noise.
Thus, the complexity of the NRIA is determined by: the number of the iteration in the
outer stage, the Main Function; the number of iterations in the inner stage, the CalcRate-
sPSDs Function; the number of users included in the optimization process; and the type
of water-filling (bit-loading) algorithm used in the function ModifiedFM-WF, all shown
in Algorithm 1.

The number of iterations in the outer stage depends on the number of subcarriers per
subband and on the predefined accuracy with which the inequalities in criteria c1 and
c2 in Section 4.4.1.3 “Change Band Plan” should be satisfied. However, the maximum
number of iterationsOmax in the outer stage can always be determined in advance, and this
depends only on the number of subcarriers per subband, which as shown in 4.4.1, “Initial
Band Plan”, is equal to N/K. Therefore, due to the binary search within the subbands for
an optimized subcarrier allocation the maximum number of iterations in the outer stage
is: Omax = log2(N/K) + 1. For example, when the number of subcarriers is N = 4096,
as in VDSL, and when we select K = 8 subbands, then Omax = log2 (512) + 1 = 10.

The number of iterations in the inner stage depends on: the number of users included in
the optimization process, the topology of the network scenario, the asymmetry parameter
a, the user priorities values αu,dir, and the type of water-filling algorithm used. Unfor-
tunately, the maximum number of iterations in the inner stage cannot be determined in
advance. Thus, the only way to calculate the exact number of operations in the NRIA is
to calculate it for a particular network scenario.

The pseudo-code of the NRIA in Algorithm 1 shows that the actual number of opera-
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tions to calculate the noise for a particular transmission direction requires Ndir additions
and (U − 1) ·Ndir multiplications, where Ndir denotes the number of subcarriers used in
a particular transmission direction. Therefore, the calculation of the noise over all outer
stage iterations has a complexity of order ON

dir(U · Ñdir), where Ñdir denotes the average
number of subcarriers assigned in a particular direction over all outer stage iterations.

The number of operations required to calculate the bitrates and power allocations in
function ModifiedFM-WF is unknown in advance, since it depends on the type of water-
filling algorithm used to perform power/bit allocations, the topology of the network sce-
nario, and the values of user priorities. In Appendix A.3 we compute the number of
operations in the modified FM-WF algorithm when continuous bit-loading is used as the
water-filling algorithm. We showed that on average it has a computational complexity of
order O(Ndirlog2Ndir), which is of the same order as that of any water-filling algorithm.

Table 4.3 lists the computational complexity of the modified FM-WF algorithm for the
majority of the algorithms that have been proposed in the past to perform bit-loading.
Appendix A.3 determines the computational complexity for the continuous bit-loading
algorithm. The computational complexity values for Fischer and Huber [45], Chow et al.
[21], Hughes–Hartogs [55], and Levin-Campello [11, 12] algorithms are taken from [12].

TABLE 4.3: Computational complexity of the modified FM-WF algorithm
for different bit-loading algorithms. Ndir denotes the number of used subcar-
riers on a particular transmission direction.
Bit-loading Complexity of the Optimality concerning
algorithm modified FM-WF algorithm the single user case
Continuous O(Ndirlog2Ndir) Optimal
Fischer and Huber O(Ndirlog2Ndir) Suboptimal
Chow et al. O(Ndirlog2Ndir) Suboptimal
Hughes–Hartogs O(Ndirlog2Ndir) Suboptimal
Levin-Campello O(Ndir) Optimal

Usually, the number of iterations in the downstream and upstream inner stages are
different. Thus, the computational complexity of the NRIA is given by

CNRIA = O ·

(
iDS∑
t=1

(
ON , t

DS +OR, t
DS

)
+

iUS∑
t=1

(
ON , t
N ,US +OR, t

US

))
, (4.12)

whereO denotes the number of iterations in the outer stage; iDS and iUS denote the number
of iterations in the inner stage in the downstream and upstream transmission directions,
respectively; ON , t

DS and ON , t
US are the number of operations at iteration t to calculate the

noise in downstream and upstream directions, respectively; and OR, t
DS and OR, t

US are the
number of operations in the modified FM-WF algorithm at iteration t in the downstream
and upstream directions, respectively. From (4.12) we conclude that the NRIA has a
computational complexity that depends on: the number of the users U ; the number of
iterations in the outer stage O; the number of iterations in the downstream inner stage
iDS; the number of iterations in the upstream inner stage iUS; the average complexity of
the modified FM-WF algorithm WR

DS in downstream direction over all downstream inner
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stage iterations; and the average complexity of the modified FM-WF algorithm WR
DS in

upstream direction over all upstream inner stage iterations. Thus, based on (4.12)

CNRIA = O
(
O · iDS

(
U · ÑDS +WR

DS

))
+O

(
O · iUS

(
·UÑUS + ·WR

US

))
,

where ÑDS denotes the average number of subcarriers assigned in downstream over all
downstream outer stage iterations and ÑUS denotes the average number of subcarriers
assigned in upstream over all upstream outer stage iterations.

When the Levin-Campello bit-loading algorithm is used in the modified FM-WF algo-
rithm, the NRIA has an average complexity

CNRIA = O
(
O · iDS · ÑDS (U + 1)

)
+O

(
O · iUS · ÑUS (U + 1)

)
.

For all other algorithms in Table 4.3, the NRIA has an average complexity

CNRIA = O
(
O · iDS · ÑDS

(
U + log2ÑDS

))
+O

(
O · iUS · ÑUS

(
U + log2ÑUS

))
.

In Section 5.4 we will show that the NRIA has much lower complexity than the OSBA.
In Section 4.7 we will show that the NRIA also has much lower complexity than the
IWFA, when the target bitrates of all users in the IWFA are unknown in advance. For the
case when the target bitrates of all users in the IWFA are known in advance, the NRIA
might have moderately higher or moderately lower complexity than the IWFA, depending
on the number of corrections in the total power constraints required in the IWFA.

4.6 Initialization of the Input Parameters in the NRIA

This section, by means of simulation, shows how to initialize the input parameters in
the NRIA to achieve good performance and fast convergence. All simulations are based
on a VDSL Zipper-DMT type system [4, 40, 41], because this is the only standardized
DSL technology which supports D-FDD transmission. There is little or no flexibility to
change the standardized VDSL band plans, but they can easily be changed to be much
more flexible since D-FDD is an inherent property in Zipper duplexing.

For all simulations we use continuous bit-loading algorithm (also known as water-
filling algorithm) without PSD-mask constraints. The maximum total power for each
user and each transmission direction is set to 11.5 dBm. The center frequency separation
between two successive subcarriers is 4.3125 kHz and the DMT symbol rate is 4 kHz, as
specified in the VDSL DMT standards [4, 40, 41]. Furthermore, we assume a DMT sys-
tem with 2048 subcarriers. To achieve a bit error rate of 10−7 we assumed an SNR gap,
Γ = 12.3 dB. This SNR gap, based on (3.3) after adding the noise margin in SNR gap, is
derived as: ΓdB = γMod dB + γLoss dB − γCode dB + γNoise dB = 9.8 + 0− 3.5 + 6 = 12.3 dB,
where γMod dB denotes the modulation gap, which for QAM is 9.8 dB [101]; γNoise dB de-
notes the noise margin, which is assumed to be 6 dB; γLoss dB denotes the loss in the SNR,
which is assumed to be 0 dB; and γCode dB denotes the coding gain, which is set to 3.5 dB.

First, we analyze the impact of the parameters K (number of subbands), MDS and MUS
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FIGURE 4.10: The simulation scenario used to analyze the initialization of
input parameters in the NRIA.

(number of the last normalized bitrates used to calculate the target bitrates) on the perfor-
mance of the NRIA. Then, based on the simulation results we conclude how to select the
initial values of K, MDS, and MUS to achieve good performance and fast convergence.

The simulations are performed for the network scenario shown in Figure 4.10. The
reason for selecting such a network scenario is to account for a distributed structure of
DSL access networks, to simulate an access network with multiple users, and to se-
lect a DSL access network in which DSL systems are deployed simultaneously from
a CO and a cabinet. The cable model used is the so-called “BT dwug” [114], which
has 0.5 mm conductors. The FEXT model used is the same as specified in Section
2.4.2.2 with KFEXT = −45 dB at 1 MHz. The background noise is set to a flat level of
PV = −140 dBm/Hz. Due to assuming of 99% worst-case FEXT coupling between all
lines to calculate the FEXT noise we have used the crosstalk noise combination method
described in Section 2.4.2.4. Furthermore, we assume that all users have the same prior-
ity values on both transmission directions and the asymmetry parameter is set to a = 1.
Thus, we are searching for symmetric bitrates and equal bitrates for all users. To search
for the subcarrier allocation we use the search scheme shown in Figure 4.6.
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We start by considering the impact of the number of subbands on the performance of
the NRIA. For all simulations the MDS and MUS are set to 100, which is ten times the
number of users in the simulation scenario. This increases the number of iterations in the
inner stage idir, but for the network scenario in Figure 4.10 this assures that we achieve
the maximum bitrates without the need to check the convergence point. We perform
simulations for K = 2, 4, 8, 16, and 32 subbands.

In Figure 4.11 we see only a minor increase in the total downstream and upstream bi-
trates when K is increased above 8. Furthermore, a value of K = 8 or K = 16 subbands
has typically been sufficient for all network scenarios we have simulated to achieve any
desired bitrate relations defined by (4.4) and (4.5). We also see that, as a result of the
simultaneous movement of “subband edges”, the accuracy in users’ supported bitrates
in the downstream and upstream directions decreases when the number of subbands in-
creases. It is possible to extend the NRIA to increase the accuracy of users’ downstream
and upstream bitrates by fine-tuning of a single subband edge after the NRIA has con-
verged. However, the required number of iterations then increases and improvements
from a practical point of view are small. The subcarrier allocations for downstream and
upstream for K = 8 subbands was found to be:

IDS = {1 . . . 149, 513 . . . 661, 1025 . . . 1173, 1537 . . . 1685}
IUS = {150 . . . 512, 662 . . . 1024, 1174 . . . 1536, 1686 . . . 2047}.

(4.13)
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FIGURE 4.12: Users’ downstream and upstream bitrates depending on the
number of the last MDS and MUS normalized supported bitrates used to calcu-
late the users’ target bitrates.

Now we consider the impact of MDS and MUS on the algorithm’s performance and its
convergence behavior. We fix the number of subbands to K = 8 and use the resulting
subcarrier allocation for the downstream and upstream directions given in (4.13). Here
we will not check the accuracy of the convergence point, but only analyze the users’
downstream and upstream supported bitrates depending on MDS and MUS values.

We have performed simulations for MDS = MUS = 10, 20, . . . , 100. Figure 4.12.
presents the results, which show only a small improvement in the users’ supported bitrates
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if MDS and MUS are increased above U . This is due to user ordering as described in
Section 4.4.1.1.
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FIGURE 4.13: The downstream and upstream convergence behaviors of the
NRIA for the network scenario in Figure 4.10.

The downstream and upstream convergence behaviors of the NRIA for MUS = 10 are
shown in Figure 4.13. The plots show that in both directions the NRIA converges expo-
nentially. In our experience the NRIA always converges exponentially when no correction
in the estimate of the users’ target bitrates, as described in Section 4.4.1.5, is performed.
The convergence speed of the NRIA slows when a correction in the estimate of the user
target bitrates is performed. An example of the convergence behavior of the NRIA for
a network scenario with two users is shown in Figure 4.14, which shows that the NRIA
corrects the estimates of the users’ target bitrates after the twelfth iteration.

The simulations for the plots in Figure 4.14 were performed for MDS = MUS = 2,
which is equal to the number of users in the network scenario. Increasing the values of
MDS and MUS sometimes protects the NRIA from converging to a wrong point, but not
always. Both strategies—either selecting large M values or performing corrections in the
estimate of the users’ target bitrates—increase the number of iterations in the inner stage.
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FIGURE 4.14: An example of the convergence behavior in the NRIA for a
network scenario with two users.

Therefore, a trade-off should be made when selecting the M values. In our experience, in
the general case, selecting M values equal to the number of users in the network scenario
is a good trade-off.

Finally, it is worth mentioning that the NRIA might converge to a wrong point espe-
cially when the FEXT interference level between the users is large. The reason for this
can be explained as follows. Assume that we have fixed the bitrates of all users and they
are achievable. When a user changes his transmit PSD substantially this will also alter the
noise for the other users substantially. Therefore, the other users will also change their
transmit PSDs substantially to compensate for the change in the noise levels to achieve
the specified bit-error rate (BER). This result in increasing non-convexity in the optimiza-
tion problem in (4.10). Therefore, a linear estimation approach of the target bitrates of
all users as in (4.11) is not appropriate. When the FEXT interference level between the
users is very small only the background noise and the loop attenuation determine the per-
formance of each user. If we instead assume that the FEXT interference is so small that
each user in each iteration will perform power allocation as in the single-user case. It
is well-known that for the single-user case the power allocation is a convex optimization
problem [30]. Therefore, when the FEXT interference level between the users is very
small, each user will only adjust its power to fulfill the defined bitrate relation and not to
improve the performance of the other users.

4.7 Overview of the NRIA Compared to the IWFA

We mentioned in Section 4.4 that the NRIA is based in the IWFA. Compared to the IWFA,
the NRIA has two major differences:

• The NRIA searches for an optimized band plan (downstream and upstream subcar-
rier allocations) common to all users.

• The NRIA estimates the target bitrates of all users, rather than assuming that they
are known in advance or searching for them exhaustively.
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As mentioned in Section 4.6 there is little or no flexibility to change the currently
standardized VDSL band plans. In the VDSL standards [4,40,41], two fixed spectra band
plans usually known as “997” and “998”, have been standardized (see Section 3.1.3). The
ITU [62] has also standardized the so-called “flexible VDSL Spectrum Plan”5, where the
frequency of the last subband edge between the downstream and upstream is selected
freely. The flexible band plan appeared of interest only in Sweden, where it was first
proposed, but now it has attracted interest in many other countries. Furthermore, there is
a discussion in standardization to allow a variable band plan in VDSL2 [110]. The NRIA
allows full flexibility in the subcarrier allocation between the downstream and upstream
transmission directions. Due to using the D-FDD transmission scheme any subcarrier
in VDSL or VDSL2 systems can be assigned in either the downstream or the upstream
direction without increasing the implementation complexity of the transmission system.

Section 4.4 showed that the NRIA estimates the target bitrates of all users with a simple
ad hoc method. The IWFA either assumes that the target bitrates of all users are known in
advance or searches for them exhaustively. Yu et al. in [122] have proposed to calculate
the sets of achievable bitrates of all users in the IWFA by running through all possible
combinations of maximum total power constraints. Unfortunately in practice there is a
large number of such combinations whenever the number of users included in the opti-
mization process is moderately high. For example, assume that twenty users are included
in the optimization process and we select for each user only ten different maximum total
power constraints. The total number of combinations to examine is 1020. Thus, we have
to run the IWFA algorithm 1020 times to calculate the sets of target bitrates that can be
supported by the IWFA, which is infeasible in practice.

The NRIA always outperforms the IWFA concerning the supported bitrate, because the
NRIA uses the flexibility to search for an optimized subcarrier allocation to better satisfy
the requirement of all users. For a fixed subcarrier allocation the NRIA cannot outperform
the IWFA when the IWFA iterates with the same user order as the NRIA. The reason for
this is that the inner stage of the NRIA is based on the IWFA. However, for this case, the
NRIA can be used to calculate the sets of maximum achievable users’ bitrates that can
be supported by the IWFA. Yu et al. in [122] have shown that IWFA converges to the
same point independently of how we start the iterations when the convergence criteria are
fulfilled. We will analyze in detail the convergence criteria of the IWFA in Section 5.6.1.
However, when the convergence criteria are not fulfilled the performance of the IWFA in
our experience might depend on the user order during the iterations as we will discuss in
Section 5.6.1. In the NRIA the iterations are started as described in Section 4.4.1.1 “User
Ordering”. Therefore, for a fixed band plan, the NRIA might outperform the IWFA if in
the IWFA the iterations are not started in the same user order as in the NRIA.

For a fixed band plan the IWFA might outperform the NRIA in some specific situation,
when the integer bit-loading algorithm is used within the modified FM-WF algorithm. We
explain here how this can arise with an example for the network scenario shown in Figure
4.3. Assume that the integer bit-loading algorithm is used with a specified maximum
number of bits per subcarriers. We assign the first user a much higher priority value
than the second user. Let us assume that we have selected the loop length of the first
user such that it loads (allocates) in each subcarrier the maximum number of bits and has

5The interested reader can also read an interesting description on the VDSL spectrum issues in [101],
Chapter 7.
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not used the maximum total power. We also assume that the second user supports the
bitrate calculated from (4.5) and has not used the maximum total power. Since for this
case none of the users has used the maximum total power in the NRIA, the IWFA shows
better performance (for a fixed band plan), because it assumes no relation among the user
bitrates.

We should clarify that the problem analyzed in the last paragraph is not related to the
advantage of the IWFA compared to the NRIA. It relates instead to the new constraint we
have imposed in (4.2), which was not taken into account during the problem formulation
in Section 4.3. The NRIA can be extended in a straightforward way to consider those
specific network scenarios. However, from a practical point of view this is not important,
since we are always interested in offering users specific bitrates related by (4.5). Fur-
thermore, if we do not allow any of the users included in the optimization process to use
the maximum total power, the interference noise to the other users (not included in the
optimization process) is reduced and their performance is improved.

In Sections 4.3 and 4.4 we have set no constraints on the maximum number of bits
per subcarrier. Furthermore, we have assumed that any real number of bits per subcarrier
can be loaded. When we use integer bit-loading the problem discussed in the last two
paragraphs might arise. For this situation none of the users uses the maximum total power;
this contradicts Postulate 1. Therefore, when integer bit-loading is used as a water-filling
algorithm within the modified FM-WF algorithm, we should build a control within the
NRIA to check when the described problem arises. Otherwise, the control convergence
criteria will never be fulfilled. We will not describe here how the control is built, because
it is implementation specific. But the idea is simple; if all users have loaded the maximum
number of bits in all subcarriers, do not check the convergence point.

We mentioned in the introduction to this chapter that a potential drawback of the NRIA
is that it is a centralized algorithm, while the IWFA is a distributed algorithm. Concep-
tually, the NRIA can be extended in a straightforward way to be deployed in a semi-
distributed manner as follows. We start with a initial band plan. For this fixed band plan
the supported bitrates of all users in the last Mdir iterations are sufficient for each user
to calculate his one target bitrate. The supported bitrates among the users can be inter-
changed with the help of a DSM agent (SMC in Figure 4.1). After this, the users can
perform power allocation in a distributed way for known target bitrates, since each user
at either the LT or the NT side can locally estimate the noise. In a particular iteration
only the target bitrate of a user who performs power allocation is calculated. This user
performs power allocation in a distributed way with the modified FM-WF algorithm as
described in Section 4.4.1.4. After the inner stage of the NRIA converges the SMC pro-
vides the new band plan to all users for the next outer stage iteration and the inner stage
iterations are repeated again. This process is repeated until the NRIA converges.





Chapter 5

Performance and Properties of the
NRIA

We have described how there are two strategies to perform spectrum management in DSL
systems: static spectrum management (SSM) and dynamic spectrum management (DSM).
We have also mentioned that power back-off (PBO) is the most advanced technique for
SSM and that spectral balancing is the most promising technique for DSM. Note that
as mentioned in Chapter 4 we use the term DSM to refer to spectral balancing if not
otherwise specified.

We introduced in Chapter 4 a novel algorithm for DSM: the normalized-rate iterative
algorithm (NRIA) [103,104,105]. The NRIA is the only DSM algorithm that finds an op-
timized band plan (downstream and upstream subcarrier allocations) and finds optimized
power allocations for all users sharing a common cable bundle. The iterative water-filling
algorithm (IWFA) [122] finds optimized power allocations for all users under the assump-
tion that the band plan is fixed and known in advance. The optimal spectrum balancing
algorithm (OSBA) [14, 15], as the name implies, finds the “optimal”1 power allocations
for all users and assumes, like the IWFA, that the band plan is fixed and known in advance.
The bi-directional IWFA (bi-IWFA) [24] finds optimized power allocations for all users,
but compared to the IWFA there is no restriction in the band plan. Furthermore, with the
bi-IWFA each subcarrier can be used simultaneously in both transmission directions; so
it requires an echo-cancelled transmission scheme.

In this chapter we compare the performance of the NRIA with the IWFA, the OSBA,
the bi-IWFA, and the UPBO as well as analyze some other properties of the NRIA. This
chapter is organized as follows. Section 5.1 gives the common parameters for all simula-
tions. Section 5.2 describes the rate regions of the IWFA, the OSBA, and the NRIA. We
will use the rate region concept to compare the performance of the NRIA with the IWFA
and the OSBA for a two-user case scenario. Sections 5.3 and 5.4 compare the NRIA with
the IWFA and with the OSBA, respectively. Section 5.5 analyzes the flexibility of the
NRIA to assign a broad range of downstream and upstream bitrate combinations to the
users. Sections 5.6 and 5.7 compare the NRIA with the bi-IWFA and the standardized
UPBO, respectively. In Section 5.8 we compare the NRIA with an exhaustive search for
an “optimal” subcarrier allocation.

1The optimality is proved by the authors under some specific conditions.
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5.1 Common Simulation Parameters

We mentioned in Section 4.6 that the Zipper-DMT type VDSL system [4, 40, 41] is the
only standardized DSL technology that supports digital frequency division duplexing (D-
FDD) transmission. Therefore, all simulations have been performed for this type of trans-
mission systems. We described digital duplexing in detail in Section 2.2.2.

We will use the continuous bit-loading algorithm to compare the performance of the
NRIA with the bi-IWFA for easier interpretation of the power allocations in the bi-IWFA.
We also use the continuous bit-loading algorithm to compare the NRIA with an exhaus-
tive search for an “optimal” subcarrier allocation. However, in order to perform a fair
comparison between the NRIA and the IWFA, the OSBA, and the UPBO we use the
Levin-Campello [11] algorithm to ensure integer bit-loading. If not otherwise specified
the maximum number of bits per subcarrier is set to fifteen.

The center frequency separation between two successive subcarriers is 4.3125 kHz and
the DMT symbol rate is 4 kHz, as specified in the VDSL DMT standards. The maximum
total power Pmax for each user and each transmission direction is set to 11.5 dBm. To take
into account for the power loss in the cyclic prefix and the cyclic suffix, the maximum
total power used in the bit-loading algorithm P

max
, is reduced according to (2.6) by:

P
max

= Pmax · 2N

2N + Le

,

where N denotes the number of subcarriers in the DMT system and Le denotes the length
of the cyclic extension in sample periods, which is calculated as the sum of samples
included in the cyclic prefix and the cyclic suffix; thus, Le = Lp +Ls. For all simulations
we use either N = 2048 or N = 4096 subcarriers. The length of the cyclic extension
is selected as specified in the VDSL standards [4, 40, 41], as Le = 320 or Le = 640
corresponding to N = 2048 and N = 4096 subcarriers, respectively.

To achieve a bit error rate of 10−7 we have assumed a signal-to-noise ratio (SNR)
gap of Γ = 12.3 dB. This SNR gap, based on (3.3) after adding the noise margin in
SNR gap, is derived as: ΓdB = γMod dB + γLoss dB − γCode dB + γNoise dB = 9.8 + 0 −
3.5 + 6 = 12.3 dB, where γMod dB denotes the modulation gap, which for QAM is 9.8 dB
[101]; γNoise dB denotes the noise margin, which is assumed to be 6 dB; γLoss dB denotes
the loss in the SNR that occurs until the signal has reached the decision device, which
is assumed to be 0 dB; and γCode dB denotes the coding gain which is set to 3.5 dB. All
other parameters are selected for specific simulations, and will be introduced when the
simulation environment is described.

5.2 Rate Regions of the IWFA, the OSBA, and the
NRIA

To compare the performance of the NRIA with the IWFA and the OSBA the rate region
concept is sometimes used. The rate region characterizes all possible bitrate combinations
among the users subject to the power constraints. Due to the fixed subcarrier allocation,
the downstream and upstream rate regions of the IWFA and the OSBA are independent
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and U -dimensional. For example, in a two-user case the rate regions of the IWFA and the
OSBA can be plotted in a two-dimensional space, as shown in Figure 5.1, and any pair
of bitrates can be selected independently from the downstream and upstream rate regions.
Furthermore, any pair of bitrates that lies inside the rate regions can be supported by the
IWFA and the OSBA. However, the OSBA finds the optimal power allocations only for
those pairs of bitrates that lies on the rate region boundaries, because only those pairs of
bitrates maximize the weighted sum of the bitrates [15].

Since the NRIA searches for optimized downstream and upstream subcarrier alloca-
tions, the downstream and upstream rate regions becomes dependent. For a two-user case
the NRIA finds two pairs of downstream and upstream bitrates (R1,DS, R1,DS) and (R1,US,
R2,US), which are related by three independent parameters; a, α1,DS, and α2,US as described
in Section 4.2. Thus, the NRIA rate regions for the two-user case are five-dimensional.
This is difficult to visualize and to compare with the two-dimensional rate regions of the
IWFA and the OSBA. Furthermore, the NRIA finds only those pairs of bitrates that lie
on the rate regions boundaries, because only those pairs of bitrates maximize the sum of
downstream and upstream bitrates and satisfy the relations defined in (4.5) and (4.7). Ac-
tually, in practice we can reduce the downstream and upstream bitrates of all users such
that (4.5) and (4.7) are satisfied. However, the resulting pairs of bitrates do not maximize
the sum of downstream and upstream bitrates. Therefore in this chapter we confine to the
pairs of bitrates that maximize the sum of the downstream and upstream bitrates of all
users.

A

B
US
DS

R 2

1R

FIGURE 5.1: Illustration of rate regions of the IWFA and the OSBA.

One way to compare the NRIA with the IWFA and the OSBA is to calculate the para-
meters needed by the NRIA from the two-dimensional rate regions spanned by the IWFA
and the OSBA. For example, let us select the pair of bitrates at pointA for the downstream
and the pair of bitrates at point B for the upstream as shown in Figure 5.1. For these two
pairs of bitrates we can calculate the asymmetry parameter a and the users’ priority values
αu,DS and αu,US needed in NRIA by using (4.4) and (4.5). We can repeat this for any two
pairs of downstream and upstream bitrates and draw the corresponding downstream and
upstream rate regions of the NRIA. However, this strategy excludes a large portion of the
bitrates that are supported by the NRIA but not by the IWFA and the OSBA. Hence, such
a comparison would therefore become quite skewed.

Instead, we will use another way to compare the three algorithms. We will assume
equal downstream and upstream user priorities for the NRIA, which for the two-user case
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from (4.7) yields:

Ru,DS = aRu,US, for u = 1, 2.

Under this assumption for the two-user case, the rate region of the NRIA is reduced to a
three-dimensional space. We will show some plots of the NRIA three-dimensional rate
regions to better illustrate the space of the bitrate combinations that can be supported by
the NRIA but not by the IWFA or the OSBA. For a fixed asymmetry parameter value
a we can plot the rate regions of the NRIA in two-dimensional space. This strategy
reduces the NRIA rate region space to the same order as that of the IWFA and the OSBA,
which simplifies the comparison among the three algorithms. However, note that the
NRIA will now only support those downstream and upstream bitrates for which αu,DS =
αu,US. Thus, we calculate two pairs of downstream and upstream bitrates (R1,US, R2,US)
and (R1,DS, R2,DS) = (aR1,US, aR2,US), respectively. As a result, depending on a, the
downstream bitrates are either expanded or contracted compared to the upstream bitrates.
That is, two pairs of downstream and upstream bitrates lie on a line that also crosses the
origin of the bitrate axes. This line will be included in some plots to better illustrate the
bitrate relations between different algorithms.
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R

R 11,US1,DSR1,USR

2,USR

2,US2,DS
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a 
a US (  =2)

FIGURE 5.2: An example of rate region of the NRIA for two-user case when
α1,DS = α1,US, and α2,DS = α2,US and for asymmetry parameter value a = 2.

Figure 5.2 shows an example of the rate regions of the NRIA for the asymmetry para-
meter value set to a = 2. In the same plot are also shown a pair of downstream bitrates
at point C and a pair of upstream bitrates at point D, which lie on a line (dashed line)
that crosses the origin. Note that for the symmetric case, with a = 1, C = D and the
corresponding rate regions coincide.

5.3 Comparison of the NRIA with the IWFA

In this section we compare the performance of the NRIA with the iterative water-filling
algorithm (IWFA) [122] for the two-user and multi-user cases. As mentioned the IWFA
assumes a fixed frequency band plan, and therefore, for all simulations concerning the
IWFA we will use one of the standardized frequency band plans: the band plan “997” (see
Section 3.1.3), without guard bands, with the corresponding downstream and upstream
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subcarriers:
IDS = {32 . . . 695, 1183 . . . 1634}, and
IUS = {696 . . . 1182, 1635 . . . 2782}.

(5.1)

The cable type and the FEXT model used are the same as specified in Section 4.6, when
analyzing the initialization of input parameters in the NRIA. We use a DMT system with
4096 subcarriers, but only the subcarriers in the range from 32 to 2782 are used, which
corresponds to frequencies from 138 kHz to 12 MHz. Moreover, for all simulations we
have also included alien noise according to ETSI VDSL “Noise model A” [40] in addition
to the background noise. The PSDs of ETSI VDSL “Noise model A” at both LT and NT
side are shown in Figure 5.3.
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FIGURE 5.3: PSDs of ETSI VDSL “Noise Model A” at NT and LT sides.

As suggested in Section 4.6 selecting K = 8 subbands (four for each transmission
direction) in the NRIA is typically sufficient to achieve the desired bitrates, which is also
used for all simulations in this section. Furthermore, as explained in Section 4.6 we set
MDS = MUS = U for all simulations where MDS and MUS show the number of the last
normalized bitrates used to calculate the target bitrates.

5.3.1 Two-User Case: Fixed Length

For all simulations we will use the network scenario shown in Figure 5.4. The insertion
loss (the direct channel) and the FEXT couplings of this two-user scenario are shown
in Figure 5.5. This is essentially the same network scenario as in [14], which was used
to compare the OSBA with the IWFA. However, we have not collocated four modems
at each node. This is because the IWFA, due to the iterative process, might generate
different PSDs to support equal bitrates for the collocated modems although they have the
same FEXT couplings. Furthermore, in practice even if the modems are collocated there
are different FEXT coupling functions between different twisted pairs.
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FIGURE 5.4: Network scenario used for most of the simulations. CO de-
notes the central office. LT and LT denote line termination and network ter-
minations sides, respectively.
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FIGURE 5.5: The insertion losses (the direct channel) and the FEXT cou-
plings for the two-user case network scenario given in Figure 5.4.

5.3.1.1 Comparison for the Symmetric Bitrates

Figure 5.6 shows the downstream and upstream rate regions for the IWFA and for the
NRIA with a = 1. The NRIA forces symmetric bitrates for each user when a = 1, be-
cause, as descried in Section 5.2, we have assumed equal downstream and upstream user
priorities for each user; thus, αu,US = αu,DS, for u = 1, 2. The NRIA has optimized the
sharing of the cable resources for symmetric bitrates. Therefore, to compare the NRIA
with the IWFA we also need to find the corresponding symmetric bitrates for the IWFA.
They are located where the boundaries of the downstream and upstream IWFA rate re-
gions intersect. This shows that the IWFA in this case supports symmetric bitrates only
for two pairs (one for each transmission direction) of user bitrate combinations. In the
other hand, the NRIA supports symmetric bitrates for all pairs of user bitrate combina-
tions that lie in the boundary of the NRIA rate region in Figure 5.6. There are also network
scenarios for which the IWFA cannot supports symmetric bitrates (see for example Fig-
ure 5.11). The NRIA supports symmetric bitrates in any network scenario, due to using
the flexibility to assign the subcarriers adaptively in downstream and upstream to match
better the needs of all users.

The bitrate figures for the symmetric case are summarized in Table 5.1. We see that
if we fix the bitrate of user u1 to 53.35 Mbit/s, as achieved by the IWFA, the NRIA can
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FIGURE 5.6: Downstream and upstream rate regions of the IWFA and the
NRIA for a = 1, α1,DS = α1,US, and α2,DS = α2,US.

TABLE 5.1: Comparison of the NRIA with the IWFA, symmetric
bitrates (a = 1.00).

User u1 User u2 IncreaseAlgorithm Direction (Mbit/s) (Mbit/s) (%)
IWFA DS/US 53.35 10.36 −
NRIA fix u1 (A) DS/US 53.35 12.80 23.5
NRIA fix u2 (B) DS/US 57.50 10.36 7.78
NRIA (C) DS/US 56.46 10.96 5.82

increase the bitrate of user u2 from 10.36 to 12.80 Mbit/s (point A, an increase of 23%).
If we instead fix the bitrate of u2 at 10.36 Mbit/s the NRIA can increase the bitrate of u1

from 53.35 to 57.50 Mbit/s (pointB, an increase of 8%). The gain is smaller for the latter
case, since u1 disturbs u2 more than vice versa, due to the upstream near-far problem,
which we described in Section 3.1.3.

For distributed DSL access networks in general, decreasing one user’s bitrate does not
necessarily increase another user’s bitrate correspondingly. Therefore, in a third compar-
ison the users’ bitrate relations of the NRIA and the IWFA are equal(

R1

R2

)
IWFA

=

(
R1

R2

)
NRIA

=
α1

α2

. (5.2)

This is depicted in Figure 5.6 at point C, where the dashed line (corresponding to (5.2))
intersects with the NRIA’s rate region boundary. For this case, a total bitrate increase of
about 6% is achieved with the NRIA compared to the IWFA.

As discussed in Section 4.7 for a fixed subcarrier allocation, when only the inner stage
of the NRIA is used, the NRIA cannot outperform the IWFA since the inner stage of the
NRIA is based on the IWFA. However, in this case the NRIA can be used to calculate
the sets of maximum achievable user bitrates for the IWFA. The alternative, to calculate
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the sets of achievable bitrates in the IWFA by exhaustively testing all possible maximum
total power constraints [122] requires much higher computational complexity even for
this simple two-user network scenario.

5.3.1.2 Comparison for the Asymmetric Bitrates

The NRIA supports any asymmetric bitrates for each user by setting the asymmetry pa-
rameter a to a desired value. Note, from (4.7) it can be recognized that the desired asym-
metry for each user can be achieved also for a = 1 by selecting the downstream and
upstream priority values appropriately for each user. However, for the reasons explained
in Section 5.2 we have assumed equal downstream and upstream priorities for each user.
Therefore, the asymmetry parameter a is sufficient to achieve the desired asymmetry for
each user. At the other hand, the IWFA only supports those asymmetric users’ bitrates
that are spanned by all combinations of the pairs of bitrates that lie in the downstream
and upstream boundary rate regions, where the boundary rate regions do not intersect.
This shows that the space of the asymmetric bitrate combinations spanned by the IWFA
is much smaller than that of the NRIA.

To compare the performance of the NRIA with the IWFA we have selected the asym-
metry parameter a = 1.25 in the NRIA. Again, we should compare the NRIA with the
IWFA for which a = 1.25. In Figure 5.7 the bitrates for this case are found at the intersec-
tions of the dashed line with the IWFA downstream and upstream rate region boundaries.
These bitrates are summarized in Table 5.2; it can be verified that they satisfy the priority
relations: (

R1,DS

R2,DS

)
IWFA

=

(
R1,DS

R2,DS

)
NRIA

=
α1,DS

α2,DS
,(

R1,US

R2,US

)
IWFA

=

(
R1,US

R2,US

)
NRIA

=
α1,US

α2,US
.

(5.3)

We see that the NRIA achieves an increase of more than 12% in each transmission direc-
tion.

TABLE 5.2: Comparison of the NRIA with the IWFA,
asymmetric bitrates (a = 1.25).

User u1 User u2 IncreaseAlgorithm Direction (Mbit/s) (Mbit/s) (%)
IWFA DS 41.25 21.42 −
IWFA US 33.25 16.88 −
NRIA DS 46.60 23.88 12.4
NRIA US 37.24 19.19 12.5

The IWFA supports asymmetric bitrates for a = 1.25, as for the symmetric bitrates,
only for two pairs of user bitrates. In contrast, the NRIA supports symmetric bitrates for
all pairs of bitrates that lie on the boundary rate regions and intersect the line that crosses
the origin of the bitrate axes.
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FIGURE 5.7: Downstream and upstream rate regions of the IWFA and the
NRIA for a = 1.25, α1,DS = α1,US, and α2,DS = α2,US.

5.3.1.3 Performance Improvement of the NRIA over the IWFA

We have showed that the NRIA performs better than the IWFA for both symmetric and
asymmetric bitrates. The increase in the bitrates is due to a better optimized band plan as
well as power allocations found by the NRIA compared to the fixed band plan and power
allocations found by the IWFA. We analyze this in detail for a particular case when the
asymmetry parameter is a = 1.25.

The optimized downstream and upstream subcarriers found by the NRIA for this two-
user network scenario with K = 8 subbands, a = 1.25 asymmetry, and the bitrates given
in Table 5.2 are:

IDS = {32 . . . 477, 1025 . . . 1501, 2049 . . . 2525}, and
IUS = {478 . . . 1024, 1502 . . . 2048, 2526 . . . 2782}.

Note that although we have selected eight subbands (four for each transmission direc-
tion), they have been reduced to six subbands (three for each transmission direction) since
only subcarriers in the range {32, . . . , 2782} are used (out of 4096 total). The subcarrier
allocations used in the IWFA are given in (5.1).

The corresponding downstream and upstream transmit PSDs of the IWFA and the
NRIA when a = 1.25 are shown in Figures 5.8 and 5.9. The transmit PSDs of the
NRIA and the IWFA are non-smooth due to the integer bit-loading algorithm. However,
the PSDs of the NRIA and the IWFA are almost flat over all used subcarriers. The PSDs
of the IWFA are almost flat as shown in [108,116] when the integer bit-loading algorithm
is used. Because the inner stage of the NRIA is based on the IWFA, the PSDs generated
by the NRIA are likewise almost flat when the integer bit-loading algorithm is used.

Let us start analyzing the downstream transmission direction. With the IWFA both
subbands are fully utilized by both users as shown in Figure 5.8. From the supported
bitrates shown in Table 5.2 we have assigned a higher bitrate to the user u1 than to u2.
Although user u1 has lower loop attenuation compared to u2 (cf. Figure 5.5), u1 has used
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FIGURE 5.8: Downstream transmit PSDs of the NRIA and the IWFA for
users’ bitrates given in Table 5.2. With these transmit PSDs the NRIA
achieves an increase of 12.4% in bitrates compared to the IWFA.

the maximum total power and is determining the maximum downstream bitrates of u2

and himself. In the case of the NRIA, u2 utilizes only the first two subbands, because
the loop on which u2 has been deployed has high noise-to-channel-gain ratio in the third
downstream subband and hence it is not attractive for him. However, the third subband
can be utilized by u1, because it has low loop attenuation (cf. Figure 5.5) and u1 is
not receiving noise from u2 in the third subband. Both u1 and u2 use more or less the
maximum total power. Therefore, the downstream bitrates supported by the NRIA are
higher than those supported by the IWFA for both users.

From Figure 5.9, in the upstream transmission direction in the case of the IWFA, u1 is
utilizing both upstream assigned subbands. However, u2 is only utilizing the frequencies
of the second subbands up to approximately 8.7 MHz (subcarrier 2019), due to the high
noise-to-channel-gain ratio at high frequencies. The same situation occurs with the NRIA,
where u1 is utilizing all three assigned upstream subbands, whereas u2 utilizes only the
first subband and the second subband up to approximately 7.9 MHz (subcarrier 1830). In
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FIGURE 5.9: Upstream transmit PSDs of the NRIA and the IWFA for users’
bitrates given in Table 5.2. With these transmit PSDs the NRIA achieves an
increase of 12.5% in bitrates compared to the IWFA.

both algorithms u2 uses the maximum total power, because it is disturbed more by u1 than
vice versa due to the upstream near-far problem.

In the upstream transmission direction both the NRIA and the IWFA perform power
allocation for user u2 with the same levels and use approximately the same number of
subcarriers. However, in the case of the NRIA in the average the subcarriers used are
allocated at low frequencies where the noise-to-channel-gain ratio is also low. Therefore
user u2 in the case of the NRIA can load in total more bits over all used subcarriers. With
the IWFA user u1 utilizes more subcarriers than with the NRIA, but in the case of the
IWFA it allocates low power levels over all used subcarriers. Furthermore, on average
the subcarriers assigned in the IWFA are allocated at high frequencies compared to the
NRIA. Thus, user u1 achieves a lower bitrate in the IWFA than in the NRIA.
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5.3.2 Two-User Case: Variable Length

To compare the performance of the NRIA with the IWFA for the two-user case in a broad
range of scenarios we varied the length of the second loop in Figure 5.4. We ran the
simulations with the loop lengths for the second user from 100 m to 2000 m in 100 m
increments as illustrated in Figure 5.10. We use the integer bit-loading algorithm in both
the NRIA and the IWFA. Thus, the IWFA might outperform the NRIA if we fix the
maximum number of bits to a specific value for reasons explained in Section 4.7. We can
extend the NRIA in a straightforward way to recognize these cases. However, to perform
a fair comparison we use another method: we allow the bit-loading algorithm to load any
number of bits per subcarrier.

2u2

u u11
600 m

100 mu
2u 2u

CO/Cabinet

2000 m

FIGURE 5.10: The two-user network scenario used for variable length sim-
ulations.
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FIGURE 5.11: IWFA rate region for the network scenario in Figure 5.10
when the loop length of the second user is 300 m.

To simplify the comparison we assign to both users equal downstream and upstream
priority values as explained in Section 5.2. We also set the asymmetry values equal to
one, a = 1, in the NRIA. Thus, in the NRIA we search for equal and symmetric bitrates.
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Under these constraints, the optimization problem that the NRIA will solve is defined as:

maximize
2∑

u=1

(Ru,DS +Ru,US),

subject to:
R1,DS = R1,US = R2,DS = R2,US.

Although the frequency band plan “997” used in the IWFA targets symmetric bitrates,
the supported bitrates will not be symmetric (the downstream and upstream rate region
curves do not intersect) for each loop length due to the use of a fixed band plan. For
instance, Figure 5.11 shows the rate region of the IWFA when the length of the second
loop is set to 300 m. We are searching for equal and symmetric bitrates. Therefore, for
the IWFA we select the pair of bitrates from the rate region curve with lower bitrates for
both transmission directions. One such pair of bitrates is showed in Figure 5.11 at point
A.
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FIGURE 5.12: Symmetric bitrates of the NRIA and the IWFA with a variable
loop length for the second user and with the loop length of the first user fixed
at 600 m.

Figure 5.12 shows the equal and symmetric bitrates of the NRIA and the IWFA. The
NRIA has the greatest improvement over the IWFA when the loops of the two users are
of different lengths. From the plots it can be seen that the NRIA achieves an increase in
bitrate from approximately 1.5 % (with the length of u2 equal to 900 m) to over 143 %
(with the length of u2 equal to 2000 m) compared to the bitrates supported by the IWFA.
Note that the performance improvements shown are for equal and symmetric bitrates and
compared to the standardized band plan “997”, which also aims for symmetric bitrates.
For other bitrate combinations the NRIA can achieve even higher performance improve-
ment. Furthermore, the advantages of the NRIA over the IWFA are not only the increased
bitrates, but also the flexibility of the NRIA to assign a broad range of the downstream
and upstream bitrate combinations to the users, as will be shown in Section 5.5.
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5.3.3 Multi-User Case
In Section 5.3.1 we analyzed in detail the performance of the NRIA compared to the
performance of the IWFA for a network scenario with two users and fixed loop lengths.
In Section 5.3.2 we extended the analysis to variable loop lengths. In this section we
analyze the performance of the NRIA compared to the performance of the IWFA for a
network scenario with multiple users and fixed loop lengths. The simulation scenario
is shown in Figure 5.13 with ten users and a distance of 100 m between two successive
users.
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FIGURE 5.13: The Multi-user network simulation scenario used to compare
the NRIA with the IWFA.

TABLE 5.3: User priority values used for simulation.
u c1 c2 c3 c4 c5 c6 c7 c8 c9 c10
1 0.11 0.04 0.01 0.04 0.07 0.07 0.12 0.09 0.12 0.08
2 0.11 0.09 0.03 0.10 0.09 0.09 0.17 0.01 0.13 0.15
3 0.15 0.16 0.01 0.04 0.06 0.17 0.03 0.03 0.14 0.09
4 0.04 0.07 0.19 0.11 0.09 0.15 0.12 0.12 0.07 0.05
5 0.06 0.21 0.09 0.19 0.14 0.02 0.04 0.17 0.11 0.03
6 0.21 0.17 0.17 0.09 0.10 0.15 0.18 0.12 0.04 0.10
7 0.05 0.09 0.18 0.16 0.20 0.14 0.06 0.14 0.15 0.17
8 0.03 0.04 0.08 0.09 0.04 0.06 0.06 0.04 0.07 0.17
9 0.09 0.09 0.18 0.05 0.11 0.13 0.06 0.13 0.06 0.13
10 0.14 0.03 0.07 0.13 0.10 0.01 0.16 0.15 0.11 0.04
Σ 1 1 1 1 1 1 1 1 1 1

In the multi-user case we cannot plot the rate regions of the NRIA and the IWFA due
to the high number of dimensions. To simplify the comparison we will perform the simu-
lation under the following conditions. We assign equal downstream and upstream priority
values as explained in Section 5.2. We perform the simulation for ten different cases. For
each case the user priority values are generated randomly; these values are shown in Table
5.3. Furthermore, the asymmetry parameter a in the NRIA is set equal to one, so in the
NRIA we search for symmetric bitrates. For all simulations we use the integer bit-loading
algorithm and allow it to load any number of bits per subcarrier. Because we are searching
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for symmetric bitrates, in the IWFA we select the bitrates from the direction with smaller
bitrate values for the same reasons described in Section 5.3.2.

TABLE 5.4: Supported bitrates in the IWFA for the user priority values
shown in Table 5.3.

User bitrates (Mbit/s)
u c1 c2 c3 c4 c5 c6 c7 c8 c9 c10
1 17.14 6.92 1.43 6.23 11.46 12.40 18.34 12.98 21.86 13.33
2 17.14 15.56 4.28 15.57 14.74 15.95 25.98 1.44 23.68 25.00
3 23.37 27.64 1.43 6.23 9.82 30.12 4.59 4.33 25.50 15.00
4 6.23 12.09 27.08 17.13 14.74 26.58 18.34 17.31 12.76 8.34
5 9.35 36.26 12.83 29.58 22.92 3.54 6.12 24.52 20.04 5.00
6 32.72 29.35 24.23 14.02 16.38 26.58 27.51 17.31 7.29 16.67
7 7.79 15.54 25.66 24.92 32.75 24.81 9.17 20.20 27.33 28.33
8 4.68 6.90 11.41 14.02 6.55 10.63 9.17 5.77 12.76 28.34
9 14.02 15.54 25.66 7.79 18.01 23.04 9.17 18.76 10.93 21.67
10 21.82 5.18 9.98 20.24 16.38 1.77 24.46 21.64 20.04 6.67
Σ 154.2 171.0 144.0 155.7 163.7 175.4 152.5 144.3 182.2 168.3

TABLE 5.5: Supported bitrates in the NRIA for the user priority values
shown in Table 5.3.

User bitrates (Mbit/s)
u c1 c2 c3 c4 c5 c6 c7 c8 c9 c10
1 19.16 7.16 1.56 7.09 12.45 13.32 20.98 15.11 25.10 14.13
2 19.16 16.10 4.69 17.72 16.00 17.12 29.72 1.68 27.18 26.49
3 26.14 28.62 1.56 7.09 10.66 32.32 5.25 5.04 29.27 15.89
4 6.97 12.52 29.71 19.49 15.99 28.52 20.98 20.14 14.64 8.83
5 10.46 37.54 14.08 33.66 24.88 3.80 7.00 28.54 23.00 5.30
6 36.59 30.39 26.58 15.95 17.76 28.51 31.47 20.15 8.36 17.66
7 8.72 16.09 28.15 28.35 35.52 26.61 10.49 23.50 31.35 30.01
8 5.23 7.15 12.51 15.95 7.10 11.40 10.49 6.72 14.63 30.01
9 15.68 16.10 28.15 8.86 19.54 24.65 10.49 21.83 12.54 22.95
10 24.40 5.37 10.95 23.04 17.76 1.90 27.98 25.19 22.96 7.06
Σ 172.5 177.0 157.9 177.2 177.7 188.2 174.8 167.9 209.0 178.3

The bitrates supported by the IWFA and the NRIA for the user priority values in Table
5.3 are summarized in Tables 5.4 and 5.5, respectively. From the results in tables we
conclude that the NRIA achieves an increase in bitrate from over 3 % (case ‘c2’) to over
16 % (case ‘c8’) compared to the bitrates supported by the IWFA. Note as mentioned
in Section 5.3.2 the performance improvements are shown for symmetric bitrates and
compared to the standardized band plan “997”, which also aims for symmetric bitrates.
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5.4 Comparison of the NRIA with the OSBA

In this section we compare the NRIA with the optimal spectrum balancing algorithm
(OSBA) [14, 15]. The OSBA assumes a fixed subcarrier allocation. Thus, all conclusions
concerning the symmetric and asymmetric bitrate combinations supported by the IWFA
also hold for the OSBA. Therefore we will not repeat them again in this section.

We compare the NRIA with the OSBA only for the two-user case, due to the high
computational complexity of the OSBA when more than two users are included in the
optimization process. For all simulations, we use the same two-user scenario as shown
in Figure 5.4, which was used to compare the NRIA with the IWFA. Since the OSBA
assumes a fixed band plan we use the same subcarrier allocations as used in Section 5.3
for the IWFA. All other simulation parameters are the same as those in Section 5.3.

5.4.1 Comparison for the Symmetric Bitrates

Figure 5.14 shows the downstream and upstream rate regions for the NRIA with sym-
metric bitrates a = 1 and for the OSBA with varying asymmetry. The corresponding
symmetric bitrates for the OSBA are summarized in Table 5.6.
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FIGURE 5.14: Downstream and upstream rate regions of the OSBA and the
NRIA for a = 1, α1,DS = α1,US, and α2,DS = α2,US.

TABLE 5.6: Comparison of the NRIA with the OSBA, sym-
metric bitrates (a = 1.00).

User u1 User u2 LossAlgorithm Direction (Mbit/s) (Mbit/s) (%)
OSBA DS/US 52.32 20.13 −
NRIA fix u1 (A) DS/US 52.32 13.55 33.3
NRIA fix u2 (B) DS/US 43.37 20.13 17.2
NRIA (C) DS/US 46.52 17.90 11.1
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To allow user u1 to have 52.32 Mbit/s with the NRIA, as achieved by the OSBA, user
u2 can only have 13.55 Mbit/s (point A, a loss of 33%). Alternatively, to allow u2 to have
20.13 Mbit/s with the NRIA, as achieved by the OSBA, u1 can have only 43.37 Mbit/s
(point B, a loss of 17%). Finally, when we want to have the same bitrate relations with
the NRIA as with the OSBA, then the bitrates given in Table 5.6 can be supported, which
corresponds to a loss of 11% (point C in Figure 5.14).

5.4.2 Comparison for the Asymmetric Bitrates

To compare the performance of the NRIA with the OSBA for asymmetric bitrates we
select the same asymmetry parameter value as used to compare the NRIA with the IWFA
for the asymmetric bitrates; thus, a = 1.25. The rate regions of the OSBA and the NRIA
with a = 1.25 are shown in Figure 5.15. The supported downstream and upstream bitrates
of both the NRIA and the OSBA that satisfy relations (5.3) are summarized in Table 5.7.
For this case the NRIA suffers a loss of less than 5% in both transmission directions
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FIGURE 5.15: Downstream and upstream rate regions of the OSBA and the
NRIA for a = 1.25, α1,DS = α1,US, and α2,DS = α2,US.

TABLE 5.7: Comparison of the NRIA with the OSBA,
asymmetric bitrates (a = 1.25).

User u1 User u2 LossAlgorithm Direction (Mbit/s) (Mbit/s) (%)
OSBA DS 40.95 27.00 −
OSBA US 32.76 21.60 −
NRIA DS 38.95 25.68 4.9
NRIA US 31.29 20.63 4.5
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5.4.3 Performance Loss in the NRIA over the OSBA

The bitrates shown in Tables 5.6 and 5.7 are not surprising, since the OSBA can in theory
deliver the highest possible bitrates for a given band plan. The price is a much higher
computational complexity compared to the NRIA, even for this two-user scenario. We
showed in Section 4.5 that when the Levin-Campello bit-loading algorithm is used, the
computational complexity of the NRIA is:

CNRIA = O
(
O · iDS · ÑDS (U + 1)

)
+O

(
O · iUS · ÑUS (U + 1)

)
, (5.4)

where O denotes the number of iterations in the outer stage; U denotes the number of
users; iDS and iUS denote the number of iterations in the downstream and upstream in-
ner stages, respectively; ÑDS denotes the average number of subcarriers in downstream
assigned over all downstream outer stage iterations; and ÑUS denotes the average num-
ber of subcarriers in the upstream assigned over all upstream outer stage iterations. The
complexity of the OSBA for a particular transmission direction is [15]:

COSBA = O
(
NdirU(Rn,max + 1)U33U

)
, (5.5)

where Ndir denotes the number of subcarriers assigned in a particular transmission di-
rections. For both transmission directions based on (5.5), the complexity of the OSBA
is

COSBA = O
(
NDSU(Rn,max + 1)U33U

)
+O

(
NUSU(Rn,max + 1)U33U

)
. (5.6)

First, we analyze the complexity of the NRIA and the OSBA for the two-user case
(U = 2). For the NRIA the maximum number of outer iterations is Omax = 10, as shown
in Section 4.5, when K = 8 subbands and N = 4096 subcarriers. The expected number
of downstream and upstream inner stage iterations for the two-user case to achieve the
desired accuracy is smaller than 50; thus, iDS < 50 and iUS < 50. This statement is also
confirmed by the plots in Figures 4.13 and 4.14. Substituting O = 10 and iDS = iUS = 50
into (5.4) yields:

CNRIA = O
(
1.5 · 103ÑDS

)
+O

(
1.5 · 103ÑUS

)
. (5.7)

Correspondingly for the OSBA after substituting Rmax = 15 in (5.6), we get

COSBA = O
(
557.6 · 103NDS

)
+O(557.6 · 103NUS). (5.8)

From (5.7) and (5.8) we can conclude that also for the two-user case the complexity of
the OSBA is much higher than the complexity of the NRIA. When the number of users in-
creases it is obvious from (5.4) and (5.6) that the computational complexity of the OSBA
increases faster than of the NRIA. This is because the complexity of the NRIA increases
linearly with the number of users, whereas the complexity of the OSBA increases expo-
nentially with the number of users. When the number of users in the OSBA is larger than
a few, it effectively fails to deliver any result in a reasonable time.

For the network scenario in Figure 5.4, the symmetric bitrates in Table 5.6 and asym-
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FIGURE 5.16: Downstream transmit PSDs of the NRIA and the OSBA for
users’ bitrates given in Table 5.7. With these transmit PSDs the NRIA suffers
a loss of 4.9% in bitrates compared to the OSBA.

metric bitrates in Table 5.7 achieved by the OSBA are higher than those achieved by the
NRIA. This is because the OSBA generates better optimized power allocations compared
to the power allocations generated by the NRIA. We analyze this in detail for the asym-
metric bitrates given in Table 5.7.

Figures 5.16 and 5.17 show the downstream and upstream transmit PSDs of the OSBA
and the NRIA corresponding to asymmetry a = 1.25. The optimized downstream and
upstream subcarrier allocations found by the NRIA for this two-user scenario are:

IDS = {32 . . . 493, 1025 . . . 1517, 2049 . . . 2541}, and
IUS = {494 . . . 1024, 1518 . . . 2048, 2542 . . . 2782}.

The downstream and upstream PSDs of the NRIA have similar shapes to those shown
when comparing the NRIA for a = 1.25 with the IWFA. However, the downstream and
upstream PSDs generated by OSBA have completely different shapes compared to those
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FIGURE 5.17: Upstream transmit PSDs of the NRIA and the OSBA for
users’ bitrates given in Table 5.7. With these transmit PSDs the NRIA suffers
a loss of 4.5% in bitrates compared to the OSBA.

generated by the IWFA.
Figure 5.16 shows that the OSBA will partially reduce the transmit power for user u1 in

the downstream direction. The PSD at high frequencies of the first downstream subband
and at low frequencies of the second downstream subband is reduced. Therefore, the users
do not disturb each other significantly. In the upstream direction, as can be seen in Figure
5.17, the PSDs of both users for the OSBA do not overlap at all. They are flat, because
the transmitters see more or less flat noise-to-channel-gain ratio (N/H, cf. Section 4.1)
over all used subcarriers.

It is worth mentioning that the OSBA outperforms the NRIA in the same network
scenarios and user bitrate combinations for which the OSBA outperforms the IWFA. As
recognized by Cioffi et al. [28] the OSBA gains over the IWFA particularly when loop
lengths differ greatly in the same binder. This was the case for the scenario used in
these comparisons. Furthermore, from the rate regions of the OSBA in Figure 5.15 and
the IWFA in Figure 5.7 (see also Figure 5.18) we conclude: the OSBA shows better
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performance than the IWFA particularly when the bitrate (priority) value assigned to the
shorter loop is moderately higher than the bitrate (priority) value assigned to the longer
loop. When the bitrates assigned to both users are approximately equal it can be seen
from the plots that the OSBA and the IWFA perform similarly. In all cases, where the
IWFA and the OSBA show similar performance, the NRIA outperforms both because the
band plan generated by the NRIA is adapted to better serve needs of all users.

5.5 Flexibility of the NRIA in the Bitrate Assignment

One of the major advantages of the NRIA over the IWFA and the OSBA is its flexibility
to assign a broad range of the downstream and upstream bitrate combinations to users.
On the other hand, the IWFA and the OSBA have little flexibility, because they assume a
fixed band plan.
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FIGURE 5.18: Downstream and upstream rate regions of the IWFA, the
OSBA, and the NRIA for a = 1.25, α1,DS = α1,US, and α2,DS = α2,US.

For example, Figure 5.18 shows the rate regions of all three algorithms: the IWFA, the
OSBA, and the NRIA with asymmetry a = 1.25 for the two-user case network scenario
shown in Figure 5.4. Note that the plots in Figure 5.18 are not new plots, but combine
the plots from Figures 5.7 and 5.15 in a single figure. The plots show, as also mentioned
in Section 5.3.1, that the IWFA and the OSBA satisfy the desired bitrate relations defined
in (5.3) only for two pairs of bitrate combinations, which are achieved at the intersection
of the corresponding dashed line with the downstream and upstream rate regions of the
IWFA and the OSBA, respectively. The dashed lines that fulfill the desired relations are
shown in Figure 5.18 and they are different for the IWFA and the OSBA. The NRIA
satisfies (5.3) for any two pairs of bitrate combinations that are at the intersection of any
line that starts at the origin of the bitrate axes with the downstream and upstream rate
region boundaries of the NRIA.

From the rate regions in Figure 5.18 we conclude that the NRIA supports many down-
stream and upstream user bitrate combinations that cannot be supported by the IWFA and
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TABLE 5.8: Some bitrate combinations that can be supported by the NRIA
but not by the IWFA and the OSBA (corresponding to Figures 5.14 and 5.18).

User u1 User u2Asymmetry Direction (Mbit/s) (Mbit/s)
a = 1.00 DS/US 25.0 25.0
a = 1.00 DS/US 35.0 23.0
a = 1.00 DS/US 15.0 26.0
a = 1.25 DS 25.0 28.0
a = 1.25 US 20.0 22.5
a = 1.25 DS 13.3 29.3
a = 1.25 US 10.2 23.3

the OSBA. Table 5.8 summarizes some bitrate combinations that can be supported by the
NRIA but not by the IWFA or the OSBA. Note that these bitrate combinations are gen-
erated under the constraint of equal downstream and upstream user priorities and for the
asymmetry parameter values a = 1.00 and a = 1.25.
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FIGURE 5.19: Downstream and upstream rate regions of the NRIA for dif-
ferent asymmetry value a, α1,DS = α1,US, and α2,DS = α2,US.
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As explained in Section 5.2, for the two-user case the downstream and upstream rate
regions of the NRIA are five-dimensional and dependent. To better illustrate the space
of bitrate combinations that can be supported by the NRIA, Figure 5.19 shows the down-
stream and upstream rate regions of the NRIA for the asymmetry values a = [0.1, . . . , 5].
All simulations were performed for the two-user case network scenario in Figure 5.4 and
the simulation parameters as specified in Section 5.3. The plots were generated under the
constraints: α1,DS = α1,US and α2,DS = α2,US.

Figure 5.19 should be read as follows: For a given asymmetry parameter a we take
one curve from downstream rate region and one curve from upstream rate region. For
example for a = 2 the downstream and upstream curves are plotted again in Figure 5.20
for the sake of clarification. Figure 5.20 then should be read as Figure 5.2 in Section 5.2.
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FIGURE 5.20: Downstream and upstream rate regions of the NRIA for dif-
ferent asymmetry value a = 2, α1,DS = α1,US, and α2,DS = α2,US.

From the explanation given above, the NRIA simultaneously supports only those pairs
of downstream and upstream bitrate combinations from the rate regions in Figure 5.19
that are generated for αu,DS = αu,US and the same value of a. Figures 5.19 and 5.20 show
one example of such pairs of bitrates connected by an arrow.

In practice the NRIA supports a much larger space of bitrate combinations, but unfortu-
nately this cannot easily be illustrated graphically. However, comparing Figures 5.18 and
5.19 gives a good insight about the space of bitrate combinations that can be supported
by the NRIA compared to that supported by the IWFA and the OSBA.

5.6 Comparison of the NRIA with the bi-IWFA

The IWFA assumes a fixed band plan, as discussed in Section 5.3, so it performs worse
than the NRIA, which searches for an optimized band plan. As a result, Cioffi [24] has
suggested to compare the NRIA with the bi-directional IWFA (bi-IWFA). The bi-IWFA
does not fix the band plan, but assumes an echo-cancelled transmission scheme and lets
the IWFA decide for each loop which subcarriers should be used exclusively for down-
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stream or the upstream and which should be used simultaneously for both transmission
directions.

Before presenting simulation results comparing the performance of the NRIA with the
bi-IWFA, we first analyze the convergence criteria for the IWFA. Based on these criteria
we derive the convergence criteria for the bi-IWFA.

5.6.1 Convergence of the IWFA and the bi-IWFA

For two users, U = 2, Yu et al. in [122] have proved the following: At least one pure
Nash equilibrium (see Section 3.2.1) exists if

γ1(f)γ2(f) < 1, for all f, (5.9)

where

γ1(f) = Γ
H21(f)

H22(f)
,

γ2(f) = Γ
H12(f)

H11(f)
,

where Γ denotes the SNR gap;H11 andH22 are the parameters defined in (2.7) and denote
the squared magnitude of the direct channel transfer functions of the first and the second
users, respectively; likewise, H21 and H12 denote the squared magnitude of the FEXT
coupling functions from the first user to the second user and from the second user to the
first user, respectively. Furthermore, if any of the conditions ε0 < 1, ε1 + ε2 < 1/2,
or ε1 + ε3 < 1/2 is satisfied, then the Nash equilibrium is unique and stable. The ε0,
ε1, and ε2 are defined as: ε0 = sup {γ1(f)} sup {γ2(f)}, ε1 = sup {γ1(f)γ2(f)}, ε2 =

sup {γ1(f)} (1/F )
∫ F

0
γ2(f)df , and ε3 = sup {γ2(f)} (1/F )

∫ F

0
γ1(f)df ; where “sup”

denotes the supremum operation; and bandwidth F = 1/2T , where T is the sampling
rate.

If the conditions for existence and uniqueness of the Nash equilibrium are satisfied, then
the IWFA for the two-user Gaussian interference channel converges, and it converges to
a unique Nash equilibrium from any starting point [122]. It can be shown that the above
criteria are satisfied for the scenario in Figure 5.4, whose transfer and coupling functions
are shown in Figure 5.5. From (5.9) it can be concluded that the convergence criteria will
not be fulfilled in network scenarios where the direct channel transfer functions have low
values and the FEXT coupling functions have high values.

For more than two users, U > 2, in [23] (see also [121]) it has been shown that the
IWFA converges and has a unique Nash equilibrium if

max

{
Γ
Huv(f)

Huu(f)

}
<

1

U − 1
, ∀f, u, v; u 6= v for u, v = 1, . . . , U, (5.10)

where Huu(f) denotes the squared magnitude of the direct channel transfer function of
user u and Huv(f) denotes the squared magnitude of the FEXT coupling function from
user v to user u.

In the bi-IWFA, many users may use the same subcarriers (frequencies) simultaneously



5.6 Comparison of the NRIA with the bi-IWFA 107

for transmitting either in the downstream or the upstream direction. Both criteria (5.9)
and (5.10) appears in Huv(f) and shows the FEXT couplings. However, to calculate the
convergence criteria for the bi-IWFA we should also take into account the NEXT coupling
functions in addition to the FEXT coupling functions. We can still use (5.10) to verify the
convergence criteria of the bi-IWFA by using the model shown in Figure 5.21, where the
NEXT coupling is transformed into a “virtual” FEXT coupling. Furthermore, the number
of users (loops) is increased to the “virtual” number of users, which is twice the number
of users in a network scenario. Thus, for U users the bi-IWFA converges if:

max

{
Γ
Huv̄(f)

Huu(f)

}
<

1

2U − 1
, ∀f, u, v̄; u 6= v̄ for

{
u = 1, . . . , U,

v̄ = 1, . . . , 2U,
(5.11)

where Huv̄(f) denotes either the squared magnitude of the FEXT or the squared magni-
tude of the virtual FEXT coupling from Loop v̄ to Loop u.

Modem Modem

ModemModem

Disturber
Modem

Disturber
Modem

Modem
Disturber

Disturber
Modem

Virtual FEXT

FEXT

FEXT  NEXT

Victim Victim

VictimVictim

FIGURE 5.21: Virtual FEXT used to model the NEXT by the bi-IWFA.

The criteria (5.9) and (5.10) determine the convergence space of the IWFA, whereas
the criterion (5.11) determines the convergence space of the bi-IWFA. However, they are
not necessary; thus, if they are not fulfilled this does not imply that the IWFA and the
bi-IWFA will not converge. We have found network scenarios that were built based on
measured FEXT couplings from the cables of different manufactures where the conver-
gence criterion in (5.9) is not fulfilled. However, the IWFA has always converged and in
“most” network scenarios also to a unique solution. In our experience, both the IWFA and
the bi-IWFA converge if (5.9), (5.10), and (5.11) are “moderately” violated. If the conver-
gence criteria are “strongly” violated both the IWFA and the bi-IWFA still converge, but
the convergence point is not unique. We will show an example in the next section for the
bi-IWFA when the converge point is not unique. We have never encountered a network
scenario where the IWFA and the bi-IWFA have not converged. To construct network
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scenarios we have used not only the NEXT and FEXT models described in Section 2.4.2,
but also the measured NEXT and FEXT couplings of different cables. Unfortunately,
there are no theoretical results indicating the space where the IWFA and the bi-IWFA do
not converge.

Yamashita and Luo in [121] have given a theoretical example, which by simulations
show a case where the IWFA has not converged. The simulations in [121] are performed
for ΓHuv(f)

Huu(f)
chosen from the interval [0.99, . . . , 1]. Such a network scenario can be en-

countered by the bi-IWFA when the NEXT (in our model in Figure 5.21 the virtual FEXT)
couplings have high values and the direct channels have high attenuations. However, in
the IWFA this is not realistic, because it uses the FDD transmission scheme and therefore
only FEXT couplings are of interest. The FEXT couplings in practice are usually from
10−1 to 10−6 smaller than the direct channel couplings.

5.6.2 Simulations
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FIGURE 5.22: Network scenario used to compare the NRIA and the bi-
IWFA.
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FIGURE 5.23: Users’ downstream and upstream supported bitrates for the
NRIA and the bi-IWFA for the network scenario shown in Figure 5.22.

The simulation scenario used to compare the performance of the NRIA with the bi-
IWFA is shown in Figure 5.22. We have selected a network scenario with four users,
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because in a two-user case an echo-cancellation (EC) transmission scheme will usually
outperform any another algorithm that assumes FDD transmission. The reason for this
is that the gain achieved with EC is higher than the loss from the self-NEXT noise of a
single disturber.

For the network scenario in Figure 5.22 the criterion (5.11) is not fulfilled for all loops
due to high NEXT couplings. Hence, the bi-IWFA might have not a unique Nash equilib-
rium. For this scenario, we have recognized that the performance of the bi-IWFA depends
on the user ordering during the iterations. Therefore, we have performed simulations with
the iteration orderings u1-u2-u3-u4 and u4-u3-u2-u1.
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FIGURE 5.24: The downstream and upstream transmit PSDs of the bi-IWFA
for users’ bitrates shown in Figure 5.23 when the iteration order u4-u3-u2-u1

is selected.

For these simulations we have searched for symmetric and equal bitrates for all users.
The simulation results are summarized in Figure 5.23. When the bi-IWFA is deployed
bitrates of approximately 26.2 Mbit/s and 24.6 Mbit/s can be supported by each user for
the iteration orders u4-u3-u2-u1 and u1-u2-u3-u4, respectively. With the NRIA, a bitrate of
more than 31.6 Mbit/s can be achieved by each user in each transmission direction. Thus,
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FIGURE 5.25: The downstream and upstream transmit PSDs of the NRIA
for users’ bitrates values shown in Figure 5.23.

for this case a bitrate increase of more than 20% is achieved with the NRIA for each
user compared to the bi-IWFA with the best iteration order u4-u3-u2-u1. This simulation
is also performed with the IWFA using the band plan “997”, as described in Section
5.3. Figure 5.23 shows that the IWFA performs better than the bi-IWFA for the given
scenario. The reason for this can be explained as follows: due to the several NEXT
couplings the crosstalk noise is high; however, the noise has not such a high level that the
transmitters will decide for FDD transmission when the transmit PSDs of all transmitters
are “moderately” low. As Chung and Cioffi [22] have recognized, in these environments
the IWFA shows significantly worse performance than the PSDs have high levels.

The downstream and upstream transmit PSDs of the bi-IWFA for the iteration order
u4-u3-u2-u1 are shown in Figure 5.24. The transmit PSDs for the iteration order u1-u2-
u3-u4 are not included, but were found to have quite different shapes. Figure 5.24 shows
that only user u4 utilizes the maximum total power for the upstream direction. Therefore,
u4 determines the maximum bitrates of all other users. From the PSDs we can recognize
three main regions: frequencies lower than approximately 6.2 MHz (subcarrier 1438) are
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used simultaneously for both transmission directions; frequencies between 6.2 MHz and
10.4 MHz (subcarrier 2405) are used only for downstream transmission; and frequencies
from 10.4 MHz to 12 MHz (subcarrier 2782) are used simultaneously for both transmis-
sion directions. Figure 5.25 shows that in contrast to the bi-IWFA, the NRIA allows user
u4 to utilize the maximum total power in both transmission directions.

5.7 Comparison of the NRIA with the UPBO in VDSL
As mentioned in Chapter 3, the power back-off (PBO) is the most sophisticated technique
for static spectrum management (SSM) in DSL systems. Thus, in this section we compare
the performance of the NRIA with the standardized upstream PBO (UPBO) in VDSL.
Furthermore, to be more practical, we analyze the performance of the NRIA with the
UPBO for the measured FEXT couplings of a 0.4 mm cable with 50 pairs.

5.7.1 Simulation Environment

Figure 5.26 shows a simulation scenario, in which all users are connected to a CO or to a
cabinet. There are fifteen users and a distance of 50 m between two successive users.
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FIGURE 5.26: Simulation Scenario. The maximum loop length is 750 m
(for user u15).

The main simulation parameters are as follows. The NRIA does not need a PSD-mask
constraint, because the total power constraint alone is sufficient to ensure the spectral com-
patibility among the users. However, for a fair comparison the maximum PSD-mask con-
straint is set to −60 dBm/Hz for all simulations. For the UPBO the simulations are per-
formed for the ETSI 99% worst-case FEXT coupling model as specified in Section 2.4.2,
which is shown again in Figure 5.27 with the diamond-marked line; and for the measured
FEXT couplings of a 0.4 mm cable with 50 pairs (vendor identification: F02YHJA2Y
50x2x0.4). For the NRIA the simulations are performed only for the measured FEXT
couplings. Figure 5.27 shows the equal level FEXT (EL-FEXT) couplings of all fifteen
twisted pairs used, which are selected randomly from the 50 possible pairs. The definition
of the EL-FEXT is given in Section 2.4.2.

The insertion losses per unit length in all twisted pairs in our cable are very similar,
as can be seen in Figure 5.28. Therefore, for all simulations we assume that all twisted
pairs have equal insertion loss per unit length and we use the model shown in Figure
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FIGURE 5.28: Measured insertion losses of all 50 pairs and the model used
for simulation.

5.28. Furthermore, to take into account for the alien noise at both NT and LT sides, we
have added the ETSI VDSL “Noise model A”, which PSDs are shown in Figure 5.3. The
parameters for the standardized VDSL UPBO were selected as defined in [40] for this
type of noise (see also Section 3.1.3). For UPBO all simulations were performed for the
band plan “997” with the subcarrier allocations as specified in (5.1). All other parameters
in the NRIA were set as in Section 5.6 when comparing the NRIA with the IWFA.

5.7.2 Simulation Results

Current DMT systems usually work in the margin adaptive mode, that is, they fix the
transmit PSDs and allocate the bits over the subcarriers to adapt to the noise environment
such that the noise margin is maximized. Another way is to assume a worst-case noise
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environment as described in Section 3.1.3. In this case, there is no need to estimate the
noise from the other DSL systems, but the supported bitrates will be very pessimistic.

We first show the bitrates supported by each user for the UPBO with the 99% worst-
case and the measured FEXT couplings shown in Figure 5.27. Then, we compare the
performance of the NRIA with the UPBO for the measured FEXT couplings.
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FIGURE 5.29: Supported bitrates for the ETSI UPBO with 99% worst-case
and measured FEXT couplings. DS and US denote the downstream and up-
stream transmission direction, respectively.

Figure 5.29 shows the supported bitrates of all users with the UPBO for the 99% worst-
case and measured FEXT couplings. To calculate the self-FEXT noise at the input of each
modem for the 99% worst-case FEXT coupling, the FSAN noise calculation method was
used, as described in Section 2.4.2. As the FEXT couplings between the different twisted
pairs are different, we have not performed pair selection, but have deployed the DSL
systems in the twisted pairs randomly. The plots in Figure 5.29 show substantial increase
in the supported bitrates when the measured FEXT couplings are used to calculate the
noise. The increase in the bitrates is higher in the downstream than in the upstream,
because in the downstream direction all VDSL modems transmit with the maximum PSD
mask. In the upstream direction the users disturb each other due to the near-far problem,
but they transmit with some “optimized” PSDs as calculated by the UPBO algorithm.

There are some interesting points to note from the bitrates shown in Figure 5.29. The
received PSDs at the CO or cabinet of all users are the same due to the definition of the
standardized UPBO in VDSL as described in Section 3.1.3. Under the 99% worst-case
FEXT assumption the users close to the cabinet achieve higher bitrates than those located
far away. The reason for this can be explained as follows. For the cable attenuation shown
in Figure 5.28 the FEXT noise increases with the loop length. As a result, the users close
to the cabinet receive less noise than the users far away due to higher coupling lengths.
Thus, the insertion loss alone is not sufficient to determine the level of the transmit PSD
masks as is done in the current standardized VDSL UPBO. In the case of the measured
FEXT couplings users u11, u12, and u13 support higher bitrates than users u8, u9, and u10
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in both transmission directions. This is a result of lower FEXT couplings between the
loops on which users u11, u12, and u13 are deployed and the loops used by the others. The
same also holds true for users u14 and u15. This effect further strengthens our conclusion
that the insertion loss alone is not sufficient to determine the optimal level of the transmit
PSD masks.
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FIGURE 5.30: Comparison of the supported bitrates of the ETSI UPBO in
VDSL with the NRIA for a = 1 and a = 1.5. For all simulations the measured
FEXT couplings were used.

As described in Section 3.1.3, the main drawback of using the standardized UPBO is
that the transmit PSDs of the users are optimized for the worst-case noise environment,
and are not optimal when deployed in an actual network scenario. Furthermore, due to the
fixed transmit PSDs, the maximum bitrates that can be offered to users are fixed no matter
what their needs. For the scenario in Figure 5.26 only the bitrates shown in Figure 5.29
can be supported. Let us explain with two simple examples what bitrates can be offered
to users in practice.

Example 1: Let us assume that we want to offer equal and symmetric bitrates to all
users. The bitrates that can be delivered to all users are determined by the smallest sup-
ported bitrate, which is that of u15 in the upstream direction (approximately 19 Mbit/s
when the 99% worst-case FEXT coupling is assumed) or that of u14 in the upstream (ap-
proximately 21.5 Mbit/s when the measured FEXT couplings are used).

Example 2: Figure 5.29 shows that for the measured FEXT couplings the downstream
bitrate of each user is approximately 50% higher than the upstream bitrate. If we want
again to offer equal bitrates to all users, but the downstream bitrate of each user should be
50% higher than the upstream bitrate, then approximately 30 Mbit/s and 20 Mbit/s can
be offered to each user in the downstream and upstream directions, respectively.

Now, we analyze the performance improvement when the NRIA is deployed in the sce-
nario in Figure 5.26. For all simulations we assume equal user priority values αu,dir, thus
for a particular transmission direction all users support equal bitrates. The simulations are
performed with the asymmetry parameter value a = 1 and a = 1.5 for a simple compar-
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ison with the two examples discussed above. When a = 1, approximately 33 Mbit/s can
be offered to all users as shown in Figure 5.30. If we compare this value with the bitrates
in Example 1 of 19 Mbit/s and 21.5 Mbit/s, the NRIA increases the supported bitrates
by more than 73% and 53%, respectively. When a = 1.5 approximately 39 Mbit/s and
26 Mbit/s can be offered to all users in the downstream and upstream directions, respec-
tively. In this case, the NRIA increases the supported bitrates by approximately 30% over
the values obtained in Example 2.
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FIGURE 5.31: Downstream and upstream transmit PSD masks of users u1,
u4, u7, u11, and u15 for static spectra and UPBO.

The corresponding downstream and upstream transmit PSDs for the UPBO and the
NRIA when a = 1.5 are shown in Figures 5.31 and 5.32. The PSDs are generated for the
measured FEXT couplings.

From the PSDs with the UPBO it can be seen that in the downstream direction all users
transmit with the maximum transmit PSDs. In the upstream direction, the users allocated
close to the cabinet transmit with lower PSDs than the users allocated far away. However,
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FIGURE 5.32: Downstream and upstream transmit PSD masks of users u1,
u4, u7, u11, and u15 for the NRIA.

none of the users uses the maximum total power, because the loop attenuation of u15 was
not so high that the standardized UPBO would allow him to use the maximum transmit
PSD.

With the NRIA we have searched in each transmission direction for equal user bitrates.
From the NRIA’s PSDs it can be seen that u15 transmits with the maximum transmit PSD
in both transmission directions. In the upstream the users close to the cabinet reduce
the transmit PSDs to avoid disturbing the users located far away. In the downstream,
however, the regularity in the transmit PSDs does not hold. From the plots, we can see
that u7 transmits with higher PSD than u11, although the loop attenuation of u11 is higher
than that of u7. The reason for this is that u7 receives more crosstalk noise from the other
users than u11. Therefore the high loop attenuation of user u11 is compensated by noise
with low PSD.

From the simulations shown we conclude that the NRIA significantly improves the per-
formance of all users in distributed networks compared to the standardized static spectra
and UPBO.
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5.8 Comparison of the NRIA with an Exhaustive
Search

As mentioned before the NRIA is the only proposed algorithm that jointly optimizes the
band plan (subcarrier allocation) and the power allocation for each user. We mentioned
in Section 4.3 that there is no other algorithm that solves such an optimization problem.
In this section we compare the performance of the NRIA with an exhaustive search for
an “optimal” subcarrier allocation. We still use the inner stage of the NRIA to perform
power allocation, because our aim is to show how close we are to the optimum by using
our proposed ad hoc scheme to search for optimized subcarrier allocations as described
in Section 4.4.

The simulation scenario showed in Figure 4.10 (Section 4.6) is used for all simulations,
which is also used to analyze the initialization of the input parameters in the NRIA. To
make the exhaustive search tractable a certain number of subcarriers are grouped into a
subband. Simulations with the exhaustive search were performed for K = 16 subbands
with an equal number of subcarriers per subband. Thus the inner stage of the NRIA was
executed 65536 times. Simulations with the NRIA were performed for K = 8, K = 16,
and 32 subbands.
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FIGURE 5.33: Comparison of the NRIA with exhaustive search for the op-
timal subband allocation. With the exhaustive search the simulations were
performed with K = 16 subbands. With the NRIA the simulations were
performed with K = 8, K = 16, and 32 subbands.

Figure 5.33 shows the supported bitrates of the exhaustive search and the NRIA. The
results show that the bitrates supported by the NRIA and the exhaustive search are prac-
tically the same. Furthermore in the case of the exhaustive search, not shown here, for
many subband allocations (out of 65536) the users achieve similar bitrates. From this we
conclude that there are many downstream and upstream subcarrier allocations that show
similar performance. This can also be concluded from the bitrates supported by the NRIA
for different numbers of subbands in Figure 4.11.





Chapter 6

The Constrained Normalized-Rate
Iterative Algorithm

The normalized-rate iterative algorithm (NRIA) presented in Chapter 4 finds, for the pre-
defined asymmetry parameter a and the downstream and upstream user priorities αu,DS

and αu,US, an optimized band plan (common to all users) and a unique power allocation
for each user and each transmission direction. We showed by simulation in Chapter 5 that
the NRIA achieves better bitrate performance than the iterative water filling algorithm
(IWFA) [122], the bi-directional IWFA (bi-IWFA) [24], and the standardized upstream
power back-off (UPBO) in VDSL. Furthermore, we also showed by simulation that the
NRIA can achieve almost as good performance as the optimal spectrum balancing algo-
rithm (OSBA) [14], but with much lower complexity.

In this chapter we present the constrained normalized-rate iterative algorithm (C-
NRIA). The C-NRIA extends the NRIA by ensuring fixed bitrates to some of the users
while assigning variable bitrates to the remaining users on a best-effort basis. We call
these users ‘fixed-rate users’ and ‘variable-rate users’. However, both types of users are
incorporated in the DSM optimization process by the C-NRIA in order to find an effi-
cient FDD band plan and a unique power allocation for each user and each transmission
direction.

Network service providers that offer DSL often face a difficult dilemma: how to effi-
ciently balance the cable resources among fixed-rate and variable-rate users in both trans-
mission directions while preserving a number of desirable properties like certain priorities
among the users and certain ratios between the downstream and upstream bitrates. Here,
we address this high-dimensional non-convex optimization problem and describe how it
is possible to solve it efficiently with the C-NRIA. The solution is based on a key obser-
vation, which describes in a simple way how the bitrates of all users are related. With this
insight we show that it is sufficient to introduce only a single balancing parameter for the
NRIA to split the capacity appropriately among the fixed-rate and the variable-rate users.
The resulting C-NRIA searches for the appropriate value of this balancing parameter in
order to find the desired operation point, which grants the fixed-rate users their target
bitrates. The C-NRIA solves this optimization problem for sharing the cable resources
among the fixed-rate and variable-rate users in a suboptimal way. The suboptimality of
the C-NRIA only concerns the subcarrier allocation and power allocations found by the
NRIA. The C-NRIA is optimal concerning the sharing of the cable capacity among the
fixed-rate and variable-rate users.
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This chapter is organized as follows. Section 6.1 derives the mathematical framework
required to solve the optimization problem when the bitrates of some users are fixed.
Section 6.2 formulates the optimization problem based on the mathematical framework
in Section 6.1. Section 6.3 presents the constrained NRIA as a practical method to solve
the optimization problem formulated in Section 6.2. Section 6.4 shows some simulation
results concerning the constrained NRIA.

6.1 Mathematical Framework

Here, as with the NRIA, we are interested to jointly maximize the bitrates of all users.
Now, however, we introduce other additional constraints, which fix the bitrates of some
users to some specified values for both transmission directions.

In this section we develop a mathematical framework required to solve the optimiza-
tion problem when the bitrates of some users are fixed. This framework is based on the
problem formulation derived for the NRIA in Chapter 4. We will show that only one ad-
ditional parameter is sufficient, which we call the balancing parameter and denote by s, to
adjust the sharing of the cable resources among the fixed-rate and variable-rate users for
both transmission directions. For the sake of simplicity we first develop the solution for
a single transmission direction. Later we extend it to both the downstream and upstream
transmission directions.

6.1.1 Single Transmission Direction

Assume that there are UF fixed-rate users and UV variable-rate users, where UF+UV = U .
LetRF

u, for u = 1, . . . , UF, andRV
u, for u = 1, . . . , UV, denote the bitrates of the fixed-rate

and variable-rate users, respectively. Furthermore, let T F
u for u = 1, . . . , UF and TV

u for
u = 1, . . . , UV, denote the corresponding target bitrates of the fixed-rate and variable-rate
users, respectively. We assume that the selected target bitrates assigned to the fixed-rate
users can always be supported, i.e.,RF

u ≡ T F
u . In Section 6.3 we show how their maximum

values can be determined.
Based on (4.5) and (4.6) the priority values and the bitrates of the fixed-rate and

variable-rate users are related (in the selected direction) by

RF
1

αF
1

=
RF

2

αF
2

= . . . =
RF

UF

αF
UF︸ ︷︷ ︸

fixed-rate users

=
RV

1

αV
1

=
RV

2

αV
2

= . . . =
RV

UV

αV
UV︸ ︷︷ ︸

variable-rate users

, (6.1)

and
UF∑

u=1

αF
u +

UV∑
u=1

αV
u = 1, (6.2)

where αF
u and αV

u denote the priority values of the fixed-rate and variable-rate users, re-
spectively. Note that the αF

u values required to achieve the fixed bitrates are unknown in
advance. However, by substituting RF

u with T F
u in the left-hand side of (6.1) we can easily

determine the relations among all of them.
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For the right-hand side in (6.1), the variable-rate users, neither RV
u nor αV

u are known
in advance. But once again we can determine the relations among the αV

u parameters
by using the target bitrates for the variable-rate users, TV

u . However, note that when the
algorithm converges the bitrates assigned to the variable-rate users, RV

u , can be smaller or
larger than those targeted. Nevertheless, the relations in (6.1) still hold. The αF

u and αV
u

should be selected such that (6.1) and (6.2) are fulfilled.
Example 1: We illustrate the selection of initial values for αF

u and αV
u for a network

scenario with four users: two fixed-rate and two variable-rate users, thus, UF = 2 and
UV = 2. We select T F

1 = 20 Mbit/s and T F
2 = 10 Mbit/s for the fixed-rate users. Suppose

that we aim to offer the bitrates TV
1 = 5 Mbit/s and TV

2 = 10 Mbit/s to the variable-rate
users (which may not be obtained). From these values and (6.1) we have the following
independent equations:

αF
1

αF
2

= 2;
αF

1

αV
1

= 4; and
αF

1

αV
2

= 2. (6.3)

From (6.3) and (6.2): αF
1 = 4/9, αF

2 = 2/9, αV
1 = 1/9, and αV

2 = 2/9.�
Jointly increasing (or decreasing) the bitrates of one user group requires jointly de-

creasing (increasing) the bitrates of the other user group. The same holds also for the user
priority values. It is possible to search exhaustively for the priority values for which the
fixed-rate users attain their target bitrates and which satisfy the relations defined in (6.1)
under the constraint (6.2). However, this involves examining a large number of com-
binations and it is therefore infeasible in practice. The following theorem is useful for
developing a simple method to search for the desired user priority values.

Theorem 1 Given the bitrate relations (6.1) and constraint (6.2) one parameter is suffi-
cient for properly balancing the bitrates of the fixed-rate and variable-rate users against
each other.

The proof of Theorem 1 is lengthly and is given in Appendix A.4.
The main results of Theorem 1 are as follows. The balance parameter s determines how

the priority values among the fixed-rate and variable-rate users should be adjusted. The
updated priority values for the fixed-rate users from (A.24) are

ᾰF
u = αF

u +
s · αF

u

UF∑
u=1

αF
u

, for u = 1, . . . , UF. (6.4)

And similarly the updated priority values for the variable-rate users from (A.25) are

ᾰV
u = αV

u −
s · αV

u

UV∑
u=1

αV
u

, for u = 1, . . . , UF. (6.5)

Furthermore, the search space for the balance parameter, s, must be kept within the
interval

[
−
∑UF

u=1 α
F
u,
∑UV

u=1 α
V
u

]
. Thus, there exists an s within the given interval for

which the fixed-rate users achieve their target bitrates. The two extreme cases are: 1)
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s = −
∑UF

u=1 α
F
u, which assigns the total cable capacity to the variable-rate users and 2)

s =
∑UV

u=1 α
V
u , which assigns the total cable capacity to the fixed-rate users.

The task at hand is therefore to find the appropriate s that gives the desired ᾰF
u and ᾰV

u ,
satisfies (6.2), and grants the fixed-rate users their target bitrates. One efficient method
to obtain this goal goes like this: by using the initial values of αF

u and αV
u (ᾰu = αu for

s = 0) we calculate the supported bitrates of all users, which by definition satisfy (6.1).
Thus, we need to check if these resulting supported bitrates of the fixed-rate users are
larger, smaller, or equal to the corresponding target bitrates. Note that for the given user
priority values the bitrates of all users satisfy (6.1). Therefore, we need only to check for
the supported bitrate of a particular fixed-rate user u. One of these three cases occurs:

1. RF
u > T F

u ; search among the negative values of s.
2. RF

u < T F
u ; search among the positive values of s.

3. RF
u = T F

u ; the initial user priority values are the correct ones, which results in s = 0.

These cases are illustrated in Figure 6.1.

0
−

U
F∑

u=1

αF

u

s
U

V∑
u=1

αV

u

RF

u < T F

uRF

u > T F

u

FIGURE 6.1: Illustration of the search space for the balancing parameter s.

Increasing the priority values of the fixed-rate users increases also their bitrates. Equa-
tion (6.4) shows that the user priority values of the fixed-rate users are increased by in-
creasing the value of the balancing parameter s. Therefore the bi-section algorithm can be
used to search for s when case 1 or case 2 arises. Actually, the bi-section could have been
used from the start to search for s. We will take this approach, because we find out after
calculating the supported bitrates for the initial user priority values whether the achieved
bitrates for the variable-rate users will be higher or lower than the bitrates we aim to offer
them. Furthermore, due to the use of the bi-section search there will be at most one more
iteration to find the appropriate value of s compared to the case when bi-section had been
used from the start.

6.1.2 Downstream and Upstream Transmission Directions

DSL systems offer bi-directional transmission, so the target bitrates of all users must be
selected for both transmission directions. Specifically, based on (4.7) for the initialized
user priority values and a defined asymmetry parameter a, the downstream and upstream
bitrates of the fixed-rate users are related by:

RF
u,DS = a ·

αF
u,DS

αF
u,US

·RF
u,US, for u = 1, 2, . . . , UF. (6.6)
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Similarly for the variable fixed-rate users:

RV
u,DS = a ·

αV
u,DS

αV
u,US

·RV
u,US, for u = 1, 2, . . . , UF. (6.7)

That is, the downstream and upstream priority values for each user are related and cannot
be selected arbitrarily. For given target bitrates of fixed-rate and variable-rate users based
on (6.6) and (6.7) we can define these relations:

a ·
αF

u,DS

αF
u,US

= cF
u

(
=
T F

u,DS

T F
u,US

)
for u = 1, 2, . . . , UF, (6.8)

a ·
αV

u,DS

αV
u,US

= cV
u

(
=
TV

u,DS

TV
u,US

)
for u = 1, 2, . . . , UV, (6.9)

where cF
u and cV

u are constants. In addition, (6.2) must be satisfied for both transmission
directions.

To achieve the target bitrates for the fixed-rate users, which is the main goal, the re-
lations in (6.1) must hold while searching for the priority values of the fixed-rate and
variable-rate users. Note that these relations must hold for both transmission directions.
However, in the general case we cannot select new downstream and upstream priority
values for the fixed-rate and variable-rate users that simultaneously satisfy the relations
defined in (6.1) for both transmission directions as well as the relations in (6.8) and (6.9)
for both user groups. There are two possible solutions:

s1. Keep the NRIA design asymmetry parameter a fixed and search for new user prior-
ity values that achieve the target bitrates of the fixed-rate users. In this case, (6.1) is
satisfied for both transmission directions and (6.8) for the fixed-rate users, but not
(6.9) for the variable-rate users.

s2. Search for a new asymmetry parameter ă and new user priority values that achieve
the target bitrates of the fixed-rate users. In this case, (6.1) is satisfied for both
transmission directions, and (6.8) and (6.9) for both fixed-rate and variable-rate
users.

We will select the second strategy, s2, calculating a new asymmetry value ă, which
preserves the bitrate relations (6.8) and (6.9). Thus, the new constraints are:

ă ·
ᾰF

u,DS

ᾰF
u,US

= cF
u for u = 1, 2, . . . , UF, (6.10)

ă ·
ᾰV

u,DS

ᾰV
u,US

= cV
u for u = 1, 2, . . . , UV, (6.11)

where cF
u and cV

u are the constants calculated from (6.8) and (6.9).

Let us assume that we have calculated the new ᾰF
u,DS and ᾰV

u,DS as in (6.4) and (6.5).
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The new ᾰF
u,US and ᾰV

u,US from (6.10) and (6.11) are calculated by

ᾰF
u,US = ă ·

ᾰF
u,DS

cF
u

for u = 1, 2, . . . , UF, (6.12)

ᾰV
u,US = ă ·

ᾰV
u,DS

cV
u

for u = 1, 2, . . . , UV, (6.13)

where ă is unknown.

The parameter ă is calculated as follows. For the upstream transmission direction,
based on (6.2) the new upstream priority values must satisfy

UF∑
u=1

ᾰF
u,DS +

UV∑
u=1

ᾰV
u,DS = 1. (6.14)

Substituting the upstream priority values of the fixed-rate and variable-rate users in (6.14)
and solving for ă results in:

ă =
1

UF∑
u=1

ᾰF
u,DS
cF
u

+
UV∑
u=1

ᾰV
u,DS
cV
u

. (6.15)

In a similar way we can derive the new asymmetry value ă based on the upstream
priority values of the fixed-rate and variable-rate users as in the following. We calculate
the new ᾰF

u,US and ᾰV
u,US as in (6.4) and (6.5). The new ᾰF

u,DS and ᾰV
u,DS from (6.10) and

(6.11) are calculated by

ᾰF
u,DS = cF

u ·
ᾰF

u,US

ă
for u = 1, 2, . . . , UF,

ᾰV
u,DS = cV

u ·
ᾰV

u,US

ă
for u = 1, 2, . . . , UV,

Based on (6.2) the new downstream priority values must satisfy

UF∑
u=1

ᾰF
u,US +

UV∑
u=1

ᾰV
u,US = 1. (6.16)

Substituting the downstream priority values of the fixed-rate and variable-rate users in
(6.16) and solving for ă results in:

ă =
UF∑

u=1

cF
uᾰ

F
u,US +

UV∑
u=1

cV
u ᾰ

V
u,US.

Hereafter, we assume that ă is always calculated based on the downstream priority values
as in (6.15).
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6.2 Problem Formulation

In this section we formulate the optimization problem for sharing cable resources among
fixed-rate and variable-rate users. Without loss of generality we assume that the selected
target bitrates of the fixed-rate users can be achieved. We show later in Section 6.3 how
we can calculate the maximum bitrates that can be offered to the fixed-rate users. Before
we proceed further we derive the formulas for calculation of the bitrates for the fixed-rate
and variable-rate users based on the developments in Chapter 4.

The number of bits in a DMT symbol for fixed-rate user u in the upstream transmission
direction, based on (4.1) and (4.9), is given by

RF
u,US =

∑
n∈IUS

RF,n
u =

N−1∑
n=0

βn
USR

F,n
u ,

where RF,n
u denotes the number of bits of fixed-rate user u on subcarrier n; IUS repre-

sents the set of upstream subcarrier indices that are used for the upstream transmission
direction; and βn

US denotes the subcarrier indicators as defined in (4.8). The number of
downstream bits, RF

u,DS, is derived correspondingly.

Based on (4.2), the number of bits loaded on subcarrier n by user u, for two-
dimensional symbols, is calculated by

RF,n
u = log2

(
1 +

HF,n
uu PF,n

u

ΓN F,n
u

)
,

where Γ is the SNR gap; HF,n
uu is the squared magnitude of the channel transfer function

of fixed-rate user u on subcarrier n; thus,

HF,n
uu =

∣∣HF,n
uu

∣∣2 , (6.17)

and N F,n
u is the noise of fixed-rate user u on subcarrier n, which based on (4.3) is calcu-

lated by

N F,n
u =

UF∑
v=1
v 6=u

HF,n
uv PF,n

v +
UV∑
v=1

HFV,n
uv PV,n

v + Pn
V ,

where PF,n
v and PV,n

v denote the power spectral densities (PSDs) of the v-th fixed-rate and
variables-rate users on subcarrier n, respectively; Pn

V denotes the PSD of the background
noise on subcarrier n;HF,n

uv denotes the squared magnitude of the channel transfer function
from fixed-rate user v to fixed-rate user u on subcarrier n; and HFV,n

uv denotes the squared
magnitude of the channel transfer function from variable-rate user v to fixed-rate user u
on subcarrier n. Accordingly the expressions for the variable-rate users are derived.

Assuming the developments in the last section and Section 4.3 the optimization prob-
lem for optimally sharing cable resources among all users, when the bitrates of the fixed-
rate users are predefined, is given as:
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maximize
UF∑

u=1

(
RF

u,DS +RF
u,US

)
+

UV∑
u=1

(
RV

u,DS +RV
u,US

)
, (6.18a)

subject to:
UF∑

u=1

RF
u,DS +

UV∑
u=1

RV
u,DS = ă

 UF∑
u=1

RF
u,US +

UV∑
u=1

RV
u,US

 , (6.18b)

RF
1,DS

ᾰF
1,DS

=
RF

2,DS

ᾰF
2,DS

= . . . =
RF

UF,DS

ᾰF
UF,DS

=
RV

1,DS

ᾰV
1,DS

=
RV

2,DS

ᾰV
2,DS

= . . . =
RV

UV,DS

ᾰV
UV,DS

, (6.18c)

RF
1,US

ᾰF
1,US

=
RF

2,US

ᾰF
2,US

= . . . =
RF

UF,US

ᾰF
UF,US

=
RV

1,US

ᾰV
1,US

=
RV

2,US

ᾰV
2,US

= . . . =
RV

UV,US

ᾰV
UV,US

, (6.18d)

RF
u,DS = T F

u,DS, u = 1, 2, . . . , UF, (6.18e)

RF
u,US = T F

u,US, u = 1, 2, . . . , UF, (6.18f)
N−1∑
n=0

βn
DSP

F,n
u,DS ≤ Pmax

u,DS, u = 1, 2, . . . , UF, (6.18g)

N−1∑
n=0

βn
DSP

F,n
u,US ≤ Pmax

u,US, u = 1, 2, . . . , UF, (6.18h)

N−1∑
n=0

βn
DSP

V,n
u,DS ≤ Pmax

u,DS, u = 1, 2, . . . , UV, (6.18i)

N−1∑
n=0

βn
DSP

V,n
u,US ≤ Pmax

u,US, u = 1, 2, . . . , UV, (6.18j)

βn
DS = 1− βn

US, n = 0, 1, . . . , N − 1, (6.18k)
UF∑

u=1

ᾰF
u,US +

UV∑
u=1

ᾰV
u,US = 1, (6.18l)

ă =
1

UF∑
u=1

ᾰF
u,DS
cF
u

+
UV∑
u=1

ᾰV
u,DS
cV
u

, (6.18m)

ᾰF
u,US = ă ·

ᾰF
u,DS

cF
u

for u = 1, 2, . . . , UF, (6.18n)

ᾰV
u,US = ă ·

ᾰV
u,DS

cV
u

for u = 1, 2, . . . , UV, (6.18o)

βn
DS, β

n
US ∈ {0, 1} , (6.18p)

Pn
u,DS,Pn

u,US ∈
[
0,R+

]
, (6.18q)

0 ≤ ᾰF
u,DS ≤ 1, u = 1, 2, . . . , UF, (6.18r)

0 ≤ ᾰV
u,DS ≤ 1, u = 1, 2, . . . , UV. (6.18s)
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In (6.18), cF
u, cF

u, T F
u,DS, TV

u,DS, T F
u,US, and TV

u,US are constants and the designer’s choice.
Note that we have assumed that the selected target bitrates of the fixed-rate uses can be
supported. Here, as in Section 4.3, without loss of generality we do not consider the silent
(unused) subcarriers.

To solve the optimization problem (6.18) we need to find:
• Two vectors for each user (fixed-rate and variable-rate), specifying the power

allocation for downstream and upstream transmission directions: Pu,DS =[
P0

u,DS,P1
u,DS, . . . ,PN−1

u,DS

]
, and Pu,US =

[
P0

u,US,P1
u,US, . . . ,PN−1

u,US

]
, respectively.

• One vector βUS =
[
β0

US, β
1
US, . . . , β

N−1
US

]
, specifying the subcarrier allocation for the

upstream direction. The subcarrier allocation for the downstream is calculated from
(6.18k).

• The downstream priority values ᾰF
1,DS, ᾰ

F
2,DS, . . . , ᾰ

F
UF,DS of the fixed-rate users for

which the fixed-rate users achieve the desired target bitrates. The downstream pri-
ority values of the variable-rate users are selected such that (6.18l) and the right
side of (6.1) are satisfied. The desired upstream priority values of the fixed-rate and
variable-rate users are calculated by (6.18n) and (6.18o), respectively. The desired
asymmetry parameter ă is calculated by (6.18m).

The optimization problem (6.18) is not solvable with existing algorithms for the same
reasons mentioned for the optimization problem (4.10) in Section 4.3. Everything we
have concluded about the optimization problem (4.10) is also valid here and will not be
repeated. In the next section we propose an algorithm to solve the optimization problem
(6.18).

6.3 The Constrained Normalized-Rate Iterative
Algorithm

The constrained normalized-rate iterative algorithm (C-NRIA) is based on the NRIA and
is suboptimal. The suboptimality of the C-NRIA only concerns the power allocations and
band plan (subcarrier allocation) found by the NRIA. The constrained NRIA is optimal
concerning the sharing of the cable capacity among the fixed-rate and variable-rate users.

Based on the framework in the previous section the C-NRIA can now be introduced in
a straightforward manner. First, before running the C-NRIA, it is necessary to find out if
the selected downstream and upstream bitrates can be offered to the fixed-rate users. This
can be checked by running the basic NRIA with only the fixed-rate users included in the
optimization process with the asymmetry parameter and user priority values calculated
according to Example 2 given below. In this way, we can determine the maximum bitrates
that can be offered to the fixed-rate users. Thus, if the desired bitrates for the fixed-rate
users are smaller than the maximum bitrates found, the remaining cable resources will be
utilized by the variable-rate users.

The pseudo-code of the C-NRIA is listed as Algorithm 2. The algorithm operates as
follows. For the selected target bitrates of all users (fixed-rate and variable-rate), the C-
NRIA calculates the corresponding asymmetry parameter as well as all the downstream
and upstream priority values of both fixed-rate and variable-rate users, by using (6.18b)
and (6.1). Example 2 below demonstrates this calculation.
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Algorithm 2: The constrained NRIA
Initialize:
T F

DS, T
F
US {Mandated bitrates for the fixed-rate users}

TV
DS, T

V
US {Desired bitrates for the variable-rate users}

From: T F
DS, T

F
US and TV

DS, T
V
US

calculate: αF
DS, α

V
DS, α

F
US, α

V
US; using (6.1) and (6.2)

smin = −
UF∑

u=1

αF
u; smax =

UV∑
u=1

αV
u

s = 0
repeat

For s calculate: ă, ᾰF
DS, ᾰ

V
DS, ᾰ

F
US, ᾰ

V
US; using (6.4), (6.5), (6.10), (6.11), and (6.15)[

RF
DS, R

F
US, R

V
DS, R

V
US

]
= NRIA

(
ă, ᾰF

DS, ᾰ
V
DS, ᾰ

F
US, ᾰ

V
US
)

if RF
1,DS > T F

1,DS then
smax = s

else
smin = s

end if
s = smin+smax

2

until RF
DS, R

F
US approach T F

DS, T
F
US with some desired accuracy.

With these initial priority and asymmetry values, the basic NRIA is then executed.
In Algorithm 2 this corresponds to the first loop for which s = 0, cf. (6.4) and (6.5).
Depending on the bitrates supported for the fixed-rate users, one of the three cases occurs
as described in Section 6.1.1 (see also Fig. 6.1). Then, we use the bi-section method to
search for the appropriate value of s, until the target bitrates of the fixed-rate users are
achieved with some predefined accuracy.

Example 2: To illustrate how to calculate the maximum bitrates that can be offered to
the fixed-rate users we first show how to calculate ă, ᾰF

u, and ᾰV
u which satisfy the relations

in (6.6) for both user groups.
In this example four users are assumed—two fixed-rate users and two variable-rate

users. Furthermore, we select the following target bitrates for the fixed-rate users T F
1,DS =

33 Mbit/s, T F
2,DS = 40 Mbit/s, T F

1,US = 38 Mbit/s, and T F
2,US = 47 Mbit/s. We also aim to

offer the variable-rate users the following bitrates: TV
1,DS = 15 Mbit/s, TV

2,DS = 12 Mbit/s,
TV

1,US = 10 Mbit/s, and TV
2,US = 5 Mbit/s. The target bitrates assigned to the variable-rate

users will not be guaranteed. However, the initial relations on the left-hand side of (6.6)
for the selected target bitrates will always be satisfied.

The asymmetry parameter is calculated as in (4.4); thus, a = 1. The downstream and
upstream priority values of the fixed-rate and the variable-rate users are calculated as in
Example 1 in Section 6.1.1. Table 6.1 summarizes the corresponding downstream and
upstream priority values for the selected bitrates.

As explained in Section 6.1.1, we select s = αV
1,DS + αV

2,DS = 0.27 when we assign the
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TABLE 6.1: The calculated downstream and upstream priority values for the
selected target bitrates in Example 1.

Fixed-rate user Variable-rate user Fixed-rate Variable-rate
User bitrates (Mbit/s) bitrates (Mbit/s) user priorities user priorities
u T F

u,DS T F
u,US TV

u,DS TV
u,US αF

u,DS αF
u,US αV

u,DS αV
u,US

1 33 38 15 10 0.33 0.38 0.15 0.10
2 40 47 12 05 0.40 0.47 0.12 0.05
Σ 73 85 27 15 0.73 0.85 0.27 0.15

total cable resources to the fixed-rate users (i.e., one of the extreme cases). Substituting
s = 0.27 into (6.4) and (6.5) we get: ᾰF

1,DS = 0.45, ᾰF
2,DS = 0.55, ᾰV

1,DS = 0, and
ᾰV

2,DS = 0.
For a = 1 and the αF

u and αV
u values according to Table 6.1, we get the constants cF

u

and cV
u by using (6.8) and (6.9); thus, cF

1 = 0.87, cF
2 = 0.85, cV

1 = 1.50, and cV
2 = 2.40.

Substituting these parameters cF
u and cV

u as well as ᾰF
u,DS and ᾰV

u,DS into (6.15) gives ă =
0.86. Using (6.12) and (6.13) we get: ᾰF

1,US = 0.44, ᾰF
2,US = 0.56, ᾰV

1,US = 0, and
ᾰV

2,US = 0. For these calculated values of ă, ᾰF
DS, and ᾰF

US we run the NRIA and find the
maximum bitrates that can be supported in downstream and upstream for the fixed-rate
users.�

The complexity of the constrained NRIA can be reduced by fixing the band plan within
the NRIA in different ways: fixing it to the band plan found when we calculate the max-
imum bitrates that can be offered to the fixed-rate users; fixing it after the first loop in
Algorithm 2 is finished; or fixing it after the target bitrates of the fixed-rate users are
satisfied with some predefined accuracy. Note that when the band plan is fixed we no
longer need the asymmetry parameter ă, which is used by the NRIA to determine how to
share the band plan between the downstream and upstream transmission directions. This
implies that the bitrates that are supportable for the variable-rate users satisfy (6.18c) and
(6.18d) independently for both transmission directions, but not the defined downstream
and upstream bitrate relations in (6.9). All these modifications in the constrained NRIA
can be implemented in a straightforward way, so they will not be discussed further.

6.4 Simulation Results

In this section we give some simulation results concerning the C-NRIA. For all simula-
tions we use the network scenario shown in Figure 6.2, with two fixed-rate users and two
variables-rate users. The fixed-rate users are placed at 300 m and 900 m from the central
office (CO) or cabinet. The variable-rate users are placed at 600 m and 1200 m apparat
from the CO or cabinet.

The main simulation parameters are the same as those used in Section 4.6 where the
initialization of the input parameters in the NRIA are analyzed. Thus, the maximum
total power for each user and each transmission direction is set to 11.5 dBm. The center
frequency separation between two successive subcarriers is 4.3125 kHz and the DMT
symbol rate is 4 kHz, as specified in the VDSL DMT standards [4, 40, 41]. Furthermore,
we assume a DMT system with N = 2048 subcarriers and we perform all simulations
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with K = 8 subbands. To achieve a bit error rate of 10−7 we have assumed an SNR
gap of Γ = 12.3 dB. The cable model used is the so-called “BT dwug” [114], which has
0.5 mm conductors. The FEXT model used is the same as specified in Section 2.4.2 with
KFEXT = −45 dB at 1 MHz. The background noise is set to a flat level of −140 dBm/Hz.

2u

2u

u1

2u 1200 m

2u 900 m

1
FR FR

FR FR

VR

VR

VR

VR

u1 u1

600 m

CO/cabinet

u 300 m

FIGURE 6.2: A network scenario with four users: two fixed-rate users and
two variable-rate users.

Example 3: Assume that we have selected the bitrates given in Table 6.1 as the target
bitrates for the fixed-rate users and as the desired bitrates for the variable-rate users. Thus,
the same priority values given in Table 6.1 are assigned to all users and the asymmetry
parameter is a = 1.

First, we should verify that the selected target bitrates for the fixed-rate users can be
offered at all. As explained in Section 6.3, we verify this by running the basic NRIA
with only the fixed-rate users included in the optimization process. Because we have
used the bitrates and priority values in Table 6.1 we run the NRIA with the following
values: ă = 0.86, ᾰF

1,DS = 0.45, ᾰF
2,DS = 0.55, ᾰF

1,US = 0.44, ᾰF
2,US = 0.56, which

have been calculated in Example 2. The NRIA finds that the maximum bitrates that can
be supported for the fixed-rate users are RF,max

1,DS = 36.49 Mbit/s, RF,max
2,DS = 44.06 Mbit/s,

RF,max
1,US = 41.77 Mbit/s, and RF,max

2,US = 51.47 Mbit/s. Thus, the selected target bitrates can
be offered to the fixed-rate users.

TABLE 6.2: The supported bitrates and the calculated priority values for all
users for the scenario in Figure 6.2 for T F

1,DS = 33 Mbit/s .
Fixed-rate user Variable-rate user Fixed-rate Variable-rate

User bitrates (Mbit/s) bitrates (Mbit/s) user priorities user priorities
u RF

u,DS RF
u,US RV

u,DS RV
u,US ᾰF

u,DS ᾰF
u,US ᾰV

u,DS ᾰV
u,US

1 32.99 38.06 26.52 17.71 0.27 0.34 0.22 0.16
2 39.98 47.07 21.22 8.85 0.33 0.42 0,18 0.08
Σ 72.97 85.13 44.23 30.07 0.60 0.76 0.40 0.24

We then run the C-NRIA with the target bitrates from Example 2. The supported bi-
trates and the calculated priority values for all users are summarized in Table 6.2. By
comparing the results in Table 6.2 and Table 6.1 we conclude that we can guarantee the
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fixed-rate users the selected target bitrates and increase the bitrates of the variable-rate
users by approximately 77% compared to the bitrates we first aimed to offer them.�

Example 4: We now change the downstream target bitrate of the first fixed-rate user to
T F

1,DS = 36 Mbit/s. For this example we initialize the priority values for all users again
to the values shown in Table 6.1. Thus, the new target bitrates of the other fixed-rate
users are T F

2,DS = 43.63 Mbit/s, T F
1,US = 41.45 Mbit/s, and T F

2,US = 51.27 Mbit/s. The
supported bitrates and the calculated priority values for all users are summarized in Table
6.3. We conclude that to guarantee the fixed-rate users the selected target bitrates we
should reduce the bitrates of the variable-rate users by approximately 33% compared to
the bitrates we had aimed to offer them.�

TABLE 6.3: The supported bitrates and the calculated priority values for all
users for the scenario in Figure 6.2 for T F

1,DS = 36 Mbit/s.
Fixed-rate user Variable-rate user Fixed-rate Variable-rate

User bitrates (Mbit/s) bitrates (Mbit/s) user priorities user priorities
u RF

u,DS RF
u,US RV

u,DS RV
u,US ᾰF

u,DS ᾰF
u,US ᾰV

u,DS ᾰV
u,US

1 36.00 41.54 10.08 6.73 0.37 0.40 0.10 0.07
2 43.63 51.34 8.06 3.36 0.45 0.50 0.08 0.03
Σ 79.63 92.88 18.14 10.09 0.82 0.90 0.18 0.10

Example 5: For this example we assign equal initial priority values to all users for
both transmission directions. Thus, αF

1,DS = αF
2,DS = αV

1,DS = αV
2,DS = αF

1,US = αF
2,US =

αV
1,US = αV

2,US = 0.25. We also select for this example the asymmetry parameter a = 1.
Due to such a specific assignment of user priority values and the asymmetry parameter
we are searching for symmetric bitrates for all users. Thus, no matter what bitrates are
supported for the fixed-rate and variable-rate users the asymmetry parameter will be al-
ways 1. Furthermore, the downstream priority values of the fixed-rate users will be equal
to their upstream priority values and the downstream priority values of the variable-rate
users will be equal to their upstream priority values. The same also holds for the bitrates
of the fixed-rate and variable-rate users.

We performed simulations for values of the balancing parameter s from −0.5 to 0.5
with a step size 0.02. The supported bitrates of the fixed-rate and variable-rate users are
shown in Figure 6.3. Based on the explanation in Section 6.1.1, two extreme cases arise
when either s = −0.5 or s = 0.5. As can be seen in Figure 6.3, for s = −0.5 the total
cable capacity is assigned to the variable-rate users, whereas for s = 0.5 the total cable
capacity is assigned to the fixed-rate users. For any value of the balancing parameter s
between −0.5 and 0.5 the cable capacity is shared between both users groups depending
on the value of s. It can be seen from the plots that the bitrates of the fixed-rate users can
be increased from 0 to 25 Mbit/s and this degrades the performance of the variable-rate
users only slightly; or similarly the bitrates of the variable-rate users can be increased
from 0 to 20 Mbit/s with only slight performance degradation of the fixed-rate users.
Such an analysis allows us to determine how to select the bitrates of the fixed-rate users in
practice without significantly degrading the performance of the variable-rate uses or vice
versa.

We analyze now the optimal downstream and upstream subcarrier allocations for the
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FIGURE 6.3: Downstream (DS) and upstream (US) bitrates of the fixed-rate
(FR) and variable-rate (VR) users for different balancing parameter s values.

bitrates shown in Figure 6.3. As explained in the introduction to this section all simula-
tions were performed for K = 8 subbands and N = 2048 subcarriers. For the reasons
explained in Section 4.4.1.2 we started first with the downstream subband at the low fre-
quency range. Furthermore, we have used for all simulations the binary search for the
new subcarrier allocation shown in Figure 4.6. Thus, the downstream subcarrier alloca-
tion depends on the initialized subcarrier allocation and a value of the shifting parameter
θ that determines how the initialized subband edges are shifted compared to the initial
values:

IDS ={1, . . . , 255− θ, 512, . . . , 767− θ,

1024, . . . , 1279− θ, 1536, . . . , 1791− θ},

with 0 ≤ θ ≤ 255. The subcarriers not assigned to the downstream transmission direction
are assigned to the upstream transmission direction, because we have not assume any
silent subcarrier.

TABLE 6.4: The values of shifting parameter θ versus the balancing parameter
s for the network scenario in Figure 6.2 and the bitrates shown in Figure 6.3.
s −0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
θ 37 37 37 39 41 41 37 29 25 23 21

For the bitrates shown in Figure 6.3 the values of shifting parameter θ and the corre-
sponding values of balancing parameter s are shown in Table 6.4. Results in Table 6.4
show that in general for different balancing parameter values we have different optimal
subcarrier allocations.�
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Conclusions

This thesis has investigated techniques for assigning cable resources to multi-user DSL
systems in an adaptive way. The art of assigning cable resources to mitigate the crosstalk
noise among the users is known as dynamic spectrum management (DSM). The main
goal of this thesis was to develop low-complexity DSM algorithms for multi-user DSL
systems that use discrete multi-tone (DMT) modulation based and digital frequency di-
vision duplexing (D-FDD), also known as Zipper duplexing. The algorithms developed
treat the crosstalk as noise to facilitate their deployment in current DMT systems.

Previously proposed DSM algorithms for FDD systems consider only user power al-
locations for a fixed frequency band plan. A fixed band plan in DMT systems results
in a fixed subcarrier allocation assigned to the downstream and upstream transmission
directions. Fixing the band plan also constrains the ratios between the downstream and
upstream bitrates that can be offered to users. DSM should, however, use as many degrees
of freedom as possible to better utilize the cable resources. A dynamic spectrum (dynamic
band plan assignment) often helps to utilize the cable capacity more efficiently, because
the cable capacity is assigned adaptively to the downstream and upstream directions based
on the needs of users and the characteristics of the cable.

In general the optimization problems for finding the optimal band plan and optimal
power allocations are very difficult. This is because such optimization problems are high-
dimensional and involve both discrete and continuous variables. For a multi-user DSL
system, when the aim is to mitigate the crosstalk, the optimal solution cannot be found
with existing algorithms. This is due to the non-convexity of the optimization problem in
its continuous variables.

We have developed a novel centralized DSM algorithm1: the normalized-rate iterative
algorithm (NRIA). The NRIA is the only algorithm that jointly optimizes the band plan
(common to all users) for D-FDD systems and power allocations for all users. The NRIA
finds an optimized band plan and unique power allocation for each user to jointly maxi-
mize the bitrates of all users.

The multi-user optimization problem solved by the NRIA is based on a novel problem
formulation that has a strong practical advantage. It is based on two types of parameters
which bridge the gap between the operators’ DSL business models and DSM: the desired
user priorities and the desired network asymmetry. The NRIA offers high performance
in combination with low computational complexity, since it is designed to be practically
implementable rather than obtaining the highest theoretical performance.

An inner iteration stage of the NRIA is based on the iterative water-filling algorithm

1The centralized DSM algorithms are commonly referred to as DSM Level 2.
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(IWFA) for finding efficient power allocations for all users. However, the NRIA extends
the IWFA by automatically finding which user bitrates are achievable. This is accom-
plished by taking advantage of the centralized operation of the NRIA, which enables user
cooperation. Furthermore, an outer iteration stage uses a simple but effective search strat-
egy for finding an effective band plan. All these practical advantages combined make the
NRIA attractive even for networks with many DSL users.

Simulations have shown that the NRIA achieves better bitrate performance than the
IWFA, the bi-directional IWFA, and the standardized upstream power back-off (UPBO)
method in VDSL. The NRIA can achieve almost as good performance as the optimal
spectrum balancing algorithm (OSBA), but with significantly lower computational com-
plexity. However, by utilizing the additional feature to search for an optimized band plan,
the NRIA can offer bitrate combinations, and therefore DSL services, that cannot be of-
fered by any other DSM algorithm.

We also introduced the constrained normalized-rate iterative algorithm (C-NRIA), an
extension of the NRIA for solving the DSM optimization problem where the bitrates of
some users need to be guaranteed and therefore fixed in advance. This reflects many
important business scenarios where a number of customers in a network must be guaran-
teed a certain DSL service by the operator, while the remaining customers can be offered
a best-effort service. We showed that a single balancing parameter is sufficient to split
the cable resources among fixed-rate and variable-rate users in both transmission direc-
tions. Furthermore, we presented an efficient method to search for the desired value of
the balancing parameter based on the bi-section algorithm. With simulation examples we
showed how the C-NRIA can split the cable capacity between the two user groups in an
efficient way.

This thesis presented two practical algorithms that jointly optimize the band plan and
power allocations for multi-user DSL systems. The main difference between the NRIA
and the C-NRIA is that they optimize the utilization of the cable capacity under different
constraints. In the near future, the number of deployed DSL systems will increase and
with it also the mixing of different services in the same access network. As a result, the
benefits offered by the NRIA and the C-NRIA are obvious when deployed in DSL systems
like VDSL, VDSL2, ADSL2, and ADSL2+.



Appendix A

Derivations of Some Proprieties of
the NRIA and the C-NRIA

A.1 Relation Between the Downstream and
Upstream Bitrates of Each User in the NRIA

In this appendix we show that

Ru,DS = a · αu,DS

αu,US
·Ru,US, for u = 1, 2, . . . , U.

holds.

As defined in Section 4.2 the ratio between the total desired downstream and upstream
bitrates from (4.4) is given by

a =
R1,DS +R1,DS + . . .+RU,DS

R1,US +R1,US + . . .+RU,US
. (A.1)

For the downstream transmission direction the relation between the user priorities and the
user bitrates from (4.5) is

R1,DS

α1,DS
=
R2,DS

α2,DS
= . . . =

RU,DS

αU,DS
, (A.2)

with

α1,DS + α2,DS + . . .+ αU,DS = 1. (A.3)

Similarly for the upstream transmission direction

R1,US

α1,US
=
R2,US

α2,US
= . . . =

RU,US

αU,US
, (A.4)

with

α1,US + α2,US + . . .+ αU,US = 1. (A.5)
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Equation (A.1) can be rewritten as

R1,DS +R2,DS + . . .+RU,DS = a(R1,US +R2,US + . . .+R3,US). (A.6)

Based on (A.2), the downstream bitrates of all users can be represented depending on the
downstream bitrate of the first user; thus,

R2,DS =
α2,DS

α1,DS
R1,DS; . . . ;RU,DS =

αU,DS

α1,DS
R1,DS. (A.7)

Similarly for the upstream direction based on (A.4)

R2,US =
α2,US

α1,US
R1,US; . . . ;RU,US =

αU,US

α1,US
R1,US. (A.8)

Substituting (A.7) and (A.8) into (A.6) yields:

R1,DS(1 +
α2,DS

α1,DS
+ . . .+

αU,DS

α1,DS
) = aR1,US(1 +

α2,US

α1,US
+ . . .+

αU,US

α1,US
).

or equivalently

R1,DS
α1,DS + α2,DS + . . .+ αU,DS

α1,DS
= a

α1,US + α2,US + . . .+ αU,US

α1,US
R1,US. (A.9)

Substituting (A.3) and (A.5) into (A.9) gives:

R1,DS
1

α1,DS
= a

1

α1,US
R1,US,

or

R1,DS = a
α1,DS

α1,US
R1,US.

In the similar way this can be shown for each user u.

A.2 Discussion of Postulate 1, Section 4.4.1.5

In this appendix we will discuss the validity of Postulate 1 formulated in Section 4.4.1.5
and prove it for a special case.

Postulate 1 Consider a multi-user D-FDD transmission system operating in an inter-
ference channel where each receiver considers the crosstalk signal as noise. For such
a multi-user system the sum of the user bitrates increases if the power of each user in-
creases.

Using Theorem 2 below, we show that Postulate 1 is true for the case when all sub-
carriers are utilized by all users under the assumption that the receivers operate with high
signal-to-noise ratio (SNR). In our experience, Postulate 1 is also true when not all sub-
carriers are used. Furthermore, in [32] it is shown that for a theoretical two-user Gaussian
interference channel and different coupling values the sum of the bitrates is increased by
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increasing the power of the two users.

Theorem 2 Assume that receivers operate with high SNR. If all subcarriers are utilized
by all users, the users consider the crosstalk signal as a Gaussian noise and none of the
users utilize the maximum total power, the sum of the user bitrates always increases when
the power of each user increases. That is,∑

u

R̂u >
∑

u

Ru, (A.10)

where R̂u and Ru denote the bitrates of user u with and without power increase, respec-
tively.

Proof: Without loss of generality we proof Theorem 2 for two users. The proof for the
case with more than two users is a generalization of this case. First, (A.10) can be written
as:

R̂1 + R̂2 > R1 +R2. (A.11)

The power allocations that corresponds to R1 and R2 are: P1 =
[
P0

1 ,P1
1 , . . . ,PN−1

1

]
and P2 =

[
P0

2 ,P1
2 , . . . ,PN−1

2

]
, respectively. In the same way we will denote the in-

creased power levels that corresponds to R̂1 and R̂2 with P̂1 =
[
P̂0

1 , P̂1
1 , . . . , P̂N−1

1

]
and

P̂2 =
[
P̂0

2 , P̂1
2 , . . . , P̂N−1

2

]
. We will now proceed to show that Theorem 2 follows as a

consequence of the increase in P̂1 and P̂2.
First we note that increasing the bits in each subcarrier individually also increases their

sum. That is, it is enough to study a particular subcarrier n in (A.11):

R̂n
1 + R̂n

2 > Rn
1 +Rn

2 , (A.12)

where all the bitrates are calculated based on (4.2).
The SNR at the receivers is much greater than one over all subcarriers due to our as-

sumption that receivers operate with high SNR (this assumption is always true for the
subcarriers that are utilized for data transmission). Under this assumption we can expand
(A.12) using (4.2) and (4.3) to

log2

 Hn
11P̂n

1

Γ
(
Hn

12P̂n
2 + Pn

V

)
+ log2

 Hn
22P̂n

2

Γ
(
Hn

21P̂n
1 + Pn

V

)
 >

log2

(
Hn

11Pn
1

Γ (Hn
12Pn

2 + Pn
V )

)
+ log2

(
Hn

22Pn
2

Γ (Hn
21Pn

1 + Pn
V )

)
.

Using the properties of the logarithm we can rewrite this as:

P̂n
1 P̂n

2(
Hn

12P̂n
2 + Pn

V

)(
Hn

21P̂n
1 + Pn

V

) > Pn
1Pn

2

(Hn
12Pn

2 + Pn
V ) (Hn

21Pn
1 + Pn

V )
,
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or equivalently,

P̂n
1

Pn
1

· P̂
n
2

Pn
2

>
Hn

21P̂n
1 + Pn

V

Hn
21Pn

1 + Pn
V

· H
n
12P̂n

2 + Pn
V

Hn
12Pn

2 + Pn
V

. (A.13)

In (A.13) we can identify the part that relates to the first user as:

P̂n
1

Pn
1

>
Hn

21P̂n
1 + Pn

V

Hn
21Pn

1 + Pn
V

. (A.14)

From (A.14) we can derive

P̂n
1 > Pn

1 .

A corresponding relation is found for the second user and, since this is true for both users,
(A.13) is always true. Thus, the left-hand side of (A.11) is always larger than the right-
hand side.

Note that when Hn
21P̂n

1 � Pn
V and Hn

21Pn
1 � Pn

V the left-hand side of (A.14) is only
slightly larger than the right-hand side. This means that there is only a minor increase in
the sum of users’ bitrates when the power of the signal is increased. Furthermore, when
Pn

V = 0, both sides in (A.14) are equal. Thus, there is no increase in the sum of the
user bitrates when the power of each user increases. However, this is not important for
communication over copper wires, because Pn

V is never zero due to the thermal noise on
copper, external noise sources such as radio noise, and also alien noise from the other
DSL systems not included in the optimization process.

A.3 Complexity of the Modified Fixed-Margin
Water-Filling Algorithm

This appendix calculates the number of operations required in the modified fixed-margin
water-filling (FM-WF) algorithm called “ModifiedFM-WM” function in Algorithm 1,
Section 4.4. The calculations are made for the case when the continuous bit-loading
is used to perform power/bit allocation.

The pseudo-code of the modified FM-WF algorithm is listed as Algorithm 3 (on the
next page). We can recognize two main parts. The first part up to line 15 calculates the
PSD mask, which supports the given target bitrate Tdir. This part is very similar to the
margin adaptive water-filling algorithm [30,100]. If the energy contained within the PSD
mask is smaller than or equal to the maximum power allowed for a particular user Pmax

u,dir

then the algorithm stops. If that is not the case, the algorithm goes to the second part
(lines 16 to 27). In this part the algorithm calculates the bitrate that can be supported by
Pmax

u,dir and the power allocation over used subcarriers. This part is the rate adaptive water-
filling algorithm [30, 100]. A detailed description of the parameters within this algorithm
is omitted, because a detailed description of both margin adaptive and rate adaptive water-
filling algorithms can be found in [30, 100] and the references therein.

First we calculate the maximum number of operations in Algorithm 3. Then we draw
conclusions about the average computational complexity of the FM-WF algorithm.
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Algorithm 3 Modified fixed-margin water-filling algorithm for continuous bit-loading
algorithm

gn
u = Hn

uu

Nn
u

for n ∈ Idir

Sort gn
u in increasing order: gn

u → −→g n
u

{Find the PSD mask, which supports Tdir}

CT = 2
1

Ndir

"
Tdir−

NdirP
i=1

log2

−→g n
u

Γ

#
{Constant on margin adaptive loading algorithm}

5: ENdir
u = CT − Γ

−→g Ndir
u

{Energy value on subcarrier Ndir}
if ENdir

u < 0 then
NT , CT = FunctionT(Ndir, Tdir,

−→g n
u)

else
NT = Ndir

10: end if
En

u = CT − Γ
gn

u
for n = 1, . . . , NT

if
∑NT

n=1 En
u ≤ Pmax

u,dir {Tdir is supported for given Pmax
u,dir} then

Ru,dir = Tdir

Update the PSD mask Pu,dir from Eu

15: else
{ Calculate the bitrate Ru,dir, which can be supported for given Pmax

u,dir}

CR = 1
Ndir

[
Pmax

u,dir + Γ
Ndir∑
i=1

1
−→g n

u

]
{Constant on rate adaptive loading algorithm}

ENdir
u = CR − Γ

−→g Ndir
u

if ENdir
u < 0 then

20: NR, CT = FunctionR(Ndir,Pmax
u,dir,

−→g n
u)

else
NR = Ndir

end if
En

u = CR − Γ
−→g n

u
for n = 1, . . . , NR

25: Rn
u = log2

(
CR∗−→g n

u

Γ

)
for n = 1, . . . , NR

Ru,dir =
NR∑
n=1

Rn
u

Update PSD mask Pu,dir from Eu

end if

To calculate the maximum number of operations in Algorithm 3 we follow the path as
described below:
• Calculating of subcarrier gains gu in the first line requires Ndir divisions, where Ndir

denotes the number of subcarriers in the set Idir.
• The maximum number of operation to sort the gu in increasing order in the set Idir

requires a maximum of N2
dir/2 comparisons [30].

• To calculate CT in line 4, Ndir + 1 additions/subtractions, Ndir + 1 divisions, and
Ndir + 1 logarithmic/exponential operations are required.

• One subtraction and one division are needed to calculate ENdir
u in line 5.
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Algorithm 4 Pseudo code of FunctionT and FunctionR

NT , CT = FunctionT(Ndir, Tdir,
−→g u)

Initialize: Nmin = 1, Nmax = Ndir − 1
for i = 1 to log2(Ndir) do
N∗ = Nmax+Nmin

2

5: Cs = 2
1

N∗

"
Tdir−

N∗P
i=1

log2

−→g n
u

Γ

#

EN∗
u = Cs − Γ

−→g N∗
u

if EN∗
u ≤ 0 then
Nmax = N∗ − 1

else
10: Nmin = N∗ + 1

NT = N∗

CT = Cs

end if
end for

15: NT , CT = FunctionR(Ndir,Pmax
u,dir,

−→g u)
Initialize: Nmin = 1, Nmax = Ndir − 1
for i = 1 to log2(Ndir) do
N∗ = Nmax+Nmin

2

Cs = 1
N∗

[
Pmax

u,dir + Γ
N∗∑
i=1

1
−→g n

u

]
20: EN∗

u = Cs − Γ
−→g N∗

u

if EN∗
u ≤ 0 then
Nmax = N∗ − 1

else
Nmin = N∗ + 1

25: NR = N∗

CR = Cs

end if
end for

• Line 6 requires one comparison.
• Based on the pseudo code in Algorithm 4, the function “FunctionT” requires the

following operations:
– To calculate N∗ in total log2Ndir additions and log2Ndir divisions are needed.

The number of operations is log2Ndir due to the for loop.
– From the pseudo code in Algorithm 4, the maximum number of opera-

tions to calculate Cs is required when Eu takes a positive value at Ndir −
1 and negative value at Ndir. Thus, N∗ takes the following values:
Ndir/2, 3Ndir/4, 7Ndir/8, . . . , Ndir−1 = Ndir ·log2(Ndir/2)+1. However due
to the binary search, when we saved the calculated value of Cs and either add or
remove from it the new sum of log2

−→g u

Γ
of the added or removed −→g u elements,

we always need only Ndir additions. Therefore, the calculation of Cs requires
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Ndirlog2Ndir + log2Ndir additions/subtractions, Ndirlog2Ndir + log2Ndir divi-
sions, and Ndirlog2Ndir + log2Ndir logarithmic/exponential operations.

– To calculate EN∗
u in total log2Ndir subtractions and log2Ndir divisions are

needed.
– In line 7, log2Ndir comparisons are required.
– Either line 9 or line 10 are called, but never both consecutively; therefore, we

need log2Ndir additions/subtractions.
Thus, “FunctionT” requires: Ndirlog2Ndir + 4log2Ndir additions/subtractions,
Ndirlog2Ndir + 3log2Ndir multiplications/divisions, log2Ndir comparisons, and
Ndirlog2Ndir + log2Ndir logarithmic/exponential operations.

• A maximum of Ndir subtractions and Ndir divisions are needed in line 11.
• Line 12 requires a maximum of Ndir additions and one comparison.
• To calculate CR in line 17 requires Ndir + 1 additions and Ndir + 2 multiplica-

tions/divisions.
• One subtraction and one division are needed to calculate ENdir

u in line 18.
• One comparison is required in line nineteen.
• Function “FunctionR” requires Ndirlog2Ndir + 4log2Ndir additions/subtractions,
Ndirlog2Ndir + 4log2Ndir multiplications/divisions, and log2Ndir comparisons. The
number of operations is calculated in the same way as when calculating the number
of operations in “FunctionT”.

• A maximum of Ndir subtractions and Ndir divisions are needed in line 24.
• In line 25 a maximum of 2Ndir multiplications/divisions, and Ndir logarithmic oper-

ations are required.
• Calculating Ru requires a maximum of Ndir additions.

The maximum number of operations required in the modified FM-WF algorithm is sum-
marized in Table A.1.

TABLE A.1: The maximum number of operations required in the modified
FM-WF algorithm, when continuous bit-loading algorithm is used to perform
power allocations. Ndir denotes the number of used subcarriers.

Number of operations in modified FM-WF algorithm
Ndir = 2048 Ndir = 512

Operations General case (103) (103)

Add./Sub. 2Ndirlog2Ndir + 8log2Ndir + 6Ndir + 4 57.43 12.36
Comparisons N2

dir/2 + 2log2Ndir + 3 2097.18 131.09
Multip./Divi. 2Ndirlog2Ndir + 7log2Ndir + 7Ndir + 5 59.47 12.87

Log./Exp. Ndirlog2Ndir + log2Ndir + 2Ndir + 1 26.66 5.64

The results in Table A.1 show that the largest number of operations is required to sort
the gu, which requires a maximum of N2

dir/2 comparisons. However, on average to sort
the gu are required only Ndirlog2Ndir comparisons [30]. Therefore, the modified FM-WF
algorithm has an average computational complexity of orderO(Ndirlog2Ndir). This is the
same complexity order as of any water-filling algorithm. This can also be concluded from
the pseudo code of Algorithm 3, as we call some form of margin adaptive water-filling
algorithm only once and optionally the rate adaptive water-filling algorithm once.
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A.4 Proof of Theorem 1, Section 6.1.1

In this appendix we prove Theorem 1 formulated in Section 6.1.1.

Theorem 1 Given the bitrate relations (6.1) and constraint (6.2) one parameter is suffi-
cient for properly balancing the bitrates of the fixed-rate and variable-rate users against
each other. Proof: Let us assume that there are UF fixed-rate users and UV variable-
rate users with UF +UV = U . As shown in (6.2) the user priority values of the fixed-rate
and variable-rate users satisfy

UF∑
u=1

αF

u +
UV∑
u=1

αV

u = 1, (A.15)

where αF
u and αV

u denote the priority values of the fixed-rate and variable-rate users re-
spectively. The right side of (A.15) equals the left side if and only if the value by which∑UF

u=1 α
F
u is increased (or decreased) is equivalent to the value by which

∑UV

u=1 α
V
u is de-

creased (or increased). We call this value the balance parameter and denote it by s. Thus,
we can write (A.15) as:  UF∑

u=1

αF

u + s

+

 UV∑
u=1

αV

u − s

 = 1. (A.16)

Note that we assume that the selected target bitrates can be achieved by the fixed-rate
users. Therefore, there is an s within the interval

[
−
∑UF

u=1 α
F
u ,
∑UV

u=1 α
V
u

]
for which the

fixed-rate users achieve their target bitrates. Two extreme cases are: 1) s = −
∑UF

u=1 α
F
u ,

which assigns the total cable capacity to the variable-rate users and 2) s =
∑UV

u=1 α
V
u ,

which assigns the total cable capacity to the fixed-rate users.

Let us denote by sF
u , for u = 1, . . . , UF , the values by which the priority values of the

fixed-rate users are increased (or decreased). Similarly, sV
u , for u = 1, . . . , UV , denote the

values by which the priority values of the variable-rate users are decreased (or increased).
We denote by ᾰF

u , for u = 1, . . . , UF , and ᾰV
u , for u = 1, . . . , UV , the new priority values

of the fixed-rate and variable-rate users respectively. Thus, the new priority values of the
fixed-rate users ᾰF

u based on (A.16) are:

ᾰF

u = αF

u + sF

u , for u = 1, . . . , UF , (A.17)

with

s = sF

1 + sF

2 + . . .+ sF

UF . (A.18)

Similarly, the new priority values of the variable-rate users are given by:

ᾰV

u = αV

u − sV

u , for u = 1, . . . , UV , (A.19)
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with

s = sV

1 + sV

2 + . . .+ sV

UV .

Thus, we need to determine the appropriate values of sF
u for u = 1, . . . , UF and sV

u for
u = 1, . . . , UV to find the new priority values of the fixed-rate and variable-rate users. We
calculate sF

u and sV
u based on the initialized priority values of the fixed-rate and variable-

rate users, because we know them in advance.

For given αF
u , from the definition in (6.1), the bitrates of the fixed-rate users and their

priority values are related by

RF
1

αF
1

=
RF

2

αF
2

= . . . =
RF

UF

αF

UF

. (A.20)

When the priority values of the fixed-rate users are increased (or decreased), to achieve
the target bitrates for the fixed-rate users, the bitrate relations in (A.20) are preserved
when:

αF
1

αF
z

=

(
ᾰF

1

ᾰF
z

)
=
αF

1 + sF
1

αF
z + sF

z

, for z = 2, . . . , UF . (A.21)

Note that from all possible equations in (A.20) we have selected in (A.21) only those
that are independent. For instance when RF

1

αF
1

=
RF

2

αF
2

and RF
1

αF
1

=
RF

3

αF
3

this also implies that
RF

2

αF
2

=
RF

3

αF
3

. After solving (A.21) and (A.18) for sF
u depending on s and αF

u we get:

sF

1 =
s · αF

1

UF∑
u=1

αF
u

, sF

2 =
s · αF

2

UF∑
u=1

αF
u

, . . . , sF

UF =
s · αF

UF

UF∑
u=1

αF
u

.
(A.22)

In the similar way for the variable-rate users:

sV

1 =
s · αV

1

UV∑
u=1

αV
u

, sV

2 =
s · αV

2

UV∑
u=1

αV
u

, . . . , sF

UV =
s · αV

UV

UV∑
u=1

αV
u

.
(A.23)

Substituting (A.22) into (A.17) yields:

ᾰF

u = αF

u +
s · αF

u

UF∑
u=1

αF
u

, for u = 1, . . . , UF , (A.24)

Substituting (A.23) into (A.19) yields:

ᾰV

u = αV

u −
s · αV

u

UV∑
u=1

αV
u

, for u = 1, . . . , UV . (A.25)
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Equations (A.24) and (A.25) show that the balancing parameter s and the initial values of
αF

u and αV
u are sufficient to determine the increased (or decreased) priority values of the

fixed-rate users and the decreased (or increased) priority values of the variable-rate users.
Increasing (or decreasing) the bitrates of the fixed-rate users follows from increasing (or
decreasing) their priority values. The same holds true also for the variable-rate users.
Therefore searching for the appropriate value of s is sufficient for properly balancing the
bitrates of the fixed-rate and variable-rate users against each other.
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Abbreviations

2B1Q 2-binary 1-quaternary
A/D Analog-to-digital
ADSL Asymmetric digital subscriber line
ANSI American National Standards Institute
AFE Analog front-end
ATIS Alliance for Telecommunications Industry Solutions
BER Bit-error rate
bi-IWFA Bi-directional iterative water-filling algorithm
BRI Basic rate integrated services digital network
C-NRIA Constrained normalized-rate iterative algorithm
CAP Carrierless amplitude/phase
CLEC Competitive local exchange carrier
CE Cyclic extension
CM Common mode
CO Central office
CP Cyclic prefix
CPE Customer premise equipment
CS Cyclic suffix
D-FDD Digital frequency division duplexing
D/A Digital-to-analog
DDS Digital data services
DFE Decision-feedback equalizer
DFT Discrete Fourier transform
DM Differential mode
DMT Discrete multi-tone
DS Downstream
DSL Digital subscriber line
DSM Dynamic spectrum management
DSLAM Digital subscriber line access multiplexer
EC Echo cancellation
ETSI European Telecommunication Standards Institute
EM Expectation maximization
EWL Equivalent working length
FDD Frequency division duplexing
FDI Feeder distribution interface
FEQ Frequency-domain equalizer
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FEXT Far-end crosstalk
FFT Fast Fourier transform
FM-WM Fixed-margin water-filling
HAM Amateur radio
HDSL High-bitrate digital subscriber line
ILEC Incumbent local exchange carrier
ICI Inter-channel-interference
IDFT Inverse discrete Fourier transform
IFFT Inverse fast Fourier transform
ISDN Integrated services digital network
ISI Inter-symbol-interference
ITU International Telecommunication Union
IWFA Iterative water-filling algorithm
LT Line termination
MCM Multi-carrier modulation
MDF Main distribution frame
MIMO Multiple-input multiple-output
MUD Multi-user detection
NEXT Near-end crosstalk
NRIA Normalized-rate iterative algorithm
NT Network termination
OFDM Orthogonal frequency division multiplexing
OSBA Optimal spectrum balancing algorithm
PAR Peak-to-average ratio
PBO Power-back off
PLL Phase locked loop
POTS Plain old telephone service
PSD Power spectral density
PAM Pulse amplitude modulation
QAM Quadrature amplitude modulation
RADSL Rate-adaptive ADSL
RF Radio frequency
RFI Radio frequency interference
SCM Single-carrier modulation
SMC Spectrum management center
SSM Static spectrum management
SDSL Symmetric DSL
SHDSL Symmetric high-bitrate DSL
SNR Signal-to-noise ratio
UPBO Upstream power-back off
US Upstream
VCXO Voltage controlled crystal oscillator
VDSL Very high speed DSL
ZF Zero-forcing
ZP Zero-padding
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Notation

Mathematical notation

x,X Scalar variables
x,X Column vectors
X Matrices
X∗ Complex conjugate of X
xT Transpose of x
y[k] Function of a discrete variable k
y(t) Function of a continuous variable t
∗ Convolution
~ Circular Convolution
x[n] Element n of x
sup{·} Supremum operation
O(·) Complexity order
R+ Field of real positive numbers

List of symbols

a Asymmetry parameter, shows the ratio between the total DS and US bitrates
ă Updated value of a
dir A particular transmission direction dir ∈ {DS,US}
f Freqeuncy
f [n] Carrier frequency of n-th subcarrier
L Length of the impulse response of the equivalent discrete-time channel
Lp Length of cyclic prefix
Ls Length of cyclic suffix
Le Length of cyclic extension
h[k] Impulse response of the equivalent discrete-time channel
H Channel transfer function
H Squared magnitude of H
Hn

uu Direct channel transfer function of user u on subcarrier n
Hn

uu Squared magnitude of Hn
uu

Hn
uv Crosstalk channel transfer function from user v to u on subcarrier n

Hn
uv Squared magnitude of Hn

uv

idir Number of iterations in the inner stage of the NRIA in direction dir (DS,US)
Idir Set of subcarriers assigned in direction dir
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N Number of subcarriers
Ndir Number of subcarriers assigned in direction dir
Ñdir Average number of subcarriers assigned in direction dir in O iteration
N PSD of the total noise
N [n] PSD of the total noise on subcarrier n
N n

u PSD of the total noise of user u on subcarrier n
O Number of iterations in the outer stage of the NRIA
P Transmit PSD of a signal
P̂ Increased value of P
P [n] Transmit PSD of a DMT signal on subcarrier n
Pn

u Transmit PSD of user u on subcarrier n
R Number of bits in a DMT symbol
R̃ Average number of bits over N subcarriers
R[n] Number of bits in subcarrier n
Ru Number of bits of user u in a DMT symbol
R̂u Increased value of Ru

Ru,dir Normalized bitrate of user u in direction dir (Ru,dir/αu,dir)
Rn

u Number of bits of user u on subcarrier n
R̂n

u Increased value of Rn
u

Ru,dir Number of bits of user u in direction dir in a DMT symbol
Rn

u,dir Number of bits of user u on subcarrier n in direction dir
RF

u Number of bits of fixed-rate user u in a DMT symbol
RV

u Number of bits of variable-rate user u in a DMT symbol
RF

u,dir Number of bits of fixed-rate user u in a DMT symbol in direction dir
RV

u,dir Number of bits of variable-rate user u in a DMT symbol in direction dir
U Number of users
UF Number of fixed-rate users (those with fixed bitrates)
UV Number of variable-rate users (those with variable bitrates)
t Time
T Sampling rate
Tu,dir Target bitrate of user u in direction dir
T F

u,dir Target bitrate of fixed-rate user u in a DMT symbol in direction dir
T V

u,dir Target bitrate of variable-rate user u in a DMT symbol in direction dir
x(t) Signal transmitted over the channel
x[k] k-th time-domain coefficients in the output of the DMT modulator
xm[k] x[k] at m-th DMT symbol
xCP

m [k] k-th time-domain coefficient at m-th transmitted DMT symbol
X[n] Frequency-domain component on subcarrier n in transmitter
Xm[n] X[n] at m-th DMT symbol
y(t) Signal in the input of the receiver
y[k] k-th time-domain coefficient in the input of the DMT demodulator
Y [n] Frequency-domain component on subcarrier n in receiver
Ym[n] Y [n] at m-th DMT symbol
Ỹ [n] Frequency-domain component in the output of the FEQ
Ỹm[n] Ỹ [n] at m-th DMT symbol
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αu,dir Priority value of user u in direction dir
αF

u,dir Priority value of fixed-rate user u in direction dir
αV

u,dir Priority value of variable-rate user u in direction dir
ᾰF

u,dir Updated value of αF
u,dir

ᾰV
u,dir Updated value of αV

u,dir

βn
dir Usage indicator of subcarrier n in direction dir
γCode Coding gain
γLoss SNR loss due to imperfect receiver design
γMod Modulation gap
γNoise Noise margin
Γ SNR gap
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