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Abstract

Since Berners-Lee proposed and started to endorse orégslagithe backbone of
the Semantic Web in the nineties, a whole research field edadwound the fun-

damental engineering aspects of ontologies, such as tlezagem, evaluation and
management of ontologies.

However, many researchers were curious about the usalfibtytologies within
Information Systems in 'ordinary’ settings, performingdmary’ information pro-
cessing tasks. To be used within Information Extractiont&wys (IESs), we con-
sider ontologies as a knowledge source that can represetadk specification and
parts of the domain knowledge in a formal and unambiguous way

In general, IESs use several knowledge sources (e.g.plexiparsers, etc.) to
achieve good performance. Some also require humans toajertbe extraction
rules that represent the task specification of the systemveMer, often these re-
sources are not at hand or the dependency on them lead to @misps regarding
the scalability and performance of an IES. Therefore, wedeoad whether ontolo-
gies formulated in a standard ontology representationuage, such as OWL, are
suitable enough to represent the task specification andlaésdomain knowledge
to some extent, which the IES can utilise as its only knowgedgource. Our aim
is to identify the limits of such an approach, so that we carctale that things can
only get better from that point onwards by using other resesiwvhenever available.

In this thesis, we propose an extraction method that usilise content and pre-
defined semantics of an ontology to perform the extractisk wathout any human
intervention and dependency on other knowledge resouMesalso analyse the
requirements to ontologies when used in IESs and proposgstige of additional
semantic knowledge to reconcile them. Further, we propasenethod to detect
out-of-date constructs in the ontology to suggest chargt®etuser of the IES. We
state the results of our experiments, which we conductetgusn ontology from
the domain of digital cameras and a document set of digitaleca reviews. After
performing the experiments with a different task speciitcatising a larger ontol-
ogy, we conclude that the use of ontologies in conjunctiothh WESs can indeed
yield feasible results and contribute to the better schiland portability of the
system.



Zusammenfassung

Seitdem Berners-Lee Ontologien als das "Rickgrat des Seeraleb” eingefuhrt
hat, hat sich ein ganzes Forschungsgebiet um die fundaleemtapekte des On-
tology Engineering gebildet, wie zum Beispiel die ErstejuEvaluierung und das
Management von Ontologien.

Viele Forscherlnnen waren jedoch neugierig was die Verbarieit von On-
tologien in 'Ublichen’ Informationssystemen angeht, digliche’ Aufgaben zur In-
formationsverarbeitung durchfuhren. In Informatiortsaixtionssystemen (IE Sys-
teme), zum Beispiel, konnen Ontologien als Wissensresouwerwendet werden,
welche die Aufgabenstellung und Teile des domanspezdisaitissens in einer
formalen und unzweideutigen Form darstellt.

Im Allgemeinen verwenden IE Systeme verschiedene Wisssssurcen (e.g.,
Lexika, Parser, etc.) um eine gute Performanz zu erzieleandkle verlangen auch,
dass die Extraktionsregeln, die dann die AufgabensteltlesySystems reprasen-
tieren, von Menschen erstellt werden. Jedoch sind diessémMisssourcen nicht
immer griffbereit oder die Abhangigkeit von ihnen fuht Kompromissen bzgl.
der Skalierbarkeit untibertragbarkeit des Systems. Deshalb haben wir uns gefragt
ob Ontologien, die in einer Beschreibungssprache wie z\BL@rmuliert sind,
als einzige Wissenressource des Systems verwendet weasdaerkum brauchbare
Ergebnisse zu erzielen.

In dieser Dissertation fuhren wir eine Extraktionsmetheth, welche den In-
halt und die vordefinierte Semantik einer Ontologie augnutzeine Extraktion zu
ermoglichen, die keine menschliche Unterstitzung odéeee Ressourcen benotigt.
Wir analysieren auch die Anforderungen auf Ontologien di¢g Systemen ver-
wendet werden sollen und die Verwendung von erganzenderargeschen Wissen
um diesen Anforderungen zu entsprechen. Weiteres, filliremsere Methode zur
Ermittlung von out-of-date Konstrukten in der Ontologie 8m den Benutzerinnen
letztendlich Vorschlage bzgl. allfalligémderungen in der Ontologie zu machen.



Contents

[1__Introduction 1
[1.1 Research QUeStiONS . . . . . . . o v v e 2
butionNs . . . . . . e 3
L3 Publications . . . . . . . oo 4
L4 ThesisQutlide . . . . . . . . o oo 4

1 Definitioh . . . ... ... ... 8
2.2 Characteristics of Ontologies . . . . . . .. ............ 9
2.3 __Why to bother about Ontologies? . . . . . . . . . . . ... .. ... 10
.4 Ontologies and Formal LOgicS . . . . . . . ..o oottt 11
2.5 _Ontology Representation Languages . . . . . . ... ...... 13.
251 RDEANARDEMB) . . . . .o 14
R.5.2 Ol DAMIL-ONT and DAML+OILl . . . . ... ...... 15
P53 OWI . ... ... 16

8.2.2 Ontology Learning and Populafion . . . . . ... ...... 21
3.3 Change Management of Ontologies . . . . . ... ......... 24
B.3.1 Change Operations . . . . .. ................ 26
B.3.2 Representing Ontology Charges . . . ... ......... 26
3.3.3 Onfology Versionilg . . . . . . .o cvvvt 27
B.3.4 Onfology Evolutidn . . . . . . ..o vvt i 29

[3.4 Evaluation of Ontologibs . . . . . . . . . oo 31
ISUANSALION © . .« v o e e e e 34

B.5.1  Graplls . . . . . oo, 34

- S e 35

3.6 Conclusian . . . . .. . . 36



I5.2__Ontologies for Information Extraction Systems . . . . ..... 57

5.2.1 _Requirements to OntologiesinJES . . ... ... ... .. 60
6__ontoX - An ontology-driven IES 63

Iﬁ.l_lgm%Ldex ....................... 65
6.1.1 Kevwords . . . . . . . . .. e e e e e 66

BS . . e 67
16.1.3 Quality Properties . . . . . . . .. 67
6.1.4  Temporal Propertles . . . . . . .. .. 68
6.2__Ontology Management Module of onfoX . . . . . . . ... ... .. 68
6.2.1 ClassElememts . . . . . ... .ovvi 69
6.2.2  Property Elememts . . . . . . ..o 70
6.3 _The Rule Generation Module of onfoX . . . . .. ... ....... 73
6.4 The Extraction Module of ont®X . . . . . . ... .......... 73
.41 _Preprocessing . . . . . . oo 73
6.42 Extraction . . . . . ... 74
6.4.3 Change Detection within onoX . . . ... ......... 78
6.5 Limitations . . . . .. ... 79
[7__Experimental Results 81
[z1 _Evaluation of Performadce . . . ... ................ 82
[7.2__Evaluation of Scalability and Portability . . . ... ... .. .. 84
[7.3 FEvaluation of Change Detection . . . . .. ... .......... 87
I8 Summary and Future Work 89
B _SUMMALY . .« o o e e 90
B2 Future WorK . . . . . ... 92
N Example Ontologies in owll 94
[B_OWI Data Typed 98
|List of Figured 105

Vi



106

vii



Chapter 1

Introduction

Well | left my happy home to see what | could find out
| left my folk and friends with the aim to clear my mind out

Well | hit the rowdy road and many kinds | met there
Many stories told me of the way to get there

On The Road To Find Out - Cat Stevens

The invention of computers made many things easier, for pi@ta generate, save,
and access data. The invention of the internet was 'the’ teteghare all this data
with everyone around the world. Despite many benefits, tevelbpment gave rise
to the problem of extracting relevant information out of twerwhelming amount
of data we are facing on a daily basis.

The Artificial Intelligence (Al) community has been dealiwith this problem
for some time now. The research field that comprises all thik wothis area is
called Information Processing. One particular sub-fieldsleith the extraction of
certain types of relevant information from mainly text downts, which is called
Information Extraction (IE). 'What is relevant informati® is the first question
that comes to ones mind immediately. Not only is this questiard to answer
when complicated task specifications and domains are iadpivis even harder to
communicate this answer to a computer. Ontologies, beipfoixspecifications
of conceptualisationfGruber, 7998 can be used here to provide Information Ex-
traction Systems (IESs) with formal and computer-undeddlle representations
of relevant information.

Ontologies gained more attention lately, as many resees tfggan to think that
they can serve as the backbone of the Semantic Web. The Seriéti is an
extended form of the current Web with semantics attacheda@ontent, to make
it easier for humans and machines to locate informdigerners-Lee, 1999 But
the application areas of ontologies are not bound to the St&mm@/eb. They are
knowledge bearing artifacts and hence, can be used in arigcaign area where
a domain of interest has to be conceptualised and commeditai&an Information
System (IS).
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In this thesis we will analyse to what extent ontologies antable to drive the
IE process and how a classical IES has to be augmented toeehéblhandle an
underlying ontology properly. Further, it has to be cladfighether there are dif-
ferent requirements to ontologies when they are going taskd tor IE than for the
Semantic Web. Within this context we will also analyse whatkof management
issues regarding the ontology arise and what course ofrestbnild be appropriate
to dissolve them.

This thesis is centered around some fundamental reseaestiops, which are
listed in the next subsection.

1.1 Research Questions

The focus in this thesis is on the use and management of gislavhen used in
conjunction with Information Extraction Systems (IESshidscenario yields to a
set of research questions, which we will state here and addaéer in subsequent
parts of this thesis. The research questions can be coadidetwo parts: the first
part contains questions regarding how ontology usage natyibote to the quality
of IESs, and the second part contains questions regardimgienance issues of
ontologies used within IESs.

Research questions regarding effects of ontologies on IESs

How can ontologies be utilised to address main challengég 8§, such as per-
formance, portability, and scalability?

Do ontologies offer the potential to facilitate the perfamae, scalability, and porta-
bility of IESs? If yes, how can they be concretely utilisedtfeese purposes?

Is it possible to develop an unsupervised and automatic |Eoae that utilises
no other resource but an input ontology?

Are ontologies suitable knowledge resources for IESs thaé mo access to other
resources, such as lexicons or linguistic processing nes@ul

Are there certain requirements to the content of ontologieen they are going
to be used in conjunction with IESs? If yes, what are they aowl tan they be
reconciled?

Do ontologies have to reconcile different requirementsreimg their content when
they are going to be used in different settings than the Sea\aleb? What if they
are going to be used in conjunction with IESs? What are theireaents in such
a scenario and what are the concrete measures that have akdretd reconcile
them?



CHAPTER 1. INTRODUCTION 3

Research questions regarding the maintenance of ontologevithin IESs

How to detect out-of-date ontological components in a doméinterest?

Is it possible to automatically detect out-of-date compuasen the conceptuali-
sation represented by the ontology of an IES? Are automppooaches sufficient
or is human intervention required?

How to query/monitor the changes themselves?

In what form can suggested changes to the ontology be utibgethe system for
its future decisions? What would be the best way to reprabese suggestions to
the user?

How to apply changes to the ontology? Automatically or mdig@a

Is it desired and feasible that the IES applies suggestedgelsato the ontology
on its own? What kind of pitfalls are expected with such aroengtic approach?
To what extent could human intervention enhance the quaflitigis task?

1.2 Contributions

Besides providing answers to the stated research quegieasSectiof 1l1), the
main contributions of this work can be listed as follows:

1. Analysing the requirements regarding the use and manageafemntologies
when used in conjunction with IESklsing ontologies in IESs yield to additional
requirements concerning the knowledge represented in tmhogy. To reconcile
these requirements, we propose the inclusion of additiomalvledge about quali-
tative, temporal, and evolutional properties of ontolaggtructures.

2. A method for automatically extracting information from matl language text
using an input ontologytn general IESs use several knowledge sources (e.g., lex-
icons, parsers, etc.) to achieve good performance. Soroeedsire humans to
generate the extraction rules that represent the taskfsjadicn of the system.
However, often these resources are not at hand or the dapsnda them lead
to compromises regarding the scalability and performaricandES. Therefore,
we wondered whether ontologies formulated in a standarol@yy representation
language, such as OWL, are suitable enough to represeraskespecification and
also the domain knowledge to some extent, which the IES aéiseuas its only
knowledge resource. Our aim was to identify the limits ofrean approach, so that
we can conclude that things can only get better from thattpmmwards by using
other resources whenever available. We propose an exmmaciethod that utilises
the semantics of an ontology to perform the extraction taighout any human in-
tervention and dependency on other knowledge resources.
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3. ontoX: An ontology-driven IEDuring the course of our research, we imple-
mented the mentioned automatic extraction method in Jakia. system also per-
forms change detection using input data and the predicteaMi@ur of the ontologi-
cal constructs over time. This IES is available at the ptsjsection of our Websﬂ?e

4. Motivating the use of ontologies in conjunction with IE®y presenting our
method and our experimental results, we undermined oumsla&hat ontologies
can indeed be used for IE from natural language text. We odedhat ontologies
can replace knowledge and domain engineers in many casesjdweit is realistic
to assume that the user of an IES can build an extraction@mtalsing existing
ontology development frameworks, which do not require amywedge about the
underlying syntax and theoretical foundations of the uspdasentation languages.

1.3 Publications

Parts of this thesis have been published in:

Yildiz B, Miksch S.Ontology-Driven Information Systems: Challenges and Re-
guirementsin: Proceedings of the International Conference on Semavib and
Digital Libraries (ICSD 2007), Bangalore, India, 2007.

Yildiz B, Miksch S. Motivating Ontology-Driven Information Extractionn:
Proceedings of the International Conference on Semanticaivd Digital Libraries
(ICSD 2007), Bangalore, India, 2007.

1.4 Thesis Outline

This thesis is structured in two parts. In the first part weegan overview of the
basic terms and on the state of the art in the fields of Ontolgyineering and
Information Extraction. The second part consists mainithefcontributions of our
research, the results of an thorough evaluation phase, raadalysis on possible
future research directions.

Part I: Context and Related Work

Chapter 2 : Ontologies- consists of an introduction to the field of ontologies, with
basic definitions and the characteristics of ontologiesthien, it contains brief de-
scriptions of commonly used ontology representation laggs and formal logical
foundations on which most of them are based on.

Chapter 3 : Ontology Engineering deals with particular phases of the ontology
life cycle, such as generation, evolution, versioning, evaluation. For each phase

http://ieg.ifs.tuwien.ac.at
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it defines the concrete task and points out main challengegyakith some ap-
proaches that have been proposed so far to address them.

Chapter 4: Information Extractior contains a detailed introduction to the research
field of IE. Besides giving some definitions and a historicam@iew, it explains the
main architecture of an IES and it introduces main appragahd challenges to IE.

Part Il: Ontology-Driven Information Extraction

Chapter 5: Ontology-Driven Information Systemgxplains the main benefits the
use of ontologies can bring for ISs in general and IESs inqdar. Furthermore,
it contains an analysis of different requirements to orgs when they are going
to be used in such systems and proposes methods to recdraske additional re-
guirements.

Chapter 6: ontoX - An Ontology-driven Information ExtractiSystem- contains
a detailed description of our proposed method for IE usinglogies and also in-
formation about the architecture and functionality of ofitthe implementation of
our extraction method.

Chapter 7: Experimental Resuktscontains a detailed description of the evaluation
setting for the proposed methods and detailed experimesgalts.

Chapter 8: Conclusion and Future Wotkgives an overview of the lessons learned
while doing this research and points out possible researehtibns for the future.



Part |
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Chapter 2

Ontologies

So on and on | go, the seconds tick the time out
There’'s so much left to know, and I'm on the road to find out

Well in the end I'll know, but on the way | wonder
Through descending snow, and through the frost and thunder

On The Road To Find Out - Cat Stevens

Originated in early Greece, the term 'Ontology’ is a brantpholosophy that deals
with the nature and organisation of being. Philosopheesiilato and Aristotle dealt
with this branch, trying to find the fundamental categoridssing and to determine
whether the items in those categories can said to 'be’. Tapgrrnaming of such
items was questioned by Plato. In his opinion, item namesio@imal world,
would refer in everybody’s minds to one and only one thing.

The computer scientists community is in general not thathmioterested in
philosophy, but the idea of having a means to represent fuedtal categories
of a particular domain to establish a common understandatgden interaction
partners was worth considering. So it happened that onesddigpcame very popular
in Artificial Intelligence (Al) and Knowledge Representati Here, an ontology has
been seen as yet anothengineering artefagiconstituted by a specificocabulary
used to describe a certain reality, plus a set of expliciiagdions regarding the
intended meaningf the vocabulary wordsfGuarino, 1998

In this section, we will first define the basic terms with rebtr ontologies and
will give a short insight into possible benefits ontologiaa bring. Further, we will
explain the role of formal logics in representing ontol@jiknowledge and then
will give an overview of some well-known ontology represaidn languages.
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2.1 Definition

The literature contains many, partly contradicting defamis of an ontologﬂ/. How-
ever, the best-known and most quoted definition in the Al comity became the
definition by Grubefi1999, which is also the one we will refer to in this thesis.

An ontology is an explicit specification of a conceptualiaat

The termconceptualisatiomefers to an abstract model, a simplified view of a
particular domain of concern. By defining the concepts timia, and constraints
on their use in a formal way, the conceptualisation becorrpkod.

The definition by Gruber has been thoroughly analysed byiGoand Giaretta
[1994. First of all, they stated that it is crucial to distinguisttiveen the 'Ontol-
ogy’ with a capital 'O’ as a branch of philosophy, which deaish the nature and
organisation of being; and the 'ontology’ as a particulajeob(engineering arte-
fact). They further specified seven possible interpretataf the term ontology and
elucidate the implications of these interpretations:

e Ontology as a philosophical discipline

e Ontology as an informal conceptual system

e Ontology as a formal semantic account

e Ontology as a specification of a "conceptualization”

e Ontology as a representation of a conceptual system viaiealog
theory characterized by specific formal properties or oniyite
specific purposes

e Ontology as the vocabulary used by a logical theory
e Ontology as a (meta-level) specification of a logical theory

Interested readers are also referred to the article ofgaliz001], who ex-
plained, in pretty much detail, the differences betweempthi®sophical meaning of
ontologies and the meaning in Information Systems (ISs)iiypg a deep analysis
and comparison on both, Gruber’s and Guarino’s views.

We will use the following formal definition of an ontology thugh the rest of this
thesis, whenever referring to ontological components.

Definition 1 An ontology is a tupl® := {C, R, H¢, H*, Z¢, Ir, A°}, whereas
e C: represents a set of concepts.

e R.: represents a set of relations that relate concepts to onéhemnaR; € R and
R; — C x C.

INote that ontologies were introduced to get a clear and camwigw on things, and yet the
community cannot agree on the definition of the term itself.



CHAPTER 2. ONTOLOGIES 9

e HC: represents a concept hierarchy in form of a relatigh C C x C, whereas
HE(C,, Cs) means that’, is a subconcept af,.

e H™®: represents a relation hierarchy in form of a relati®fi®* C R x R, whereas
H®(R1, Ry) means that, is a subrelation of2,.

e 7. and Z: represent two disjoint sets of concept and relation ins¢ésneespec-
tively.

o A°: represents a set of axioms.

2.2 Characteristics of Ontologies

In general, ontologies consist of a set of concepts and aigésa of the relation-
ships that hold between these concepts. But when examinéng tloser, one can
see many differences between them. Therefore, many résearcave described
characteristics of ontologies to be able to classify therithdugh the names for
these characteristics vary from researcher to reseattiegrcan be grouped based
on the following two main characteristics.

According to their level of formality

The same conceptualisation can be defined using differd¢otagy representation
languages, which yield ontologies with different level§afmality. Uschold and
Grueninge1994 classified ontologies in four groups according to this cbtara
istic:

¢ Highly informal ontologies:are ontologies that are expressed in natural lan-
guage.

e Semi informal ontologiesare ontologies that are expressed in restricted and

structured natural language.

e Semi formal ontologiesare ontologies that are expressed in a semi-formal

defined language.

¢ Rigourously formal ontologiesre ontologies that are expressed in a rigourously

formal defined language.

If ontologies are going to be used to share knowledge betweemans, it is
better to have an informal or highly informal ontology. Blithe interaction part-
ners are going to be computers, it would be better to providentwith at least a
semi-formal ontology.
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According to their level of generality

An ontology can contain information with different levelsdetail. The classifica-
tion by Gruber [1998] reflects this thought:

e Top-level ontologiesdescribe very general concepts, which are independent
of a particular domain or task like as space, time, evenpmogtc.

e Domain ontologiescontain a description of a vocabulary to a generic domain
like as medicine or automobiles, etc.

e Task ontologiescontain a description of vocabulary to a generic task or ac-
tivity, such as diagnosing or selling, etc.

e Application ontologiesare bound to both, a specific domain and a specific
task.

2.3 Why to bother about Ontologies?

Ontologies are means for an agreement on the meaning ofj&hioetween inter-
action partners, either humans or computers. By committingn ontology, an
interaction partner declares that it is aware of the meaoirige vocabulary words
in the ontology and that it will refer to this meaning only aganteeing consistency
during interaction. To commit to an ontology should not lieggany changes in the
working environments of the interaction partners, though.

Because ontologies can be used to share a specific conésgtioal among
communication partners, their usage is theoretically heakwherever an agree-
ment on the meaning of things is important. However, we cstrsbbme concrete
benefits of ontology usage as follows:

e Understanding:An ontology can serve as a documentation, using which hu-
man beings can understand the underlying conceptualisati@ domain bet-
ter.

e Communication:Ontologies can help interaction partners to communicate
over a domain of interest in an unambiguous way. For this gagpinter-
action partners can either send their respective ontaddgi®ne another or
commit to a shared ontology.

¢ Inter-operability: Computer systems can inter-operate in a consistent manner.
This enables interaction partners to inter-operate acn@amisational and/or
international boundaries.

e Reuse:There is no need to reinvent the wheel over and over agains Thi
applies also to ontologies, because as knowledge bearmgaments, they
can be reused by others. However, Men4E399 stated that the reuse of
ontologies can be compared to the reuse of already progrdmmodules in
software engineering. In many cases it takes so much timexderstand
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and integrate a software module, that in that time 60% ofulc¢bdave been
written from scratch. Whether this applies to ontologiesvall, is yet to be
empirically analysed. Menzies statement could be true datively small
ontologies, but in the case of very large ontologies thaehmen developed
over many years (e.g., WordNet, MeSH) it could be hard toeattiem from
scratch.

There are also several researchers that take the incressrgf ontologies crit-
ically, and doubt that ontologies will bring significant ledits as promised. A cost-
benefit analysis should be done to clarify this issue. Howekere is no empirical
study available yet, because ontologies are not in use florgp

2.4 Ontologies and Formal Logics

The term 'conceptualisation’ is not new to the computerrséeand Al community.
In fact, many different approaches to represent concepaiiins emerged in the
past. Their differences are due to their target groups anseguently their provided
knowledge representation constructs.

The focus of human centered approaches, for example, isomdprg intuitive
representations for humans utilising natural languageisual modelling primi-
tives. Approaches that go one step further to provide coerputderstandability
as well as intuitive representations for humans, formalsesemantics of their
modelling primitives. Most popular examples for this kimg &emantic Networks
[Sowa, 198F. They are based on graph theoretical semantics and comgBgue
their main components are concepts denoted by nodes, atidnsl (between con-
cepts) denoted by directed arcs between nodes in the graph.

The level of formality provided by such ’human centered’ mg@ehes is gener-
ally considered as not enough to communicate concepttialisao computers in
an unambiguous way. So, attempts have been taken to usd fogiea to represent
conceptualisations.

Formal logicis the discipline that studies the principles of inferenathwior-
mal content. Formal logics providermal languageghat have well-defined se-
mantics, which is essential to express knowledge in a teaespp and computer un-
derstandable way. Thisell defined semantianable a common understanding of
the expressed knowledge unambiguously, since the cotmtsuaf the language are
defined in advance that leaves no space for different ird&pons Automated rea-
sonersare needed to validate and maintain the expressed knowleddelso to in-
fer conclusions from already existing knowled@&igoris and van Harmelen, 2004

Ontologies can benefit from these three properties of fotagat. In fact, all
ontology representation languages are based on some kladiof(e.g., predicate
logic, frame-based logic, etc.). The differences in thederlying formal systems
constitute the differences in their expressive power amgequently their level of
complexity. On the one hand, one would wish to have a languéiiethe highest
expressiveness, which unfortunately comes only with a hingease of the level
of complexity. On the other hand, the level of complexity habrect impact on the
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computational properties of reasoning services. Becaasoning is most impor-
tant during many phases of Ontology Engineering, the lelebmplexity has to be
taken into account when developing a representation layeg@en if this yields to
compromises w.r.t the expressive power.

Given an ontologyO (see Definitior[Z]1), with an instanéec Cy, and two
concept”; andC; we can describe the most important reasoning services in the
context of ontology-based systems as follows:

e Subsumption (also known as class consistendy)e task of determining
whether a concept’; is a subconcept of a concept. Many other more
complex reasoning tasks can be formulated in terms of supsom There-
fore, this service is considered as the central reasonmgsan many logics.

¢ Instance Checking (also known as class membershipg: task of determin-
ing whether an instances an instance of a conceff .

e Consistency Checkind:he task of determining whether the represented knowl-
edge in the ontology is coherent or not. This task is important, because in-
ferencing on an inconsistent ontology is meaningless. 3érigice requires a
formal definition of 'consistency’, because it can diffesrit model to model.

e Equivalence of ConceptShe task of determining whether two concepts
and(C; are equivalent.

e Querying: The task of querying the contents of an ontoldgyFor example,
guerying all instances of a particular concépt

e More specific servicesfhere are more specific services such as determining
the least common subsumer to enable bottom-up ontology geme, etc.

These reasoning services differ in terms of their run-tigkesending on their
underlying logical systems (e.g., some of them can be ddc¢idpolynomial time)
[Donini et al, 199d. Therefore, it is important for representation languagsigie
ers to analyse where and for what purposes their proposeesesgiation language
is going to be used and what reasoners can be provided fdatitatage.

In order to be useful, reasoners have to be sound and comfletmdnesen-
sures that it is not possible to infer false knowledge withrael inferencing rules.
Completenesensures that all possible true statements can be deriveddigen
knowledge with the defined inferencing rules. Unfortungtebt all ontology rep-
resentation languages can be provided with sound and ctemglasoners. In the
next subsection, we will take a look at the most popular agplepresentation lan-
guages and will examine, among other things, the reasonipgost they have been
given. Those languages are mainly influenced by two knoveeégresentation
paradigms, namely Frame-based Systems and Descriptiand.ofo understand
the potentials and limitations of different languages, vagehto understand their
underlying logical foundations first.
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Frame-based Systems

As the name implies, frame-based systems are centereddaFoames Frames
were first introduced by Minsk[1974 as a data structure for representing domain
knowledge. They have components called slots (in gendrdde-value pairs) and
slots in turn have components called facets that descréerdspective properties.
Slots and facets are used to state value restrictions ondstam

Typical Frame-based systems provide constructs to org&mnénes into hierar-
chies allowing multiple inheritance as well. In such hiehaes, classes can inherit
from their super-classes’ features, such as slot defirsigon default values accord-
ing to some inheritance strategy which can differ from systiesystem. The central
inference mechanism in Frame-based systems is inheril&ifee et al, 17994.

The semantics of Frames were specified only operationalllyatempts for
formalising their declarative part yield to the developtairDescription Logics.

Description Logics

Description Logics (DL) is a knowledge representation falism that extends Frames
with formal semantics and can be seen as a specialisatiorstbbfder logic. As
Frames, it is suitable to represent knowledge that is cedtaround classes (con-
cepts), properties (roles), and objects (instances ovithails).

Based on the allowed constructors, different DLs can be éeéfiwhich are de-
noted by several literals (see Figlirel [Bhaderet al., 2003). Besides well-defined
syntax, the constructors have also formal, well-definedsseits.

ALC denotes the minimal description language. The more cartetisia DL
allows, the harder the reasoning tasks are to solve. Braclame Levesquf1984
showed that for" L.~ the subsumption problem can be solved in polynomial time,
whereas adding the role restriction constructor makesNfecbard.

DL-systems have two components: an intensional compooaiied TBox; and
an extensional component, called ABox. The TBox can be searganeral schema
for the concepts and individuals to be represented, wheéhea&Box contains the
individuals[Donini et al.,, 1994.

2.5 Ontology Representation Languages

Depending on the particular task at hand we will need to mseredifferent kinds
of knowledge. Therefore, we will have to look for a languagéhvust the right
level of expressive power. Neither less nor more expresss®would do us any
good. With the former we would not be able to represent thevkedge we want,
and with the latter we would have to face a much more higherpbexity than
necessary, making life (that is reasoning) harder tharredly is. Therefore, the
right choice of an ontology representation language is groitant decision, as it
inevitably affects all forthcoming phases of the ontoloidg-tycle.

Grigoris and van Harmelef004 state the following main requirements for
ontology languages one should look for:

¢ well-defined syntax
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Figure 2.1: Description Logics constructors

well-defined semantics

convenience of expression

efficient reasoning support

sufficient expressive power

In this section, we will give an overview of some ontology negentation lan-
guages, all of which equipped with well-defined syntax anthdefined semantics.
They differ in terms of their convenience of expression fuse some of them have
more human-friendly syntax than others), in terms of thepressive power, and
consequently in terms of whether efficient reasoning supp@vailable for them
or not.

2.5.1 RDF and RDF(S)

The Resource Description Framework (RDF) cannot be coresidas a language
itself. It is a graph-based data model to represent knowelekgt can be stated in
form of predicate-subject-object triples, which are chl¢gatements and where the
predicate relates the subject to an ob[&tigoris and van Harmelen, 20D4A typ-
ical fact that could be stated as a predicate-subject-btrjpte is:
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Prof. Baron is lecturer of the Algebra course.
Since the model is language independent (labelled direptguh) such a state-
ment can either be represented visually (see Figuide 2.2kioguany computer

understandable language (in general an XML based syntaging lused for that
purpose).

( Prof. Baron )4 Lecturer ( Algebra )

Figure 2.2: Visual representation of a typical RDF statement

What distinguishes RDF from other formalisms is its abildymake statements
about statements. This is callegdficationand it is a very powerful means to repre-
sent knowledge. A typical example would look like:

The curriculum states that Prof. Baron is lecturer of the&Xga course.

However, RDF cannot be used for generating ontologies daget not offer any
other construct then binary predicaf€rigoris and van Harmelen, 2004There-
fore, RDF Schema (RDFS) has been introduced as an extendtiDR, which pro-
vides additional constructs with fixed semantics. Usingéheonstructs, concepts
and properties can be defined and organised as hierarcliapport inheritance.

RDF Schema is considered as a primitive language, becaegantth of knowl-
edge that can be represented using these constructs igmégdl For example it
is not possible to state cardinality restrictions on prépsror the disjointness of
classes, etc. But, there are several ontology represemtainguages that can be
seen as extensions of RDF Schema, such as DAML+OIL.

2.5.2 OIL, DAML-ONT and DAML+OIL

The Ontology Inference Layer (OIL) is a language that is dase three roots:
Frame-based systems, Description Logics, and several iAletiaadgFenseket al., 2001.
The idea behind its development was to provide a languadewstl-defined for-
mal semantics (Description Logics) that is highly intugtfer humans (Frame-based
systems) and has a proper link to existing Web languagesasigtML and RDF
[Horrockset al, 200.

DAML-ONT is another ontology representation language Wwhsctightly inte-
grated with RDF Schema, extending it with constructors ffeaime-based repre-
sentation languages.

Because of the same objectives DAML-ONT and OIL shared waitheother,
it was decided to combine the efforts, which resulted in tR&/D+OIL language.
DAML+OIL is equivalent to a very expressive DISHIQDL) with the addition of
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existentially defined classes and datatypes. This equigalenplies that subsump-
tion reasoning is decidable in DAML+OIL. It largely discarthe Frame-based
structure of OIL[Horrockset al., 2009.

2.5.3 OWL

The Web Ontology Language (OWL) is a markup language foriphinlg and shar-
ing ontologies on the Web. It is derived from DAML+OIL and Isetefore also
based on Description Logics.

The OWL working group claim that a language that fulfills @uirements for
ontology representation languages is unobtainable. Tdrerethey decided to de-
fine OWL as three different sublanguages, each aiming towslexdifferent subsets
of those requiremen{&rigoris and van Harmelen, 20D4

e OWL Full: uses all knowledge representation constructs\WWiLQvithout any
restriction. It is fully upward compatible with RDF and is gowerful that it
is undecidable.

e OWL DL: is a sublanguage of OWL Full corresponding to a deximn logic.
It restricts how the constructors of OWL and RDF may be usetisithere-
fore no longer fully compatible with RDF. However, thesetrieons make
efficient reasoning possible, which is often more importaah compatibility
with RDF.

e OWL Lite: is a syntactic subset of OWL DL excluding the use ofimerated
classes, disjointness statements, and arbitrary caityin@hese restrictions
make OWL Lite easier to understand and easier to implement.



Chapter 3

Ontology Engineering

| listen to the wind come howl, telling me | have to hurry
| listen to the robin’s song saying not to worry

So on and on | go, the seconds tick the time out
There’'s so much left to know, and I'm on the road to find out

On The Road To Find Out - Cat Stevens

Ontology Engineering (OE) can be defined as the researchtfiatccomprises all

phases of an ontology life cycle. The life cycle of an ontgl@gn be considered
roughly in terms of the following tasks: design, generat@araluation, and manage-
ment, which involves the whole life cycle. Although thisli€ycle can be refined
by dividing the tasks further in subtasks, we will examinenthunder the men-
tioned basic rubrics. We will describe what constitutes¢htasks, and point out
the research efforts taken so far to address the difficukiased to them.

Design

, Mawnagement
evaluation

Generatlon

Figure 3.1: Ontology Life Cycle
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3.1 Ontology Design

Since the Al community showed interest in ontologies, mamyplogies have been
designed and implemented. However, detailed documensationcerning the gen-
eration process of these ontologies are rare. This makasdéhto derive a standard
methodology for building ontologies. Such a standard wdaddhelpful for both,
beginners and advanced ontology builders. For beginrtessuld serve as a step
by step 'how-to’ description, whereas for advanced re$eaecit would serve as a
check-list or guideline to improve the quality of their olutgies.

Gruber[1993 proposed some design criteria to guide the developmenépsoc
of ontologies for knowledge-sharing purposes. He statatlttiese criteria can-
not be seen as guidelines for ontology generating theorgreds more knowledge
about the design process of ontologies would make it passivolve these crite-
ria to working design principles:

e Clarity: The definitions of concepts and relations should be forredlat an
objective and clear manner. If possible, the definitionsukhbe stated as
logical axioms.

e CoherenceThe ontology should be internally consistent.

e Extendibility: It should be easy to extend the ontology with new ontological
components (i.e. concepts and relations).

e Minimal encoding bias: The conceptualisation should be generated on a
knowledge-level without depending too much on a particsjanbol-level.

e Minimal ontological commitmentThe ontology should only define neces-
sary terms for the intended purpose, in order to left freecsgar further
specialisations and instantiations.

Uschold and Kindl1994 took a further step and proposed a skeleton methodol-
ogy for building ontologies. They stated that a comprehengiethodology should
include the following stages, and additionally a set of teghes, methods, princi-
ples and guidelines to perform the required actions in tbtsges:

¢ |dentifying purpose and scope
¢ Building the ontology

— Ontology capture
— Ontology coding
— Integrating existing ontologies

e Evaluation

e Documentation
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Theidentification of the purpose and scopkan ontology is an essential step,
because it has a great impact on the rest of the generatioagzolf the purpose is
not clear, you may end up with an ontology that does not fit yeguirements. And
if the scope is not clearly stated, you may easily miss that teyel of generality.

In order to build the ontology, you first have tapture your ontologythat is
to capture the information you like to have in your ontologphis information
includes the key concepts and relations of the domain, uitarabs definitions of
these concepts and relations, and terms to refer to theseptsrand relations.

The identification of concepts and relations in a domain khimliow also some
method. You can either start by identifying the most specdifincepts and then
group them in categories (bottom-up) or you can start froennttost general con-
cepts and then build the underlying categories (top-downhird way was pro-
posed by Uschold and Gruninggr99d, that is to start with the most important
concepts first, and then defining higher concepts (middte-dfhereas the level
of detail the ontology will have at the end is not predictabiéh the bottom-up
and top-down approaches, the middle-out approach guasatitat the produced
ontology will have at least the most relevant componentsvyan.

Once you have captured the information you want in your agfglyou have
to code the ontologin a formal language. Thus, you have to choose an ontology
representation language (see Secliom 2.5), whereas tigoemight not be so
easy, because of the many languages that exist, each wititadvantages and
disadvantages. The identified purpose and scope of theogmtalill be helpful at
this stage.

Ontologies as knowledge bearing artifacts, serve as a baekimodule in most
of their application areas. The quality of an ontology, thaffects the performance
of the whole application. This makes it necessarmgualuate your ontology order
to increase the acceptance of it by a large community. Foembetailed information
about the research field of Ontology Evaluation, you areredeto Section 314 .

Often ontologies are hard to understand by human beings vwh®mot involved
in the generation process. This is mainly because ontdagie being coded in a
formal language rather than in natural language and becaaisg of them are about
not so well-known domains where the terms used to refer toeqs and relations
are hard to understand as well (e.g. medical ontologies watty’ Latin disease
names, etc.). Therefore,dcumentation of your ontologyould help interested
people immensely in overlooking and understanding thelogydbetter.

3.2 Ontology Generation

The efforts that have been taken so far to formulate a stdna&thodology for
ontology generation imply that it is not easy to build an éodg. According to the
means used for the generation process, we can differefgiecen the manual,
the semi-automatic, and the automatic approach.

With the manual approactan ontology engineer builds the ontology by hand.
It is time consuming, but the involvement of a domain expewrgntees that the
ontology itself and its level of granularity is most probalkbrrect for the aimed
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purpose. Today, many tools to aid ontology engineers duhiagntology genera-
tion process exist (e.g., Protégé, OntoEdit, etc.). T¢ey help with the technical
part of Ontology Generation, because using such a tool, tolagy engineer does
not have to bother about the underlying formal language angrand syntax errors
can be avoided as well. However, we cannot assume that ttigycqpfahe concep-
tualisations themselves can be improved by the mere fatstith a tool is being
used, unless the tool provides on-the-fly reasoning seswiceheck the consistency
at run time or services to spot redundancies in the ontology.

With thesemi-automatic approacdcomputer system assists the ontology engi-
neer by recommending the addition of new ontological coneptgdepending on
some sort of analysis on domain related data. The ontologiyear can then accept
or discard these recommendations or can add components$sifhieconsidered
necessary.

With the automatic approactthere is no human intervention at all. The sys-
tem extracts ontology components from a data corpus withedonelated data and
builds the ontology. Whereas itis certainly less time comsig, it may lead to qual-
ity losses, because it is not guaranteed that all relevartaguis of the domain really
occur in the corpus or that the extraction algorithms aredgamwugh to extract all
of the relevant components correctly.

The selection of related work in this subsection does notainrmanual ap-
proaches and approaches for learning from other sourcesttaral language text,
but only automatic and semi-automatic approaches to Ogydlearning from nat-
ural language text.

3.2.1 Some Clarifications

There is a lack of consensus upon the basic terms relateé getieration process.
That is why we have used the more general term 'Ontology G¢ioer as the head-
ing of this section. we will state our interpretation of tederms before addressing
the main techniques that are available to approach themholild be stated be-
forehand, that one can differentiate between the inteasjmart (e.g., concepts and
relations) and the extensional part of an ontology (e.gtaimces of concepts and
relations).

e Ontology Learnings the task of learning intensional components of an on-
tology C, R, HC, H*, A° as in Definitio ZI1). For example to learn that the
domain contains concepts 'Camera’ and 'Digital Camera’ trad there is
a hierarchical relation between these two concepts ('Bigiamera’ is sub-
concept of 'Camera’).

e Ontology Population (also known as Ontology Enrichménthe task of ex-
tracting and assigning extensional knowledge to the indeas components
of an ontology Z¢, Z as in DefinitiorZZ1L). For example to learn that ’'Canon
A430’ is an instance of the concept 'Digital Camera’.

e Ontology Extensiors the task of adding intensional components to an already
existing ontology €, R, H¢, H*, A® as in Definition Z1). For example to
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learn that the domain also contains a concept 'Film Camerd’ that this
concept is also a subconcept of 'Camera’.

In the rest of this section, we will address the researchgietdntology Learn-
ing and Population, discarding Ontology Extension, whiah be seen as a deriva-
tion of the former two.

3.2.2 Ontology Learning and Population

As mentioned before, Ontology Learning is about acquirimgnsional knowl-
edge, whereas Ontology Population is about enriching thelayy with exten-
sional knowledge, that is with instances of concepts araticgls defined by the
ontological components in the intensional part of the aggl Many workshops
dedicated to the field of Ontology Learning alone (e.g., E@A00, IJCAI 2001,
ECAI 2002, ECAI 2004) indicate that it is a very active fieldreSearch. Unfortu-
nately, it is not yet agreed upon what exact tasks comprigel@gy Learning.
According to Maedch§2004, the Ontology Learning process comprises four
phases (see FiguteB.2): import/reuse, extract, prunegedime. Toimport an ex-
isting ontology can cause several problems, because thiatdeaontology might
contain different knowledge representation construdtwas the ontology model of
the learning framework. A learning framework can eithergymngnore such con-
structors or define importing strategies to determine thg efehow to transform
them. Either way will yield to an ontology for which it canneé¢ guaranteed any-
more that the imported knowledge is identical to the origifiae extractionphase
is the phase where the actual learning happens. This phagisiee® a description
of the kind of knowledge that should be learned from the sesiend appropriate
algorithms that can identify and extract such knowledgenaist cases the resulted
ontology will not be tailored for the intended particulampéipation, so it will in-
evitably have tgprunedbe andefinedaccording to the intended task at hand.

lmport
/ Reuse

Domain
Owntology

Figure 3.2: Ontology Learning Life Cycle
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The Ontology Learning Layer Cake (see Figlird 3.3) represamtattempt to
classify the subtasks of Ontology Learning as a layered,sakere the complexity
increases from bottom to tdBuitelaaret al, 2004.

Rules

Relations
AW
xR
3 Cowncept Hierarchies
g
3 Concepts
3
£ Sywnonyms

Terms

Figure 3.3: Ontology Learning Layer Cake

In their work, Buitelaar and colleagué2004 give an overview of the state-of-
the-art of the related work, which they categorise accardinthe layers of their
proposed layered cake. Such a categorisation is neceskanewer a somehow or-
ganised comparison of different approaches is aimed. $heinly because learn-
ing approaches can differ along too many dimensions, makigigect comparison
of two randomly chosen approaches almost impossible. Ftance, according
to Shamsfard and Barforougd00d, there are six main dimensions along which
Ontology Learning approaches can differ from one another:

e Elements learned: Often approaches are tailored to ledynsome kind of
ontological components, that is concepts and conceptanoss, relations
(taxonomic or non-taxonomic), or axioms.

e Starting point: Approaches can differ in terms of their rieed knowledge
for starting the actual learning process: prior knowledge.( base ontol-
ogy, base lexicon, etc.), input data (e.g., structured struntured text, etc.).
Learning from natural language text will require differem¢thods than learn-
ing from dictionaries or data schemas, which are much mouetstred.

e Preprocessing: Most approaches perform some kind of ktigyprocessing
(deep vs. shallow semantic processing) on their input defaré starting
with their actual learning process.

e Learning method: Different approaches use different iegrmethods, which
can in turn also be classified along the following four dimens:
— Learning category: supervised vs. unsupervised, onlinefiige.

— Learning approach: statistical vs. logical, linguistised, pattern match-
ing, or hybrid methods.
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— Learning task: classification, clustering, rule learniogncept forma-
tion, ontology population.

— Degree of automation: manual, semi-automatic (differiggiain terms
of type and level of user intervention), automatic.

¢ Result: Different approaches return different outcomasekample they can
return a particular ontology (type, representation lagguatructure) or rep-
resent their learned ontological components in an interatedtructure.

e Evaluation method: Some researchers evaluate the apphedihg methods
and some evaluate the final outcomes of their approaches.

We will organise our selection of related work accordingi® ¢lements learned
by the proposed semi-automatic or automatic generatiomadst because obvi-
ously different methods have to be applied to learn diffemriological compo-
nents.

Learning Concepts and Instances

Learning concepts and instances is the most addressedhasigaxisting learning
approaches and are also the easiest ontological compdodetan. It is mainly
the task of finding and classifying words that are relatethégparticular domain of
interest at hand.

Most approaches for concept learning are based on statistethods and means,
such as frequency measures. Frequency measures are usEttify relevant terms
based on the assumption that when a term appears often im i itermost likely
relevant.

Given a corpusD with documentgd,, ..., dp|} and a term, the most common
frequency measures are:

e Term frequency f; ;: The number of times the teriroccurs in document;.

e Document frequencyf;: The number of documents in a corpus that the term
i occurs in.

e Inverse document frequenayf;: A measure indicating the general impor-
tance of the term relatively to the corpus.

D
1df; = log |df|

e Term frequency-inverse document frequengydf: A balanced measure of
the importance of the term in a corpus.

Instance learning on the other hand, can be seen as a chssifiproblem.
Most approaches perform clustering on the concepts of amlagyt and then use
similarity measures to identify the correct cluster for astance at hand.
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Learning Relations

Often, learning approaches only address the task of lgatakonomical relations
to build a hierarchy of concepts. ThisA' relation is the most common relation in
that context, whereas'isA B implies that ‘&’ is a subconcept ofti’ (hyponymy).
Other common relations arpartOf’ relations and several linguistic relations such
as synonymy relations, etc.

Predefined lexico-syntactic patterns can be used to detdatdract particular
kinds of relations from text. To get an idea of how such patenay look like,
the patterns proposed by Heai$89¢ to detect hyponymy relations from text are
stated below, where NP stands for any noun phrase in the text.

suchNP as{NP,}*{or | and)} NP
NP {, NP}*{,} or otherNP

NP {, NP}*{,} and otherNP

NP {,} including{NP }*{or | and} NP
NP {,} especially NP }*{or | and} NP

It is obvious that such approaches are very limited, not amlierms of the
domain language, but also in terms of the kind of relatioas #ne covered by the
set of rules. All relations that are not covered by the defipattierns (mostly non-
taxonomical relations) will be completely neglected.

An approach to overcome this limitation has been propose&diytz and
Buitelaar[2004. The main idea behind their work is that verbs can be good in-
dicators for related concepts. Building on top of that thest fidentify relevant
terms and verbs from a domain-specific text collection aed tutomatically com-
pute highly relevant triples consisting of a pair of consefinnected by a relation
using linguistic and statistical methods.

Apart from linguistic approaches, clustering approaclasaiso be applied on
concepts and relations in order to acquire concept andaeléaxonomies. An
example for that is the ASIUM system proposed by Faure anceMad1999.
They build basic clusters of words using semantic simjarieasures and propose
the results to an ontology developer who then either acaemtiscards the learned
clusters.

3.3 Change Management of Ontologies

As mentioned earlier (see Sectibnl2.1), ontologies areatistiews of specific

fields of concern. These abstract views cannot be consideyexdatic, because
there are several occasions that can make it necessaryrgecttee ontology. Such
occasions may be corrections in the conceptualisatiomptandpthe ontology to

changing facts in the real world in order to catch up with theent reality, etc.
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Klein and Noy[2007 define several tasks that have to be provided for a complete
change management support, as follows:

e Data Transformation:A change in the intensional part of an ontology (i.e.,
C, R, H¢, H” in Definition[Z11) may require other changes in the exten-
sional part of the ontology (i.€Z;, Zr in Definition[2.1). For example if two
concepts A and B are merged, then the instances of these<laasge to be
merged as well.

e Data Access (Compatibility)it should be possible to access data that is
confirm with the old version via the changed new version. Thisgs the
guestion of 'What kind of data we want to preserve?’ to thefiant, be-
cause there are several dimensions to compatibility betvoe¢ology ver-
sions[[Noy and Klein, 200}

— Instance-data preservation: to make sure that no datatiduoisig the
transformation from the old version to the new one.

— Ontology preservation: to make sure that a query resultirdxdaby
using the new version is a subset of the same query resuiheltay
the old version.

— Consequence preservation: to make sure that all the faattsdlild be
inferred using the old version can still be inferred usingiew version.

e Ontology Update:In a distributed environment, where an ontology is dis-
tributed to many users, it should be possible for users t@igptheir local
ontologies when the corresponding remote ontology changes

e Consistent Reasoning‘he consistency of an ontology should be maintained
after changes occur. This will ensure that reasoning isxigsible on the
changed ontology.

¢ \erification and Approval:nterfaces to enable and simplify the validation
and verification of proposed changes to an ontology by ogtottevelopers
should be provided.

Change management in ontologies can take several forms:

e Ontology Modification: changing the ontology without bothering about its
consistency.

e Ontology Versioning: building and managing different versions of an ontol-
ogy and providing access to these versions.

e Ontology Evolution: changing the ontology while keeping it consistent.

The terms 'ontology versioning’ and 'ontology evolutiordve been adopted by
the ontology engineering community, as many researchetgtit that these fields
are similar to the fields of schema evolution and versionirttpé database commu-
nity. Although, many other researchers stated that therefuadamental differences
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between those two fields and it is not possible to strictlyinligiish between ontol-
ogy versioning and evolutiofNoy and Klein, 200% the terms remained and are
being used widely still.

In this section, we will introduce the research fields of Qugg Versioning
and Ontology Evolution in more detail. We will also examinéfedtent kinds of
change operations that are likely to occur in the life cydlaroontology and ways
to represent those changes.

3.3.1 Change Operations

To define change operations for ontologies is not easy, Beaane has to take into
account all the possible effects a change can have on thear@nts of an ontology.
According to Klein[2004 one can distinguish between three kinds of changes:

e Conceptual changesepresent changes in the conceptualisation itself.

e Specification changesepresent changes with regard to the specifications of
the conceptualisations.

¢ Representation changesepresent changes regarding the used ontology rep-
resentation language.

3.3.2 Representing Ontology Changes

One issue in the context of change management is the propersemtation of
changes. The easiest and the most straight-forward waytrbigtho keep track
of changes in form of a change log that contains the exaceseguof changes ap-
plied to an ontology. Although easy, it might be a problem akemsuch change logs
available to a distributed community of ontology develsnd/or users. However,
it can be useful for local ontology development, hence trange-log support pro-
vided by several ontology-editing tools, such as Protag@ntoEdit.

According to Klein[2004 a comprehensive change specification should consist
of at least the following information:

e an operational specification of a change,

¢ the conceptual relation between the old and new versiorseafitanged con-
structs,

e meta-data about the change,
¢ the evolution relation between constructs in the old and vexsion,
¢ and information about task or domain specific consequerfcdsanges.

Besides change logs, Klein and N[®003 mention three more possibilities to
access and represent changes between versions of onsolpgréorming a 'struc-
tural diff’, representing differences in form of concefdtahanges, or representing
differences in form of a transformation set. The first wayoipérform astructural
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diff as described in the work of Noy and Mus@®0Z. They draw a comparison
to the field of software code versioning, where the code dismges often and dif-
ferences between two versions can be accessed using agpoatles'diff’ , which
returns a list of lines that are different in the two versiohke authors state, how-
ever, that this approach cannot be inherited for comparmyantology versions,
because the form of representation and the form of gengratitologies is com-
pletely different than with software code. So, it is possithiat two ontologies are
identical in terms of their conceptualisations, but diffemensely in terms of their
internal representation. They propose an algorithm c&ROMPTDIFH for com-
paring two ontologies w.r.t. their structure and not thekttrepresentation. For
each ontological structure in the old version of an ontoJagipooks for possible
corresponding structures in the new version. If there ameesstructures for which
no direct counterparts can be found, it applies severaisteasin search for possi-
ble matches. It then tries to merge these results using a-fimagd algorithm. The
authors claim that PROMPTDIFF can achieve an average reslak of 96% and
an average precision value of 93%.

The second way is to represent differences between on&slagiform ofcon-
ceptual changesSuch changes specify the conceptual relation betweetogtal
structures in the old version and the new version. For exanaptonceptual change
may state that a concept A was a subconcept of B in the oldorelsfore being
moved to its place in the new version.

The third way is to represent differences between ontosigiéorm oftransfor-
mation setswhich contain change operations that specify how (i.elyapgwhich
changes) the old version of an ontology can be transformtedtive new version.
Transformation sets differ from simple change logs, as trdy contain necessary
operations to achieve the intended (changed) version andveoy single change
applied to the ontology as in simple change logs. Furtheentoansformation sets
may not contain changes in the same order as they were rggllied. For exam-
ple, adding new components can be grouped together, bettaseo not affect
the rest of the ontology like as delete operations.

We think, that ontology changes can also be integratedliwtomtology itself as
instances of a general concept 'change’. These instariaas, ¢an be used to save
information about affected ontological components. Ong thank of many other
ways to represent ontological changes. The important tisibmgchoose a way that
serves the purpose of its application best.

3.3.3 Ontology Versioning

Klein [2004 defineOntology Versionings "the ability to manage ontology changes
and their effects by creating and maintaining differentasats of the ontology”.
Ontology Versioning should enable the management of @iffeversions of the
same ontology at the same time. This functionality is essleintscenarios where
developers or users of an ontology are going to access aflogptio a distributed
manner. Considering that one of the major benefits of onietoig the re-use and

1This algorithm is available as a plugin for the Protégé®60tology-editing environment.
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inter-operabilty they can provide, such a scenario is moaa ta theoretical one.
Currently no sophisticated versioning mechanisms areladblai Often, ontolo-
gies change and the old versions are lost forever, becalg¢henatest version is
accessible. Sometimes, old and new versions of ontologearahieved, but no
mechanisms are provided to highlight the differences betwersions.

The first attempt to address this problem has been taken bintdefll Hendler
[200d with introducing the Simple HTML Ontology Extensions (SHQHS an ex-
tension to HTML to represent ontology-based knowledgegiadditional tags. One
important facility of SHOE is that it enables ontology denmrs to state whether
a version is backward-compatible with an old version or rota distributed ap-
plication field where many interaction partners (e.g., eilons, agents, etc.) use
the same ontology, this information is essential, becaiwdetermines whether they
can continue with their work as usual or they have to updadi tersions in order
to maintain agreed-upon interaction. The work of Heflin amshéler[200( is also
important in terms of its long-standing contribution, baréing the discussion about
the problem of Ontology Versioning in dynamic, distributadd heterogeneous en-
vironments.

However, the current trend of the Semantic Web makes moreistamated ap-
proaches to Ontology Versioning necessary. K804 impose the following
requirements on an Ontology Versioning framework:

¢ Identification: The intended definitions of ontological components have to
be made clear in advance, because they represent pretes|d@i change
specifications.

e Change specificationPossible changes have to be specified according to
the identification of ontological components. Since ddfarrepresentation
paradigms provide different components, the change spatifins will also
differ.

e Transparent evolutionit should be clear what the actions are that have to
be taken when particular changes occur. For that purposegehspecifi-
cations will be used to translate and relate different waisiof ontological
components.

e Task awarenesBecause there are different dimensions to compatibility. (e
preservation of instance data, preservation of query tespiteservation of
consequence, etc.), a framework have to be aware of theatertask in or-
der to provide appropriate transformations between vessio

e Support for untraced changedt is often the case, that there is no track
of changes that represent the steps from one version to theone. In
such cases, a versioning framework should provide meamartis determine
whether two versions are compatible or not.

The main objectives of a versioning framework that recentiile above men-
tioned requirements can also be found in Klein's wifR04. The first objective is
surely to providedata accessibilitghrough different versions of an ontology. This
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can be achieved, either by restricting allowed changesliotbose that do not af-
fect the interpretation of data, or by providing translaidoetween the versions so
that user queries can be translated back in order to acaedat#in the old version.

Consistent reasoning another objective, as it aims to ensure that reasoning
over the ontologies is not affected. In that way, it can beguied that the answers
to at least a specific set of queries will remain the same witlrdnt versions.

In a distributed environment, it is also important to prasynchronisatiomnd
data translatiorsupport. Whereas, the former enables the update of locallowi¢s
with a remotely changed ontology, the latter enables theraatic translation of
affected data sources to be conform with a newer version ohéslogy.

Versioning is also important w.r.t. collaborative ontojadevelopment, where
more than one developer wants to make changes on an ontota@gafiement of
development For such a scenario, step-by-step verification and aisétoon have
to be supported.

3.3.4 Ontology Evolution

Stojanovic and colleagu¢004 define Ontology Evolution as follows:

Ontology Evolution is the timely adaptation of an ontologychanged
business requirements, to trends in ontology instancegpatterns of
usage of the ontology-based application, as well as thestens man-
agement/propagation of these changes to dependent ekement

They further state a set of design requirements for prope¢ol@gy Evolution
[Stojanovicet al., 2004:

¢ It has to enable resolving the given ontology changes andgare the con-
sistency of the underlying ontology and all dependent actsf

¢ It should be supervised allowing the user to manage changes @asily;

¢ It should offer the user advice for continual ontology reffireat.

According to them the ontology evolution process can be idensd in six
phases (see Figure [Stojanovicet al, 2004:

e Change capturing This phase encapsulates the process of deciding to apply a
change on an ontology. This might be forced by explicit regaients (the on-
tology engineer decides to make a change) or by results ofraaiic change
discovery methods. The first kind of changes are called tmprdchanges,
whereas the second one are called bottom-up changes. Bopiarhanges
can be proposed by three different approaches to changevdisc structure-
driven, data-driven, and usage-driven change discd®toyanovic and Motik, 2002

e Change representationn order to resolve changes, they should be identified
and represented clearly and in a suitable format (see $EE02). They can
be represented in form of elementary or complex changes.
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Figure 3.4: Phases of Ontology Evolution

e Semantic of changegdow a change can affect the ontology’s consistency
must be understood in advance, where the meaning of consjstkepends
on the underlying ontology model.

e Change propagationTo preserve consistency, affected artefacts should be
handled appropriately as well. In a distributed environtheaffected arte-
facts are not bound to local components of the changed aydboit contain
also distributed ontologies that reuse or extend the clthag®logy, or even
applications that are based on the changed ontology.

e Change implementatioBefore applying a change, all implications of it have
to be presented to the user, who then can accept or discaltfitiie user
agrees with these implications, all activities to apply thange have to be
performed.

e Change validation:It should be possible for a user to validate performed
changes and to reverse the effects of them when necessary.

It is essential to discover the types of changes that carrdoeocause they have
to be handled differently. We distinguish between basice(ementary) changes,
such as deleting or adding a concept, and complex (or comepasianges that are
composed of multiple basic change operations.

More important is the distinction between changes that ead the ontology
into an inconsistent state and changes that cannot. Whéhredsatter class of
changes do not cause any problems, the former class of chaegeires special
treatment. Such a treatment can be in form oE&plution Strategyset by the user
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in advance to define how to resolve critical changes unanobigjy. Stojanovic and
Motik [20074 stated the following situations in which an Evolution Ségt could
help to determine the further course of action:

how to handle orphaned concepts

how to handle orphaned properties

how to propagate properties to the concept whose parengeban
what constitutes a valid domain of a property

what constitutes a valid range of a property

whether a domain of a property can contain a concept thatiheaame time
a subconcept of some other domain concept

the allowed shape of the concept hierarchy
the allowed shape of the property hierarchy

whether instances must be consistent with the ontology

Stojanovic and colleagud8004 introduced also the term &dvanced Evolution
Strategy It represents a mechanism that automatically combindkbl@elemen-
tary evolution strategies and relieves users from choasiam individually. They
defined the following set of advanced evolution strategies:

3.4

Structure-driven strategyresolves changes according to criteria based on the
structure of the resulting ontology.

Process-driven strategyesolves changes according to the process of changes
itself.

Instance-driven strategyesolves changes to achieve an explicitly given state
of instances.

Frequency-driven strategyapplies the most used or last recently used strat-
egy.

Evaluation of Ontologies

The Al community is used to have some standard measures ue tia results
of new approaches. In the Information Extraction (IE) anidimation Retrieval

(IR) community, for example, measures like Precision andaRéave emerged
after conferences like the Message Understanding CordesgiMUCS) or the Text
Retrieval Conferences (TRECs). Unfortunately, there wasucth development in
the field of Ontology Evaluation. This might be the main obkgdo the widely

usage of ontologies in different fields.
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As we stated earlier, ontologies can play a major role in kedge sharing
and reuse. If you cannot value the usefulness of an ontologydur purposes
by using some standard measure, you will not going to riskpegr@ormance of
your application by sharing or reusing the knowledge it isffeThere are several
guestions to be answered to get a clear view of the evaluptamess of ontologies.

Which measures to use?

We have to state, right at the beginning, that we cannot coenitee evaluation
of ontologies with the evaluation of tasks in IE and IR, bessathe measures of
Precision and Recall cannot be directly applied. You maytdrgefinePrecision
as the amount of knowledge correctly identified with respecll the knowledge
in the ontology; andRecallas the amount of knowledge correctly identified with
respect to all the knowledge it should identify. Brewsted aolleagued2004
argued, that this is not so easy, because you have to defingtimsthe '’knowledge
to be acquired’ actually is, as the same set of facts can leepietted in several
ways, hence can lead to different kinds of 'knowledge’.

Whereas there are no standard measures for evaluating alogyntGomez-
PéreZ|1994 stated the following three criteria:

e Consistency: To which extent the ontology is incapable of getting incensi
tent results from valid input data.

e Completeness:To which extent the ontology covers the information of the
real world.

e Conciseness:To what extent the information in the ontology is useful and
precise.

The first and third criteria are important without a doubt.t Bie second one,
about completeness, left room for speculations. Thisraoitels, on the one hand
hard to determine, because an ontology is a subjective Vigheavorld, and what
is complete for one observer might not be complete for anrotidg¢ the other
hand, it is questionable whether a real complete ontologgeésled for ones specific
purpose. It also contradicts with the 'minimal ontologicammitment’ criterion of
Gruber's[1999 Ontology Generation criteria, which states that the omfpkhould
contain only the essential terms in order to let space fah&urspecialisation by the
interaction partners.

What to evaluate?

Another major problem is, that it is not clear whether theotody as an end product
should be evaluated or intermediate products too, sucheasaificeptualisation as
an abstract model of the real world, etc.

e Real world - Conceptualisation: To what extent fits the cphtealisation the
real world or a field of concern?
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e Conceptualisation - Ontology: To what extent is the chosgmasentation
language able to express the intended meaning of the caradisption?

e Ontology - Application: To what extent is the ontology cathg used in a
specific application?

Further it is important on which components of an ontology #valuation
should be carried out. Gomez-Pefd89Y listed the following components that
could be the subject for evaluation:

Every individual definition and axiom

Explicitly stated collections of definitions and axioms

Definitions imported from other ontologies

Definitions that can be inferred from other definitions aniaps

The documentation is another component of an ontology tiedigbly should
be evaluated. Since ontologies tend to be huge in terms aepts and relations
and are not always about well-known fields of concern, a desuation would help
immensely to better understand the ontology. In this pdiniew, we can say that
the visualisation of an ontology is also an important congmthat should be eval-
uated. There are many ways to represent an ontology visuaifortunately, not
all of them give the user the needed insights into the ontoésgthey are supposed
to. The evaluation of visualisations is, however, worth seegch task on its own
and thus will not be further explored here.

When to evaluate?

The right time for evaluation is another important issueo 8t the whole ontology
be evaluated at the end of the building process? Or would itdbeer to evaluate
it after each insertion of a definition in order to change itiediately in case of a
bad evaluation result? Is it more straightforward to evi#adter each phase of the
building process?

We can see, how the chosen methodology for Ontology Gebnaraéin affect
forthcoming actions, like here the evaluation, as the pha$¢he generation pro-
cess would differ from one methodology to another, leadmndifferent demands
regarding evaluation.

How to evaluate?

As in any other field in Al, there is a need to automate procesk®wever, this
is a delicate issue, especially for the evaluation task egdhults are being seen
as quality measures for the approaches and thus have to teetcand precise.
The case of Ontology Evaluation is even harder, becausetbetimanual and the
automatic methods can guarantee neither correctness eas@ness. During the
manual evaluation the question arise by whom the evaluationld be carried on.
As we stated earlier, an ontology is a subjective artefabis Ted us to a position
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in which someone could recommend the ontology as a 'good’whereas another
one could say that is completely 'useless’. This measurémiinalso depend on

the purpose of the ontology. The case of using it as a knowlstigring artefact
will differ from using it as part of an application. So, it isgsible that an ontology
is 'useful’ for one purpose and useless for another. Whetieiontology should

be evaluated by the authors, by 'objective’ outsiders, oth@gyend-users is yet to
answer.

Automatic evaluation of an ontology is a recent researaleisk is assumed that
ontology learning methods can be used for this purpose. Pm@ach is thelata-
driven ontology evaluatioapproach by Brewster and colleagUg804. It aims
to automate the process by comparing ontologies with a sorpgsume that you
have an ontology about a specific field of interest at handceSymu know what
the ontology is about you can build a corpus of related docusaeHaving this
scenario, one approach could be to apply automated terractiwin on the corpus
and to simply count the number of terms that overlap betwieemntology and the
corpus.

3.5 Ontology Visualisation

To graphically visualise an ontology is a challenging tast eelatively little re-
search has been done in this field. However, appropriat@hgstion means are
necessary to enhance the understanding of ontologies by, asel to support users
during their ontology engineering tasks.

So far we examined several stages of the ontology life cyatehave seen that
they differ in terms of their respective tasks and challsngecording to Fluit and
colleague$2004 they also differ in terms of the capabilities they requim@nfrvi-
sualisation methods to assist users performing these. tskentology generation
detailed a visualisation of concepts and their relatignsis needed to enable the
full understanding of the generated ontology by the usepicBlly a small num-
ber of concepts and relationships will have to be visualedtie beginning of this
stage, but as the ontology grows, more sophisticated vésu@n methods will be
needed that enable the zooming into particular parts of th@@gy and that enable
to visualise only certain aspects of the ontology. The tdsktology instantiation
requires visualisation methods that differentiate betwtbe intensional and the ex-
tensional part of an ontology amtology deploymemequires methods that enable
guerying and navigation of ontological information spaces

In this section we will state two well-known visualisatiorethods that have
been used to visualise ontologies, Graphs and Tree-MapgeVv#, we can not say
that these methods are tailored especially for the use witthi@gies, in fact as far
as we know there is no such method.

3.5.1 Graphs

Graphs are used in many research fields to visualise infowm#iat is structured
somehow in classes and relations. Because, ontologiesahsist of classes and
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relations between them, graphs are the first visualisatiethaas that came into
mind to visualise ontologies.

Mutton and GolbecK200d visualise ontologies by generating graphs of on-
tologies and instance data. Their focus is on graph drawiigse related classes
(i.e., classes that are connected through properties)lacegnear to each other
whereas other nodes are evenly distributed aiming to giweuler insight into the
structure of the ontology.

In particular, they use thepring embeddingraph drawing method that en-
ables automatic generation of drawings with these praggerfThe spring embed-
ding method distributes nodes in a two-dimensional plaiereas nodes related to
each other are placed closed to each other (see Higlire B&m&thod is based on
a force model that actually computes the values for the place of nodes. Mut-
ton and Golbeck200d use the force model of Fruchterman and Reind@go]]
because it is widely used, effective, and relatively easyrmplement. With their
implementation, Mutton and Golbe¢R003 reached good results on graphs with
up to several hundred nodes.

Figure 3.5: A Spring Embedding of a Graph

3.5.2 Tree-Maps

Opposed to the traditional represenatation of tree strestas rooted, directed
graphs ShneidermdA994 introduced a "two-dimensional space filling approach
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in which each node is a rectangle whose area is proportiorsare attribute such
as node size”. In Figule-3.6 we can see a traditional reptatsen of a tree struc-
ture, whereas Figure_3.7 shows the corresponding tree-s@apsentation (both
pictures fromShneiderman, 1992

P

Figure 3.6: Typical 3-level tree structure with numbers indicating the size of each leaf node

Tree-maps aim to visualise complex traditional tree stmgs and as such are
applicable on ontologies as well. Baehrecke and colleaf@@84 use them to
visualise highly complex genome data available in the Gemtel@g)ﬁ and to facil-
itate queries by presenting attributes of genes by size (RM&l) and color-coding
(p-value).

3.6 Conclusion

A lot of work is still to be done in the field of Ontology Engima®y, namely in
each one of the subfield that is part of the ontology life cycle

In the sub-field of Ontology Generation, standard methaglekhave to be de-
fined. We have seen that it is not easy to build a large ontadoglythat it requires,
in general, highly skilled specialists if the ontology hawdoe built by hand. Since
they are not always affordable, methodologies would hekidadardise the gener-
ation process.

2http://www.geneontology.org/



CHAPTER 3. ONTOLOGY ENGINEERING 37

P1(x1,y1) P2(x3,y1)
4 hd

* ' )
Q2(x1,y2) Q1(x2,y2)

Figure 3.7: Tree map of Figure 3.8

Another issue is co-operative and multi-user Ontology Gatien. Usually
there are more than one human beings involved in the geoem@tbcess. The prob-
lems that are present and well known in each multi-authogimgronment apply
also here. The different communities affected by theselpnad should co-operate
in order to find feasible solutions.

Change management with respect to ontologies is anothes. iffsis clear that
an ontology may not remain the same forever, because thelyimgeconceptu-
alisation may change over time. In order to have an updatéolagy, first the
different change types and ways to handle these have to lmedeft the moment,
little research is done about how to keep track of changentiolagies.

The evaluation of ontologies is another very important Belok The commu-
nity still lacks of a common way to evaluate ontologies. Ehare too many ques-
tions regarding the evaluation of ontologies starting it choice of the measure
to use, over to decide when to evaluate, to the question of edatly to evaluate
and how.
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Information Extraction

So on and on | go, the seconds tick the time out
There’s so much left to know, and I'm on the road to findout

On The Road To Find Out - Cat Stevens

Information Extraction (IE) is defined as a form of naturaidaage processing
in which certain types of information must be recognised extmacted from text
[Riloff, 1999. For the sake of completeness, we have to state that thendatddh
the information is sought, do not have to be text. The datatsnconsist ofimages,
sound, video, etc. But most of the research is done in the dielext Extraction,
so we will use the term IE only in this sense later on.

IE attained much interest within the last three decadegffedtby the Message
Understanding Conferences (MUCS) started in 1987. Sirarg thany Information
Extraction Systems (IESs) have been developed by diffesiées, both from the
research and the business area. This is not surprising, Isath of these fields have
to handle more data than ever in a fast and effective mannaat\dbuld be then
more straight-forward than seek the aid of the computeratimnaate the process of
finding relevant information from available data?

IE is a part of Information Processing (IP), which comprigeswhole field re-
lated to gathering, manipulating, storing, retrievinggd ahassifying informatiofl.
Many of the sub-tasks of IP seem to be similar, due to the ussttiods and ap-
proaches they share, but they are different in their intdrfdactionalities. For
example, IE is often mentioned along with Information Ratal (IR), Text Under-
standing (TU) or even Text Summarisation (TS). Even a MUCthaderm 'Mes-
sage Understanding’ in its name, although there was no ressage understanding
carried out at the conferences. The usage of these termé&dshouconfuse or
irritate the reader.

IR describes the task of finding relevant documents withim@ous of docu-
ments and not the relevant information within a documemt Ik does. TU aims to
understand the meaning of the text in a document and is trerabt at all directly
comparable with IE. TS tries to understand the meaning arget®rate a short
summarisation of the document or set of documents. TU andiffé3 dot only in

Ihttp://iwww.thefreedictionary.com

38
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terms of the intended functionalities from IE, but also imte of the kind of eval-

uation. These two fields cannot be evaluated using the wialbkshed measures
of IE, because one have to read the returned results in aradkrdide whether the
system had worked properly or not. Or they can be evaluategdiing whether

they can give answers to questions about this documenthdtuthese two fields
consider all the text in document as relevant, whereas ind&t iof the document is
considered irrelevant.

The question of what 'relevant information’ actually is cesrto ones mind im-
mediately. Unfortunately, the answer cannot be given sitydascause it depends
highly on the current task specification. In a task specificalvhere we are inter-
ested in person names the relevant information is cleamiphaman being and she
would be able to identify this kind of information in a documievith ease. But if
your task is to extract relevant information for patientatraent for a specific de-
cease and your input documents are medical guidelinesjttheuld be harder to
decide which sentence in a guideline is relevant for thdrreat, especially if one
is not familiar with this domain. Additionally there is thegbblem that what is rele-
vant for someone, is irrelevant for someone else. Thus,l&a& and unambiguous
definition of relevant’ information is very important in IE

In this chapter we will explore the aims, techniques andlehgks of this inter-
esting field of research starting with a brief history.

4.1 A Brief Historical Overview

When talking about the history of IE one can nothing but nenthe Message
Understanding Conferences (MUCSs), a series of confereminesd to evaluate and
compare the works and results of different research groopst@ foster the re-
search in this field. We can say that these aims were reachedyse a significant
improvement of the developed IESs can be observed over tiferemces.

The procedure at the MUCs was as follows: each participarkedoon a given
scenario with a set of annotated documents, the trainingi@ng corpus, and a
set of templates which described the kind of information diegeloped IES has
to find. After a certain amount of time (one to six months), plagticipants were
given a new set of documents (i.e. test corpus) with whicly tied to test their
IESs without making any changes to the systems. The extréeteplates for these
test set were then send to the conference organiser who cedhffeem with his
own, manually build answer keys which led to the evaluatesults of each IES.
At the conference itself the works and the results were ptegeto give the other
participants an insight in the works of the others.

Over the years the following extraction tasks were intredlio the conferences
[Marsh and Perzanowski, 1998

e Named-Entity Recognition Task (NE): This task corresponds to the lowest
level of IE tasks and it is domain independent. It involves idhentification
and categorisation of proper names (organisations, pgrsom locations),
temporal data (dates and times) or numbers (currency, ige).



CHAPTER 4. INFORMATION EXTRACTION 40

e Multi-lingual Entity Task (MET): The task is the same as in NE, but for
Chinese and Japanese.

e Template Element Task(TE):In this task an output template is given, which
has slots for basic information related to organisatioess@ns, and artefact
entities. An IES has to draw evidence from anywhere in thettekll these
slots.

e Template Relation Task (TR): This task is about extracting relational infor-
mation among entities. Examples for such relations are)@rapof, manu-
facturerof or locationof relations.

e Scenario Template Task (ST)This task represents the top-level of IE tasks.
In this task the focus is on the extraction of pre-specifieshés, whereas the
system has to relate the event information to particulaamiggation, person,
or artefact entities involved in the event.

e Co-reference Task (CO):This task is about capturing information on co-
referring expressions (i.e. all mentions of a given entity)

The used scenarios and the complexity of the tasks at themmrdes changed
over time. In the following there is a short overview of theexal conferences
based on the survey of Grishman and SundH4894.

MUC-1 (1987)

The set of documents were naval operation reports. Neitepeeific task descrip-
tion nor a specific output format for the extracted inforrmativas defined. The
conference served just as a platform for comparison of tfierdnt IESs without
any defined evaluation criteria.

MUC-2 (1989)

The documents were again naval operation reports. The taskdefined as to
extract events by filling a template with ten slots for infation about the event,
such as the type, the agent, the time and place, and the effixet event.

These two conferences had been initiated and carried ouetly Bundheim un-
der the auspices of the U.S. Navy. After the second confetehe conferences had
been carried out under the auspices of the TIPSTER Text &mgr

MUC-3 (1991)

The documents were articles about terrorist activitiesatinLAmerica. The defined
template became more complex and had 18 slots. Formal ¢edwaiteria were

introduced. A semi-automatic scoring program was avaldbt the participants
during the development, but the official scoring was donehleyarganisers.
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MUC-4 (1992)

Only the template complexity increased to 24 slots. The doraad the task de-
scription stayed the same as in MUC-3.

MUC-5 (1993)

A jump regarding the task complexity can be noticed at this®/ds the task doc-
umentation over 40 pages indicated. This time documents freo different do-
mains were used: financial newswire stories about inteynatijoint ventures and
product announcements of electronic circuit fabricatidine documents were in
English and Japanese. Nested templates were used for thefesand new evalu-
ation metrics were included in the scoring system.

In all the prior MUCs a clear trend was observed, namely thiaiok too much
time (in general 6 months or even more) to adopt a system femascenario. As
a reaction to the trends in the prior MUCs, a meeting was helddcember 1993
during which a set of objectives for the forthcoming MUCs &éefined. Among
the identified goals were:

e Demonstrate task-independent component technologi&swafiich would be
immediately useful.

e Encourage work to make IESs more portable.

e Encourage work on 'deeper understanding’ of the texts.

MUC-6 (1995)

The documents were articles about management changestaBksmwere included
in the specification: NE, CO, TE, and ST.

MUC-7 (1998)

Additionally to the task at MUC-6 the TR task was added. Theudeents were
news articles about space vehicle and missile launches.

After this brief overview of the MUCs, we should look how wik participating
sites performed for the several tasks. Tdblé 4.1 contamgvthluation results for
the different tasks through the conferenfi€aincor, 1993.

A clear performance decrease in the evaluation results easbberved as the
tasks became more complex, whereas an increase for almergttagk can be ob-
served from conference to conference. These values sheuld as a basis of
comparison for other IES developers to value the performaftheir IESs.
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NE CO TE TR ST Multilingual
MUC-3 R <50%
P <70%
MUC-4 F <56%
MUC-5 EJV: F<53% | JJV: F<64%
EME: F<50% | JME: F<57%
MUC-6 | F<97% | R<63% | F <80% F<57%
P<72%
MUC-7 | F<94% | F<62% | F<87% | F <76% F <51%

Table 4.1: Maximum Results Reported in MUC-3 through MUC-7 by Task

EJV = English Joint Venture, JJV = Japanese Joint Venturei: ENEnglish Micro-
electronics, JME = Japanese Microelectronics, R = RecallPRecision, F = Fallout

4.2 Architecture of an Information Extraction Sys-
tem

Whereas IESs developed by different persons or groups diffeerms of the in-
tended application field and used approaches, they areasimiierms of the under-
lying architecture.

IESs work in a sequential mode by splitting the whole prodéesstheir sub-
tasks, whereas there is a module for each task. These mqutatess their respec-
tive incoming data and hand over their results to the nextui®id the architecture.
Depending on the specific task, the needed modules can fitdferlES to IES. In
Figure[Z1[Appelt and Israel, 1999we can see the main components of an IES,
where the components on the left side are the ones which esemqtrin almost
each IES, and the components on the right side are the oneb whin be added
depending on the current task specification.

Tokenisation

In this module the text is tokenised into its structural comgnts such as sen-
tences and words. This might be relatively straight-fodveor languages like

English where the words are separated by white spaces. Buatdoy languages
like Japanese or Chinese where the words are not separatetliteyspaces, an

additional segmentation module is needed.

Morphological and Lexical Processing

This module is highly language dependent and the intermattstre may differ

from system to system according to the language of the inpta @ processes.
Whereas morphological analysis might not be necessary &myrtanguages with
simple inflectional morphology (e.g., English), other laages with more complex
morphologic characteristics (e.g., German) will requpeaal handling.
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Figure 4.1: Architecture of an IES

Ana Lgsis

Domain AwuLgsis

In this module sentences are analysed in order to identé&\p#rt-of-speeches
(POS) and the inflection (e.g. singular, plural, genderhefwords. The part-of-
speech tagger identifies noun groups, verb groups, etc.eisghtences. This can
help to disambiguate ambiguous words or to extract infolonatvhere the position
of a word in a sentence matters. It takes some time to traimteopapeech tagger
for a particular language and the tagging process itsedfstakso some time. So it
is recommended to analyse the expectations from a POSrtagddo examine if
there are other, preferably cheaper ways to accomplisk thes

The lexical processing is taking place in form of lexicalkap where a lexicon
is being conducted that contain (domain-specific) worde@fanguage the IES has
to process. Although, one may wish to cover the language ab mmipossible, this
very fact may lead to unintended consequences becauseintthasing ambiguity
in the lexicon. The preferred way is therefore to use a laxitt@t contains only
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domain-specific and task related words.

Syntactic Analysis

In this module the sentences are going to be syntacticadllyaad. A differentiation
can be made between IESs using full parsing and IESs usitigwstgarsing.Full
parsing means, that each sentence in the text is going to be analyseitsgarse
tree is going to be generatedhallow parsing means that only a subset of the
sentences in the text are going to be analysed. The decisidmch of these should
be chosen depends on the requirements of the current spgoific Full parsing
will give certainly a deeper grammatical insight in the tdoit it is not quite clear
whether the amount of time it will take is justifiable in terwisthe performance
increase of the system. In practice shallow parsing seerbge tadequate, hence
most of the IESs use this method.

Domain Analysis

This is the module in which the domain-specific processingeing done. Here,
the system extracts the information which is defined as agligfor the current task
specification. Some task specifications may require thenmdtion in a more com-
plex format. For example, they may require to find corefgrexpressions of en-
tities in the text or some relational information betweefitess. In these cases a
coreference module or a module for merging the partial tesubuld be necessary.

4.3 Approaches to Information Extraction

For building an IES one has to choose between two approathedirst one is the
knowledge engineering approacithere the rules with which the IES extracts the
information are build by a knowledge engineer by hand. These is the(semi-)
automatic training approachwhere the system has to learn extraction rules by itself
from annotated documents. In the following a more detaibqamation of these
approaches can be found.

Knowledge Engineering Approach

As the name implies, a knowledge engineer is the backbona@oapproach (see
Figurd4.2). She has to be familiar with the rule-making pes; the specific domain
and task, and the IES itself in order to be able to generateutbs with which the
IES then will extract information from documents. It is alelat it takes a plenty
of time to generate these rules, because it is an iteratmeeps. The knowledge
engineer generates first a set of rules, applies these nul@glocument set (tuning
set), and if necessary changes the rules again to get a betenage of the domain.
Generally, many iterations are needed to get a satisfyitnof seles with the correct
level of generalisation. The knowledge engineer has to \olo&ther the generated
rules over- or under-fit the specific task after each itenasiep. However, at the
end you can be sure that the IES covers your interests atséysagi level.
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Figure 4.2: Knowledge engineering approach to Information Extraction

(Semi-) Automatic Training Approach

The focus within this approach is on automating the rule geien process fully
or partially, in order to decrease the development time aeddependency upon
a knowledge engineer who might not always be at hand. Howeueh systems
require a large document set of documents from a particldaraih of interest,
whereas relevant information in the documents has to betar@tbby a domain
expert. Using these annotations the system can then dediracton rules on its
own. In general, someone who is familiar with the domain areltask will be
sufficient to make these annotations (see Figure 4.3).

Grishman and Yangarb€200( differentiate between the following four levels
of human intervention within (semi-) automatic trainingoegaches:

e Learning from fully annotated data: The human interventmolves the an-
notation of all the relevant information in a test documeatt s

e Active learning: Based on a small set of basic rules, theesystelects suit-
able candidates for annotation and proposes them to themmehas to fi-
nally decide whether to accept or discard them.

e Learning from relevance-marked data: The human intergantivolves only
the annotation of relevant parts in text, for example in geafmarking whole
paragraphs as relevant.

e Learning from unannotated data: Based on a very small bakicset, the
system uses a bootstrapping method to learn patterns onrits o
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Figure 4.3: Semi-automatic approach to Information Extraction

Which approach to choose?

The knowledge engineering approagteld a set of rules that is likely to cover the
domain and task very well. This is actually the main advaatz#ghis approach and
makes it the approach of choice in applications where highessible precision is
crucial. But a knowledge engineer might not always be at haiggnerate the rules
and sometimes they are not affordable. Further, it is haabitgpt the rule set by
hand when a new domain or task has to be supported by the IE8.&change
in the task specification can require a completely new rutewgkat makes this
approach not that scalable and portable.

With the (semi-) automatic training approagbienty of time can be saved, be-
cause the rule generation process is automated. Furtherthere is no dependency
to a knowledge engineer. The one thing the system requiresife is enough train-
ing data and often a domain expert to do the annotations.

Unfortunately, it is possible that the system generatedeaset that is tailored
exactly for the given annotated document set. In such a basi&s will work fine
for the documents it was trained on, but will simply fail wherocessing unseen
documents. This is a typical example for over-fitting of thies to the training
documents. It is also possible that, as usual with corpusdapproaches, the
annotated corpus does not contain all the needed releantiation of the domain.
Therefore, the corpus of documents should be selected aegfutly to increase the
likelihood that the rules will fit a large portion of the domaiBut to ensure this,
either again human intervention or good document retrigystiems are needed.
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Appelt and Israe[1999 suggest to use the knowledge-based approach, when
resources like lexicons and rule writers are availablépitng data is scarce or ex-
pensive to obtain, extraction specifications are likelyhange, and highest possi-
ble performance is critical. However, to use the automadiining approach when
resources and rule writers are not available, training datheap and plentiful, ex-
traction specifications are stable, good performance iguate for the task. They
also suggest that different modules of an IES can be dewélapeording to dif-
ferent paradigms. For example, one can develop a rule-lvesad recognizer that
learns domain rules, or a statistical name recognizer fiertdes on hand-generated
domain rules when data is scarce.

As you can see, both approaches have their advantages adsatisages. There-
fore, as a developer of an IES, you have to analyse a priosédtiang in which your
system is going to be used and to clarify your expectations fthe system. The
two main properties of an IES, which are going to be affectgthis fundamental
decision are:

¢ Portability: describes the ease with which a system can be adopted to a new
domain or task.

The portation of an IES to a new domain is considered to be foardoth
approaches, because, in both cases, the rule set has to &atgdnfrom
scratch.

The portation of an IES to a new task, on the other hand, yteldsfferent

kinds of inconveniences with the two approaches. For theviedge engi-
neering approach this means that the rule set has to be ddopteiding or
removing some rules, which are capable of performing the task, while

preserving the rules about the domain. For the (semi-) aatigrtraining ap-
proach this means that the annotator has to go through atldbement set
in order to annotate parts that represent relevant infoomaiccording to the
new task at hand.

e Scalability: describes the ease with which a system can be adopted toashang
in the task specification.

Different changes in the task specification have to be adddedifferently

with the two approaches. A change like ’besides city nameaslsio extract

organisation names’ requires the addition of a few rule wie knowledge
engineering approach, but requires the annotation of grasation names
in the document set with the (semi-) automatic training apph.

Appelt and Israel1999 wrote "Although the core of an extraction system con-
tains some domain independent components, domain-deptemibelules are the
rule. This domain dependence arises through the incoiparat domain-specific
extraction rules, or the training of the system on a corpwoafiain-relevant texts.”

Because of these possible effects, the following aspeotddbe well examined
before choosing one of the approaches. Such an examinailidmelp to see with
which one of these you would be better|@ippelt, 1999.
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e Available training data:How much training data is necessary to get a good
working rule set for a particular task and how much is avédab

e Available resourcesAre linguistic resources (e.g., lexicon, parser) as well as
personal resources (e.g., knowledge engineer, annogaiaitable?

¢ Stability of final specificationls it predictable whether or what kind of changes
in the task specification will appear? If yes, which approachild make it
easier to adopt or scale the system to cover a changed spgaiile

e Required performance levels a very high performance crucial for the sys-
tems’ application?

4.4 Evaluation

A quantitative way to evaluate the performance of a systeamiays desired but
cannot always be found, because of the very nature of itectisp tasks. We
have seen that the first attempt of performing a quantitawatuation of IESs is
introduced at the MUC-3. The conference organisation haet afsanswer keys
and had to compare these with the results of the IESs to me#seiperformance
of a system. The nature of the IE task makes it possible toa@fput-output sets,
which in turn makes it possible to carry out a quantitativaleation over the IESs.

A lot of evaluation measures emerged over the years for atratudifferent as-
pects of an IE§Lavelli et al., 2004. However, only two of them have been widely
accepted: Recall and Precision.

Recallis a measure for evaluating the completeness of an IES,ghatdeter-
mine how much of the relevant or correct information has tkestnally extracted.
WhereadPrecisionis a measure for evaluating the correctness of an IES, that is
determine to which extent the extracted data is actualbvesit or correct.

correct answers
Recall=

total of possible correct answers

correct answers

Precision=
answers produced

High Recall means that most of the available relevant infdrom in the input
data has been extracted. High Precision means that most ektracted informa-
tion was really relevant.

It is hard to optimise both values at the same time. If you wovkards a high
precision value, it is possible that relevant informatianthe input data will be
missed or ignored. On the other hand, if you work towards & hegall value, it
is possible that non-relevant parts of the input data wilekiracted, too. There-
fore, you have to decide on which aspect (completeness matoess) you need to
concentrate for your particular task.
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Further, we cannot say that there are agreed-upon threghlolels for these two
measures that indicate the 'usefulness’ of an IES, rathey dhiffer according to
different tasks. However, Cowie and LehnfB9d suggest that 90% Precision
will be necessary for IESs to satisfy information analysts.

To weight the impact of the Recall and Precision values orfitta evaluation
the F-Scorehas been introduced that combines Recall and Precision ingées
measure.

F-Score— (e 4+ 1) % Precision x Recall

(a* Precision + Recall)

The F-Score where Recall and Precision are evenly weighi@do called thé’;
measure and is computed as follows:

2% Precision * Recall
( Precision + Recall )

F1:

4.5 Challenges of Information Extraction

We have seen so far many aspects of IE and that decisions beglneion of mod-
ules and approaches for the IES can affect the end resultsmsety. Unfortunately,
there are other factors as well that make IE even hd@epelt and Israel, 1999

e Language: The language of the texts can make it necessary to include an
additional module to capture the orthography and morphobdbthe language
(e.g. German).

e Text: The structure of the input data itself can be a big obsta@d®tubl data
can be unstructured, semi-structured or structured, ekittese require dif-
ferent handling. Sometimes the input data contains talola&r from which
it is also very hard to extract information. The length of ijgut data is an-
other issue. If the input text is too long than IR techniquéghtibe necessary
in order to identify the relevant parts to apply further IBgessing on these
parts only.

e Genre: The genre of the input data should be analysed before gaudin
build the IES, because data from different genres will rezjdifferent han-
dling. Whereas e-mails are free text and thus have no steuatall, scientific
papers will have a specific format, which could be utilised.

e Task: As we have seen earlier, there are different tasks an IES eduikd
for. Whereas the entity identification is relatively simfile scenario template
task or the coreference task will require additional mosliethe IES.

The challenges that IES have to face can be summarised ew$¢¥ildiz, 2004):



CHAPTER 4. INFORMATION EXTRACTION 50

e Higher Precision or Recall ValuesSince the IESs are evaluated with these
two measures, every developer wants to achieve high recptigision val-
ues. Itis hard to optimise both, Recall and Precision ataneestime. Some-
times it might be more important to extract all the inforroatrelevant with-
out bothering that some of the extracted information is etévant. In this
case Recall has to be optimised. But if one wants that thaebe informa-
tion is relevant without bothering much that some relevantgwill not be
extracted, then Precision has to be optimised.

e Portability: IESs are in general developed for a specific task. Because in-
terests can change over time, it could be necessary to addgSato a new
field of interest. An adaptation could be required in termthefdomain, the
language, the text genre or the type of data.

e Scalability: The scalability problem can be examined further in two dimen
sions. First, an IES should be scalable in terms of the amufuddta the IES
is able to process. Second, an IES should be scalable in tdrthe data
sources it can handle.

4.6 Conclusion

The Message Understanding Conferences (MUCSs) can serveststiag point
for any researcher in IE because of their educational paleily giving a good
overview of which obstacles the participant sites had te faer the years and how
they had overcome them. Another thing that makes the MUCmpoiitant is that
the evaluation criteria and procedure commonly used in Ehedmmunity today
originated from these conferences.

Two main approaches are common to build an IES: knowledgéeegng
approach and automatically learning approach. Rin@wledge engineering ap-
proach requires a knowledge engineer with the domain and task levdye to build
a set of rules. It takes much time, but the generated rule ddike@ly cover most
dimensions of the task and the domain. To make the proces$ites-consuming,
theautomatically training approach tries to automate some or all parts of the rule
generating process. It is perhaps less efficient, becaaggetierated rules may not
cover the domain and task as with the other approach, but/#iers depends not
on the skills of a knowledge engineer anymore.

We can conclude that IE is not a trivial task at all and manyofiachave to be
kept in mind before starting to build an IES in order to get adjone.
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Chapter 5

Ontology-Driven Information
Systems

But sometimes you have to moan when nothing seems to suit yer
But nevertheless you know you're locked towards the future

So on and on | go, the seconds tick the time out
There’s so much left to know, and I'm on the road to findout

On The Road To Find Out - Cat Stevens

In the first part of this thesis, we have stated that ontokgan be used to establish
a common understanding about conceptualisations betwesraction partners, en-
abling inter-operability between them and further the eeosknowledge by third
parties. We also examined several issues related to omtalagngineering tasks
that arise because of the nature of the ontology life cycléhdt context we exam-
ined existing approaches that address those tasks andirtt&ations.

It has to be stated that most of the available research neggottologies had
the Semantic Web as their application field in mind. We knoat the Semantic
Web is an extended form of the current Web, where machinealdademantics
are added to the content available on the \i@brners-Lee, 1999 As such, it
represents a largely distributed and heterogeneous apphdield. However, these
properties are not shared by many application fields whei@ayies can be useful
as well. Therefore, it has to be analysed where and how ayisdacan be used
and how the requirements to ontologies differ from the on@snéned during the
research done so far for ontologies in the Semantic Web.

Ontologies, being explicit specifications of conceptudlens[|Gruber, 7998
can play a major role in many of todays Information Syster§s)las knowledge
bearing artifacts. Hence their increased use in severdicagipn fields, which
makes it possible to observe requirements for their smaugyration in several
kinds of ISs.

In this chapter, we will examine how ontologies can be w@diso generate scal-
able and portable Information Systems (ISs) in general afairhation Extraction
Systems (IESs) in particular.

52
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5.1 Ontologies for Information Systems

When we are going to build an IS we will have to provide the 18 w8ome kind of
domain and task knowledge. We cannot expect that the ISqtsedhat we want
and just works like that.

If we want, for example, an application that can compute lgm@d@wings with
as little edge crossings as possible, we would have to tell$hwhat a graph is,
what kind of graphs we want to process (e.g. planar, nonapjamow an edge
crossing is defined, etc. All this information will be, in gaal, implicitly coded in
the systems’ architecture. This implies, that other peapl® want to build similar
applications cannot make use of this implicit knowledgdess they examine the
code of the application.

Sometimes the required knowledge cannot be coded easilyoldgres can
help out here, because they are appropriate for repregemt@my kinds of com-
plex knowledge. Further, we have seen that ontologies asmsi®r making this
knowledge explicit, and so sharable and reusable.

So, itis not surprising that ontologies are in use in manybssow. But before
using an ontology in an IS just because it is trendy, we shtmdl whether it is
adequate or necessary for the systems’ intended purposes.

Guarino[[1994 analysed the roles ontologies can play in I1Ss. By looking at
the impact an ontology can have on an IS, he distinguishegeeta temporal and
astructural dimension. Theemporal dimensiomescribes whether an ontology is
used at development time or run-time, whereassthactural dimensiordescribes
in which way an ontology can affect the components of an I&, (epplication
programs, information resources, and user interfaces).

Temporal dimension

Using an ontologyt development timmeans that we have an ontology and that we
have to build our system according to the conceptualisagpresented by this on-
tology. Whether the ontology was an already existing oneehad to build it from
scratch is not important here. The point is, that by usingrology, the system
developer has been freed from making conceptual analygissawn (i.e., knowl-
edge reuse) and that consistency is guaranteed among pghems that committed
to the same ontology.

Using an ontologyat run timecan take two forms: ontology-aware IS and
ontology-driven IS. Anontology-awardsS is a system that is aware of the ontol-
ogy and can use it whenever needed.ohtology-driverS, on the other hand, is a
system where the ontology is yet another component of thersythat co-operates
with the other componenf&uarino, 1998

Structural dimension

Going further to the structural component, we can see thatagies can be used in
connection with th@pplication program componemis we have seen in the exam-
ple about graph drawings. Most of such components contaidamain knowledge
coded implicitly. At development time the ontology can helgenerate these parts
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where the knowledge was coded implicitly. At run time we cae the explicit
knowledge in an ontology as a knowledge component for thieesygcompare to
knowledge-based systems) which would increase the systeanstainability, scal-
ability and portability.

Ontologies can also be used in connection witlormation resourcessuch as
databases. At development time they can help, for examplgenerate database
schemas, since they represent also a conceptualisatiomlaain. At run time
they can be used for information integration as a mediattwéxen the incoming
information and the database.

Their usage in connection with theser interface componemtay not be that
obvious. If we see the user interface as a component thatteflee conceptualisa-
tion to the user, ontologies may help by building the usariates at development
time. At run time the ontology could be made accessible touger through the
interface enabling the user to query and browse the ontdigarino, 1998

5.1.1 Obstacles on the Way

Despite the benefits ontologies apparently can offer, itolsy@t a common ap-

proach amongst IS developers to integrate and use ontelogikeir systems. The
main reason for that is perhaps that it still takes more tionefdeveloper to build

an ontology-driven application than a usual applicatioherE are several factors
related to the ontology life cycle (see Figlirel 3.1) that eahe additional time and

costs required to build an ontology-driven IS:

e Obtaining an ontology:The first thing that has to be clarified before devel-
oping an ontology-driven IS, is how to obtain the ontologelt. Either, the
developer will have to look for already existing ontologieghat domain or
to generate a new ontology.

— Ontology Import and Reuse: Although a large set of ontolediave
been developed and made publicly available for many dontsimsw,
the developer still has to understand the ontology in omlegfine it for
the particular task at hand.

— Ontology Generation: If there are no appropriate onto®geailable
to integrate or to reuse, the developer will have to genenatentology
by hand or using (semi-) automatic ontology generation oagh(see
Sectior:3D).

e Maintaining an ontologyit is most likely that the application field of an IS
will undergo some changes over time. One may decide to esiingport a
new domain or to support additional services, causing obsmg the task
specification. Such changes will make it necessary to chdregenderlying
ontology as well.

To reduce the integration and run-time costs of ontologiéSs$, an Ontology Man-
agement Module (OMM) should be integrated into the IS thavioles ontology
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Figure 5.1: General architecture of an ontology-driven Information System

generation methods and accurate ontology managemente®rvihe general ar-
chitecture of such an IS could be as in Figuré 5.1.

The responsibilities of the OMM regarding the phases of thelogy life cy-
cle differ from the general responsibilities for ontologgmagement in conjunction
with the Semantic Web. In a scenario where an ontology is tsaepture the
domain knowledge needed for an IS and where the focus is dalplity and scal-
ability, the requirements that the OMM has to reconcile aiferent.

By examining existing work in that field, one can observe thanany cases
additional knowledge about components in the ontology eded to perform the
task at hand more accurately. Often researchers use amahstitology model
to integrate existing ontologies and to enrich this knogkavith their proposed
additional knowledge.

For the case of ontology learning from text documents formgda, Cimiano
and Volker[2004 argued in a similar way and attached a probability (confidenc
level) to ontological components learned by their systenoind this, they aim
to enhance the interaction with the user by presenting hanldhrned structures
ranked according to their confidence level or by presentingdnly results above
a certain confidence threshold.
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Tamma and Bench-Capd200Z motivated an extended ontology model to
characterise precisely the concepts properties and eegaoatbiguities, including
which properties are prototypical of a concept and whichexieeptional, as well
as the expected behaviour of properties over time and theded applicability of
properties to subconcepts. The authors claim that thislesdi semantics is useful
to describe what is known by agents in a multi-agent systanteSve are dealing
with ISs in general and IESs in particular, not all of theioposed meta-properties
are of interest for us. We use only the property describiegpttoperties’ expected
behaviour over time, for it can help during the ontology ngeraent phase when
the ontology has to be adapted to changes in the domain.

In the following we will take a look at the requirements to aM& w.r.t. the
phases of the ontology life cycle. Hereby, we think that th@mthallenge in
the case of ontology-driven ISs is, that often all of thegpirements have to be
reconciled at the same time to provide the needed servideseas in the context
of the Semantic Web often only few of them are demanded.

Ontology Generation

It should not be hard to generate an ontology for a partidalsk specification at
hand, if the ontology is not that large. However, changes@task specification
would require the adaptation of the ontology if not the gatien of a new on-
tology. For an IS to be fully portable and scalable the geimrgrocess of an
ontology should be automated. No matter how an ontology fotSahas been
build, it is necessary to mark the ontological componentk ailditional semantic
knowledge indicating the level of confidence (propexgnfidencdevel) the gen-
erator has in a particular ontological component. If theotmgy is being generated
by hand, the ontology developer has to model this kind of Kadge into the on-
tology. Whereas, if the ontology has been generated auicatigt the generation
module has to compute the level of confidence. Other moddldsecystem will
likely use this kind of knowledge to base their decisions on.

Ontology Integration

To provide maximum flexibility, a scalable and portable 19@d be able to react
to new-coming standards. Further, it certainly should de tdocombine different
ontologies in different representation languages. To #aserocedure, the OMM
should be based on an abstract ontology model, rather tharparticular represen-
tation language.

Change Management

An ontology used in conjunction with an IS should not be cdesed as a static arti-
fact, because the changes in the task specification or thaiddrave to be reflected
on the ontology as well. To automate the change detectidreiddémain, the OMM
should preferably provide data-driven change detectidms Tan be achieved by
providing the OMM with a file corpus of relevant documentshe tlomain. This
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process would be further eased by marking components ofritedogy with addi-
tional semantic knowledge indicating their estimated beha over time. In their
proposed extended ontology model, Tamma and Bench-Ci#t, propose an
attribute (propertyvalue changefrequency, which indicates whether a component
is allowed to change its value over time or not, by markingrthveith a value like
'final’, 'frequent’, etc.

There are two other additional components that are needaltbte automatic
change detection from a file corpus: source-link componantschange compo-
nents. Source-link componentgpresent links between the ontological structures
in the ontology and their respective occurences in the filpum If documents
are added to or removed from the file corpus, these links camsbd to detect
which components in the ontology are affected by the chaBbange components
represent actual changes in the ontology. Every additielgtidn, or edition can
be represented in form of additional change instances, aggropriate properties
about the kind of change, the date of change, etc. These el@mmponents also
allow to keep track of the evolution of the ontology over time

To provide some of these functionalities a developer maythisexisting work
of Cimiano and Volkef2005. They present a framework for data-driven change
discovery with several integrated ontology learning apphes. They represent the
learned knowledge at a meta-level, using an abstract aptatwdel, which they
call Probabilistic Ontology Model (POM). The integratedriging approaches in the
ontology are able to learn is-a, instance-of, part-whotg equivalence relations
and restrictions on the domain and range of relations. TR@IM also contains
links of the ontological structures to corresponding doenta from which they
were derived; allowing the user to understand the conteat dirticular structure
and allowing the system do react to changes in the documeptiso We think
that both of these additions to the components of an ontadwgyessential for the
use of ontologies in ISs. Further, they claim that systeraswlant to support data-
driven change discovery have to keep track of all changdsetddta. Such a system
should also allow for defining various change strategieschvbpecify the degree
of influence changes to the data have on the ontology or the ROpectively.

Having explored the requirements to I1Ss and related oniedatpat have to be
reconciled when ontologies are going to be used in ISs inrgénee are going
over to our actual focus, namely IESs. In the next sectionyilleexamine how
ontologies can be utilised to generate more scalable andipedESs.

5.2 Ontologies for Information Extraction Systems

Information Extraction (IE) is currently an important angjpilar research field, for
it tries to extract relevant information from the overwheigamount of data we
are facing on a daily basis. In Chapiér 4, we defined the terid ahd gave a little
bit of historical background information to the researcldfend its challenges.
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In Section[4.B of the mentioned chapter, we have seen thet tre two ap-
proaches to IE, namely the knowledge engineering approagdhte (semi-) au-
tomatic training approach. Ontologies can be used in catijm with both ap-
proaches as a specification of the conceptualisation ofuttrertt domain and task,
that is the specification of the relevant information theeysactually has to find.

With the knowledge engineering approach, the knowledgeneeg provides
the system with extraction rules that cover the domain askldéthe IES. Using an
existing ontology, the developer can commit to the ontologgenerating the rules
(compare FigurE®l2), and does not have to perform a domaigsis by her own,
unless she has to develop the ontology by herself as wellngUsn ontology in
combination with this approach can increase interopeatglbétween systems that
commit to the same ontology.

, Domain
commits to —p Knowledge
Domatn
Knowledge

Rule-making
Knowledge
Task
Kunowledge , > Rules
Knowledge Engineer
Maybe other A
stuff as well

IES |« mnputpata

v
Outpu’c

Figure 5.2: Knowledge engineering approach to IE using an ontology

With the (semi-) automatic training approach the aim is tmaate some or all
parts of the rule generation process to decrease the hurtgemantion and thus to
decrease the development time of an IES. For this approa&hpomore human
annotators had to mark relevant pieces of data in a largengeatset, from which
the system then can learn extraction rules to extract afsonvation from unseen
data. However, annotators often do not agree among theessabout the relevancy
of pieces of data. Ontologies can be used here (comparedfigR) to achieve a
consensus about relevant data by specifying the task kdgele an unambiguous
way. It is clear that neither the time needed to do the aniootstnor the time to
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adapt the annotations when the specification or the domainggs is reduced just
because using an ontology.
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Figure 5.3: (Semi-)automatic training approach to IE using an ontology

Aitken [2004 presents an approach to learn information extraction rintes
natural language data using Inductive Logic Programmibg)IHe proposes the
use of an ontology as a reference to which an annotator camadmwhile anno-
tating the data with ontology terms. The supervised inducéilgorithm then uses
the annotations to generate extraction rules.

Besides the two mentioned scenarios where an ontology casdzkto which
either the knowledge engineer or the annotator can commdtrte more scenario
could be of interest. Namely, to automate the rule genergtiocess fully by using
an ontology as a source of domain knowledge and task speidficgee Figure
53).

This scenario particularly aims to facilitate the portapiand scalability of an
IESs. Portability and scalability are important challesg&S developers have to
face. As we have seen, the whole generation process is npaadstakes time.
Therefore it is understandable that changes in the domaimeaiask specification
are not at all welcome. In the worst case, such a change woeishrthat the rule
generation process has to be performed again. IESs thaivftile fully automatic
approach using ontologies are much more easier to adopatmaiy specifications
and domains. However, the nonexistent human interventibrmast likely yield
to a decrease of the system performance. To compensatdféus éhe ontology
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Figure 5.4: Fully automatic approach to IE using an ontology

that is being used has to reconcile several requirementshwne stated in the next
section.

5.2.1 Requirements to Ontologies in IES

The IE community has made already the attempt in the dinecti@ntology-based
IE. However, existing work differs, as usual, along sevdnadensions:

e What kinds of ontologies are used?
The question of which kind of ontology should be used in anr&epss is not
easy to answer, because the different ontology types afal dsedifferent
scenarios. The level of detail of an ontology is very impotfar the perfor-
mance of an IE tool. It is not always necessary that the ogjoioodels the
domain of interest with all its relations to full extent. Théore, the intended
function of an IE tool should be analysed before an ontolgge is chosen.

e How the ontologies were generated?
Ontologies can be generated either manually, semi-auicaiigtor automat-
ically. As with the rule generation process the manual aggtovould take
more time, but the generated ontology would be likely at tbbtrlevel of
generality. The semi-automatic and automatic approacloesdntake less
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time, but we could not be sure that the generated ontologydaamantain all
the information we wanted it to contain. Again, the intendiealction and
the required level of performance of the IE tool has to be keptind while
choosing the way in which the ontology should be generated.

e At which state in the whole IE process are the ontologiesised
As we have seen, an ontology, can be used as a specificatibe oflevant
conceptualisation to aid human beings involved in the IE&gation process.
An ontology can also be used at run-time, whereas severgiaoemts of the
IES can access the ontology to utilise its content for treesks.

To enable the smooth integration of ontologies within IESsesal requirements
have to be reconciled. The components of the input ontolbgylsl contain few
additional properties, which are essential for the Ruleeea&ion Module (RGM)
to produce accurate rules to be used to extraction infoomdtom input data.

¢ Quality Properties:We mentioned before (see Section3.1.1) that it is impor-
tant for ISs to have knowledge about the confidence level@ttmponents
in the ontology (property: confidendevel). In the case of IESs this be-
comes even more important, because the levels are neededfmte the
confidence levels of the rules themselves. These computels lere used to
choose between rules, when more than one rule can be appliactertain
part of data.

¢ Value Constraint PropertiesValue constraints are used to restrict property
values such as the data type or cardinality. It is alreadgiptesto state this
kind of knowledge in ontology representation language$f stscOWL. This
additional information will be used in an IES to state therdnditions under
which the rule can be applied.

e Temporal Propertiestn many settings the components of an ontology have to
be marked with temporal values such as the transaction propérty:trans-
actiontime), or valid time (property:valid_time.beginand valid_time_.end)
of the component. These properties are especially usefidnnection with
changing ontologies where out-of-date components are eletadl from the
ontology but marked as such. Because, in a common scenaeiee\le IES
has to be able to extract information from new and relatioédydata alike, a
completely up-to-date ontology would not serve the purpose

In existing work about ontology-driven IE approaches, wa sae this trend of
enriching ontological components with additional sen@ktiowledge in order to
perform the extraction task more accurately.

Embley[2004 presents an approach for extracting and structuring irdition
from data-rich unstructured documents using extractiaimlogies. He proposes
the use of the Object-oriented Systems Model (O$EMbleyet al, 1994 to rep-
resent extraction ontologies, because it allows regularessions as descriptors for
constants and context keywords. Both, the generation afiib@ogy and the gen-
eration of the regular expressions are being done manutlig. ontology is then
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parsed to build a database schema and to generate extraggsnfor matching

constants and keywords. After that, recognisers are irnv@kech use the extrac-
tion rules to identify potential constant data values anatext keywords. Finally,

the generated database is populated using heuristicseémuee which constants
populate which records in the database. For the extracfioel@vant information

from car advertisements, the presented approach achiegalll ratios in the range
of 90% and precision ratios near 98%. For domains with mongpdex content and
where the relevant records (e.g., car advertisements)oamdearly separated from
one another, the performance decreases, though.

However, our aim is to provide an unsupervised ontologyeairiES, that is able
to exploit the content of its underlying ontology on its ovam &xtracting relevant
information from natural language texts.



Chapter 6

ontoX - An ontology-driven IES

Then | found my head one day when | wasn'’t even trying
And here | have to say, 'cause there is no use in lying, lying

Yes the answer lies within, so why not take a look now?
Kick out the devil’s sin, pick up, pick up a good book now

On The Road To Find Out - Cat Stevens

In this section, we will explain our method for IE from natul@anguage text,
which tries to utilise the knowledge in an ontology. The ibguoitology is being used
as a knowledge bearing artifact that represents the camalégstion of a domain of
interest and the task specification for the extraction ta3kr aim by developing
this method is to provide a means for ‘common’ people to perftE in a way
that requires neither skills in particular rule represgatalanguages, nor any other
resource but the ontology, such as lexicons, etc.

Although our method can be applied to any other representédnguage, our
implementation supports ontologies formulated in the Wetioldgy Language
(OWL) version 1.0Horrockset al, 2009 [Grigoris and van Harmelen, 20p4Ve
decided ontoX to process OWL ontologies because of seweaabns:

e Well-defined semantic©WL has been provided with a well-defined seman-
tics. This semantics assures the unambiguous specifiaat@iconceptuali-
sation of interest, which is essential for IESs.

¢ Predefined data typeseveral built-in XML Schema data types can be used
in OWL, which makes it possible to formulate extraction sutkat can cap-
ture values of these data types.

e Popularity: OWL became a W3C (World Wide Web Consortium) Recom-
mendation in 2004 and enjoys a large-scaled popularity grttoenSemantic
Web research community. This popularity led to the develepnof several
ontology generation tools that support OWL and also to mavwl.@ntolo-
gies about different domains.

63
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e Tool support:As mentioned before, many tools for the generation of ontolo
gies have been developed, allowing the more-or-less ussrdfy develop-
ment of OWL ontologies. This makes it easier for ontoX userddvelop
their own ontologies representing their own domains ofrgge

The main idea behind our approach is that ontology repratentlanguages
are in general provided with pre-defined semantics and thsssemantics can be
exploited to 'understand’ the conceptualisation they eynwhereas the concep-
tualisation represents the task and domain knowledge shaeded by an IES to
perform actual extraction on texts.

The main architecture of our IES, ontoX, is depicted in Fejérl. Here, the
user of the system has to provide the IES with an ontologyrgaesents her do-
main of interest and at the same time contains the task spmin as well. The
Ontology Management Module (OMM) takes this ontology amektto exploit the
knowledge in it to determine what exactly has to be extrafrteu the input data.
The Rule Generation Module (RGM) uses the output of the OMM p@rforms
several steps to formulate rules (in our case regular esiores) to locate candidate
values that are relevant according to the input ontologye Ektraction Module
(EM) takes these rules and determines candidate value implut texts and ap-
plies several heuristics to choose the most accurate vatreshem. This module
finally returns the extracted values and also suggestiotihetoser regarding possi-
ble changes in the ontology.

Domain

Knowled
Task builds / M—Wgc}
Knowledge Lmports Domain
Knowledge
Maybe other user
stuff as well o tDLDgg
wi
r Management
Module
v
Rule-making
Knowledge ;
— Generation Rules
=k Module
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es v
Facts

change suggestions for the ontology

Figure 6.1: Main architecture of ontoX
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To support the understandability of our extraction methiod i#s implementa-
tion ontoX, we are going to explain them on an example. Fargbgpose we have
chosen the domain of digital cameras, because the domaiovsrkto many people
and its characteristics are suitable for extraction.

Figure[6.2 shows a possible conceptualisation of the dom@itaining only
relevant aspects of the domain we are interested in, thateisnodel name, the
number of megapixels, the optical zoom factor, the digitdra factor, and the
screen size. In this sense, we can think of the ontology asadiespecification
where the properties of concepts represent the propediesHich the extraction
method has to determine appropriate values from input data.

Figure 6.2: Basic digital camera ontology

To evaluate our extraction method, we also collected a seligifal camera
reviews from the Wdb Below, you can see how a typical review looks like. The
depicted review contains all relevant data we are inteti@stend is therefore a good
example to explain our method with. The digital camera "[>Z®om” apparently
is a 5.0 megapixel camera with an 3x optical zoom lens, supdardigital zoom,
and has a 1.8-inch LCD screen.

Although our method can process any valid ontology that igarmon with OWL
1.0, several requirements have to be reconciled by the amydb get acceptable
results (compare Sectidn 5.P.1). In the following we wikedea look at those re-
guirements and their implementation in a concrete ontofogyhe digital camera
domain.

6.1 Input Ontology of ontoX

In the previous chapter we defined different requiremerastthve to be reconciled
by ISs to provide accurate services based on ontologies.|&¥estated several ad-
ditional requirements on ontologies when they are goingetaged in IESs. In this

thttp://www.steves-digicams.com/
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The 5.0-megapixel D-595 Zoom combines the power of manual control
with the convenience of an easy-to-use design for incredible
results. Featuring manual control of shutter speed and aperture
options, a 3x optical zoom and 19 shooting modes, the D-595 Zoom
combines manual settings with the ease of a point-and-shoot,
packing high-end advanced features into an affordable, easy-to-
use compact camera.

The 3x optical zoom lens (38-114mm equivalent in 35mm photography
£f2.8 - f4.9) combines with a 4x digital zoom to deliver a total
12x zoom so virtually no photo opportunity is out of reach. And
with the super macro mode it is possible to capture amazingly
small details, as tiny as the date on the back of a penny, from
as close as 0.8 inches.

TruePic TURBO 1is a super-charged image processor that
significantly enhances image quality and processing speed. Users
will experience rapid startup, shutter release and playback, as
well as capture sharper, more realistic images. One of the
greatest benefits of digital photography is the ability to
compose and review images on the LCD, as it allows users to
accurately frame their photographs and make on-the-spot decisions
about saving or deleting them. To ensure that users can easily
view their subject and frame the best-shot possible, the D-595
Zoom has a, 85,000 pixel 1.8-inch Semi-Transmissive TFT LCD - for
easy viewing even in bright sunlight.

Figure 6.3: Sample input data representing a digital camera review

section, we will see how these additional requirements eanretonciled by extend-
ing ontologies with additional properties. All these prdfes can be attached to
ontological constructs in OWL using tloav : Annot at i onPr operty element.

6.1.1 Keywords

The most important requirement to enable ontology-basas i&enrich the onto-
logical constructs with keywords (i.e., trigger words)ttidicate the presence of
relevant information in the input text.

Although there is no explicit ontology construct to formel¢his kind of knowl-
edge in OWL 1.0, our implementation utilises comma-sepdratords in the 'com-
ment’ sectioni(df s: comrent ) of ontological constructs as keywords. If the user
does not provide a property with corresponding keywords,sgatem tries to ex-
tract appropriate values considering frequent terms im#highbourhood of other
properties’ keyword occurrences. Note, that this can oetyrn feasible results
when enough properties co-exist and not more than one skectown property has
the same data type.
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6.1.2 Constraining Properties

Constraining properties are required to narrow the seaefe of possible values
of properties that have to be find. In our method, this is fissis far as the OWL
1.0 specification allows it. This means, that our extractgstem only takes the
XML Schema data types into account whose usage is legal in o

To increase the performance of the system, the user shaikltbe data type
with the minimal data range. For example, for a propenggapixel she should
not state the data type to be merelxsd: st ri ng, but should state that it is a
xsd: f| oat. In that way the system can rule out many candidates, raguiti
more accurate values.

It would be much better to have means for stating more comgestraints on
the values of properties, such as minimal or maximal valets, In fact the next
version of OWL (OWL 1.1) will provide means to state user sfpet data types.

6.1.3 Quality Properties

Previously we mentioned that a property stating the confidef the ontology en-
gineer in a particular ontological construcbffidencdevel) could be useful for

several reasons and in context with different purposes.héncbntext of IE this

property represents the confidence level of the ontologyneeg w.r.t. the correct-
ness of the ontological component. The difficulty with suatoafidencdevelfor

a whole ontological construct is that it is not clear to whacdpect of the construct
it refers. Is it now the level of confidence of the ontology ieegr that this concept
is really relevant, or does it reflect the certainty of theobwdgy engineer about the
details of the concept (e.g., place in ontology in terms efdnichical order, etc.)?

In our particular method we think of this property in its f@nsense and allow
the user to enrich the constructs in the ontology by the ptpm®nfidencdevel
which can take values frort), 1]. This property helps our extraction method to
make decisions when the same value is tried to be assignaabtdifferent prop-
erties. In such a case, the property with the higher confeléexel would be the
winner.

Another property that can be attached to ontological cantgris therelevance
property, which can take two valudsrue, falsé. By marking a construct with
this property the user can tell the system that she is notesited in the construct
as far as the task specification is concerned, but ratherthlatonstruct is part
of the domain of interest. An ontology that consists of thamwncepts of a
domain, although not all of them are relevant for extracticen help the system
to 'understand’ the context of the task specification befer such constructs, the
system is going to find appropriate values just as if they welevant, decreasing
the risk that their values could be assigned to other coctstrirhe only difference
to other constructs in the ontology is, that assigned vaiiksiot be presented to
the user. If the ontological construct whastéevanceproperty is said to be false
is a property, its value will not be presented to the user;redif it is a concept,
none of the values assigned to its properties will be preskiatthe user.

2For a full list of OWL 1.0 data types see Appendix B
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6.1.4 Temporal Properties

Temporal properties can be useful in the context of IESs @blentwo kinds of
services. The first one is to enable temporal extraction hadsécond is change
management. With the first one, a user can state that she hemitgout data to be
extracted using ontological components that were valid @rtain point of time.
With the second one, the user can be provided with suggestemarding out-of-
date concepts because they did not appear in the input texisase, so that she
could adopt the ontology if necessary.

To enable both kinds of services, we suggest the uselid_time beginand
valid_time_endproperties that can be stated for every construct in thel@yyoBy
doing this, the input data will be analysed using only orgatal constructs that are
valid at the given point of time, which must be provided by tiser of the system
in a way that is conform with thesd: Dat e data type. If no date is supplied all
constructs in the ontology will be used for extraction.

To enable change management we also provide the user wiphdpertyvalue
changefrequencywhich can have two values: stable and frequent. The user can
mark ontological components with this property in orderrtdicate that the com-
ponent will appear in the input text consequently (i.e hipor not (i.e., frequent).
Using this value, an IES can compute accuracy levels for eaetponent after each
extraction looking at whether the component had appeartdtimput or not.

6.2 Ontology Management Module of ontoX

An ontology that can be used to extract information from tdigcamera reviews
and that reconciles the requirements we just mentionedhea®en in Figure_g.4.
This ontology includes data types of the concept propeatiesadditionally trigger
words that might indicate the occurrence of appropriataesbf the properties in
the input text. The OWL document that represents this ogiolan be found in
Appendix A.

The Ontology Management Module (OMM) in our system is resjaa for
processing the input ontology to determine attribute-@gdairs that constitute the
actual extraction task. For that purpose, the OMM, loadstitelogy into its intern
ontology model and tries to exploit the pre-defined semaimtithe underlying rep-
resentation language (OWL 1.0). The used ontology modékeonhe provided by
the Jena Semantic Web Framevﬁnnk[hich provides a programmatic environment
for RDF, RDFS, and OWL.

Because the ontology is going to be used for extraction mapoot all mod-
eling primitives of OWL are relevant for us. In this sectiove will take a look at
the relevant modeling primitives of OWL and how they are gdim be interpreted
by ontoX. For a more detailed description of OWL's modelingmtives, you are
referred to the excellent book by Antoniou and van Harmge&4 .

3http://jena.sourceforge.net/
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Model Name::xsd : Name

trigger words:
_______________ ST TTTIIIIIII .
: Display size:xsd:float ! Megapixel::xsd: float |
| | | I
I ! o, , !
:trigger words: Led, dLspLag,: :tVfQQCV 'WDVdS: megapixel, |
| inch | 1 million pixel !

Digital
camera

| |

| |

| Digital Zoom::xsd:decimal | | Optical Zoom:xsd:decimal !
; " iy -

1 trigger words: digital zoom | 1 trigger words: optical zoom !

| |

| |

Figure 6.4: Graphical digital camera ontology used for extraction

6.2.1 Class Elements

Class elements are the basic ontological components thedsent relevant con-
cepts in a domain of interest. The OMM takes each defined olatbe ontology
as a particular concept and tries to identify attributasggbairs to cover the task
specification by determining all properties that are defiioedhis class. There are
different ways to define a class in OWL. Some of these wayslerlab definition of
anonymous classes and are neglected by our OMM, becausaghasently cannot
have properties.

Direct Definition

A class can be defined directly using thel : Cl ass element and by stating its
identification using the df : | Delement.

<owm :Class rdf:ID = "digital _canmera">
<rdfs: comment > concept of a digital canera </rdfs:comment>
</ ow : d ass>

Subclass Declaration

It can be stated that a class is a subclass of an already defiassl with the
rdf s: subCl assO element. Inthis case, the OMM generates the same attribute-
value pairs for this class as for its superclass.
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<o :Class rdf:ID = "digital _camera">
<rdfs:subCl assO rdf:resource="#canera" />
</ ow : Cl ass>

Equivalence Declaration

It can also be stated that a class is the equivalent of ardgigfined class. Again,
the OMM generates the same attribute-value pairs for thsschs for its equivalent
class.

<ow :Class rdf:ID = "Digi cani' >
<ow : equi val ent Cl ass rdf:resource="#Digital Canera" />
</ow : C ass>

Enumeration Boolean Combinations

In OWL, a class can further be defined using tivé : oneOf element to enumer-
ate all its elements or by boolean combinations of alreadstieg classes. For
example, it is possible to state that an instance of the dldsgieFormat’ can be

one of the mentioned formats. Having such an enumeratiolenfants, our system
simply has to look whether the input text contains any oféftesms.

<ow : d ass rdf:ID = "Mvi eFornmat ">
<ow : oneX rdf: parseType = "Collection">
<ow : Thi ng rdf: about "#Qui ckTine" />
<ow : Thi ng rdf: about "HAVI " >
<ow : Thi ng rdf: about "#MPEG' />
</ oW : oneOx >
</ ow : C ass>

6.2.2 Property Elements

Property elements are components to define the charaicemstclass elements.
Therefore, they are the main constructs of interest of ouMDM OWL, two kinds
of properties can be defined: object properties to relateatdpith each other, and
data type properties to relate objects with data types.

Object properties can be defined usimg : Obj ect Property elements. The
domain and range of both kind of properties can be definedyusihs: domai n
andr df s: r ange elements. For each object property, our OMM collects defined
instances of the class that is stated as the propertie(@egr df s: r ange) and

use them as search strings in the input text.

<owW : Qbj ect Property rdf:1D = "novie format">
<rdfs: domai n rdf:resource="#Digital Canera" />
<rdfs:range rdf:resource="#Mvi eFormat" />

</ ow : Cl ass>

Data type properties can be defined usivg : Dat at ypePr operty elements.
The range of such properties have to be one of the allowed Xthie®a data types
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(see Appendix B) in OWL 1.0. Our OMM generates for each dape fyroperty
an attribute-value pair as part of the task specificationre/liiee attribute is the
name of the property and the value is the allowed data typth&drproperty (e.g.,
<megapixel, xsd:float).

<ow : Dat at ypeProperty rdf: I D = "negapi xel ">
<rdfs: domai n rdf:resource="#Di gital Canera" />
<rdfs:range rdf:resource="http://ww.w3. org/ 2001/
XMLSchema/ #f | oat" />
</ ow : d ass>

Property Restrictions

Property restrictions can be used to define subclasses sfedahat satisfy cer-
tain conditions regarding some of their properties, usingy: Restri cti on el-
ements. These restriction are interpreted by ontoX to agsigect values to prop-
erties.

Theow : hasVal ue element can be used to state that a property has to have a
certain value.

<ow : Cl ass rdf:I D = "SonyDi gi can' >
<rdfs: coment >
SonyDigicamis a Digicamthat has a Menory Stick as
st orage nedi um
</rdfs: coment >
<rdfs:subd assOf rdf:resource="#D gi cam' />
<rdfs: subd assCf >
<owW : Restriction>
<ow : onProperty rdf:resource="#storage_nediunt' />
<ow : hasVal ue rdf:resource = "#MenoryStick" />
</ow : Restriction>
</rdf s: subd assOf >
</ow : C ass>

Theow : al | Val uesFr omelement can be used to state that all values of a prop-
erty must be from the specified class.

<ow :Class rdf:1 D = "Lithiunl onCanera">
<rdf s: coment >
Li t hi um onCaneras are caneras that support Lithiumlon accus.
</ rdfs: conment >
<rdf s: subCl assOf rdf:resource="#Canera" />
<rdf s: subCl assCf >
<ow : Restriction>
<ow : onProperty rdf:resource="#hasBattery" />
<ow : al | Val uesFrom rdf : resource="#Li t hi um onAccu" />
</ow : Restriction>
</rdfs:subd assCOf >
</ow : Cl ass>

The ow : soneVal uesFr omelement can be used to state that the values of a
property can be from a specified class.
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<owl : d ass rdf: I D = "Vi deoDi gi cani >
<rdfs: comment >
Vi deoDi gi cans are Digicanms that support sone novie fornmat.
</rdfs: coment >
<rdfs:subd assOf rdf:resource = "#Di gi cani’ />
<rdfs: subd assCf >
<owW : Restriction>
<ow : onProperty rdf:resource="#nmovie format" />
<ow : soneVal uesFromrdf:resource = "#Mvi eFormat" />
</ow : Restriction>
</rdf s: subd assOf >
</ow : C ass>

In OWL 1.0 it is also possible to state constraints on theioalidy of values of
properties usingthewl : m nCar di nal i t y element, thew : maxCardi nal ity
element and thew : car di nal i t y element. For example, we can state that a
digital camera has to support at least on storage medium.

<owW : Cl ass rdf:about = "Digital Camera">
<rdf s: subd assCOf >
<owW : Restriction>
<ow : onProperty rdf:resource="#hasSt orageMedi unt' />
<owW : m nCardinality rdf:datatype=http://ww.w3. org/
2001/ XMLSchema/ #nonNegat i vel nt eger " >
1
</ow :mnCardinality>
</ow : Restriction>
</rdfs:subd assCOf >
</ ow : d ass>

Special Properties

In OWL 1.0 properties can also have properties. For instaweecan state that
a property is transitive using themM : Tr ansi ti vePr operty element, or the
ow : Symet ri cProperty element to state that a property is symmetric.

An important property for ontoX is the one to state that a propis functional, that

is that it has at most one value for each object. Such pr@seatie specified using
theow : Funct i onal Property element. It can also be stated that two objects
cannot have the same value for a property usingthle | nver seFunct i onal
Property element.

<ow : Functi onal Property rdf:about = "negapi xel" />

<ow : I nver seFuncti onal Property rdf:about = "nodel" />
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6.3 The Rule Generation Module of ontoX

The Rule Generation Module (RGM) of ontoX is responsibletfa generation of
extraction rules that can be used to identify candidateegtar the attribute-value
pairs generated by the OMM. Because, OWL 1.0 supports onkeal@fined set
of data types, at the present this module merely has to locdpppopriate regular
expressions for the stated data types.

However, for other ontology representation languages tB&Rvould have to
do alot more. For the oncoming standard OWL 1.1, which witisort user-defined
data types using a set of pre-defined data types, for exathpl&@ GM would have
to parse the data type definitions in order to generate quoreBng extraction rules.

6.4 The Extraction Module of ontoX

The Extraction Module (EM) of ontoX is responsible for applythe rules gener-
ated by the RGM and using them to identify candidate valueptoperties in the
ontology. The steps that are taken by the EM can be considetead main parts:
preprocessing step and extraction step. In the followingwlleexplain the partic-
ular tasks that are being performed by our method duringetives main steps.

6.4.1 Preprocessing

As in any other text processing task, several steps have takea to eliminate

noisy data from the input, which could affect the perfornmean the algorithm.

Further, preprocessing is needed to transform the inpatided a format that can
be processed more easily by successive modules. The pespiog phase of our
extraction method comprises the following particular step

Removing stop words

Natural language texts are usually loaded with words, datep-words, which do
not convey relevant information but occur frequently in taet, because they are
needed to build grammatically correct sentences. Becdubeio high frequency,
they often cause outliers in term frequency histograms awe o be eliminated
from the input text before starting the actual extractioaggh

As we evaluate our method with texts in English we determthedstop words
commonly used in English. Our stop word list contain thedeihg: 'a’, 'an’,
'and’, 'are’, 'as’, 'at’, 'be’, 'but’, 'by’, 'for’, ’if’, ’i n’,’into’, 'is’, 'it’, 'no’, 'not’,
'of’, 'on’, ’or’, 's’, 'such’, 't’, 'that’, 'the’, 'their’, ’then’, 'there’, 'these’, 'they’,
'this’, 'to’, 'was’, 'will’, 'with’.

Locating Data Type Occurrences

We stated earlier that data type properties represent our imi@rest w.r.t. ex-
traction, for they define the actual values of interest to Xteaeted. Therefore,
our whole method is centered around these ontological caenge. However, the
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XML Schema data types have different value spaces, whiocheafrom integers,
bytes, floats to more general data types such as strings.cleas, that the more
constraints stated about a property the easier will it bdeatify a particular text as
a value of that property. In order to rule out cases where #te types with wider
value spaces overlap data types with narrower value spaedsegin with locating
occurrences of the narrower ones. For example, we firstifgexsd: f | oat’s
and thenxsd: deci mal ’s in order to avoid cases where parts of a toke”
could be identified azsd: deci mal values (i.e., 5 and '0’), whereas it should
be identified as a whole to bexad: f | oat value (i.e., 5.0").

Values of data types derived from xsd:string are much mordédndo identify
then numbers and other data types that have fixed formatsefbine, simple pattern
matching methods cannot be applied on them. For these da#a,tgspecially for
the data type xsd:Name, we use a heuristic that computesithedentity probability
of a string. To compute this value, we consider the anomatdittge string that could
indicate that the string at hand is not a proper word, likewamlvers and characters
appearing in the same string, or mixed lower and upper casgeus characters.

Algorithm 1 Compute Named Entity Probability

Input: aset!/ = {sy,...s,} of strings that matches the definition of the data type
xsd: Nanme

Output: sorted sef’ = {s'1,...55}

1: for eachstring sin/ do
2 p:=0
3 for each character c in string do
4: if ¢ is an upper case characteen
5: p=p+1
6 else ifc is a digitthen
7 pi=p+2
8 end if
9: end for
10: end for
11: I' — sort strings inl according to theip value
12: return I’

In the next section we will see, how our algorithms and héeasapproach the
task of extracting the kind of information as it was formeldtn the input ontology.

6.4.2 Extraction

The extraction phase is the actual phase where the locatadtyjse values are
going to be assigned to corresponding properties in thdaytoFigurd 6.b depicts
the sample input data we used (compare Figure 6.3) aftemrémeqressing phase.
As you can see, all the stop words have been removed and allrences of data
type values that are allowed in OWL 1.0 are underlined. W& tostep further and
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highlighted also the keywords that were present in the texitrfalerlining them with
two lines (i.e., 'megapixel’, 'optical zoom’, 'digital zow’, 'inch’, 'LCD’).

5.0-megapixel D-595 Zoom combines power manual control convenience
easy-to-use design incredible results. Featuring manual control
shutter speed aperture options, 3x optical zoom 19 shooting modes,
D-595 Zoom <combines manual settings ease of point-and-shoot,
packing high-end advanced features affordable, easy-to-use compact
camera.

3x optical zoom lens (38-114mm equivalent 35mm photography f2.8 -
£f4.9) combines 4x digital zoom deliver total 12x zoom so virtually
photo opportunity out of reach. super macro mode possible capture
amazingly small details, tiny date back penny, from close 0.8
inches.

TruePic TURBO super-charged image processor significantly enhances
image quality processing speed. Users experience rapid startup,
shutter release playback, capture sharper, more realistic images.
One greatest benefits digital photography ability compose review
images LCD, allows users accurately frame photographs make on-the-
spot decisions about saving deleting them. ensure users can easily
view subject frame best-shot possible, D-595 Zoom has, 85,000
pixel 1.8-inch Semi-Transmissive TFT ILCD - easy viewing even
bright sunlight.

Figure 6.5: Sample input data after preprocessing

Now we have to assign appropriate values to the propertiggiontology that
the identified keywords belong to. For that purpose, we avkitg for values that
are conform with the predefined data type of the propertyatt, fwe are looking
for the first such value at the left side and the right side oéanord occurrence,
because it is more likely that the values are located neakelgerords. For the
keyword 'megapixel’ that must have a value conform with #sdt, we have the
value '5.0’ at its left and no appropriate value at its ridigcause there is a sentence
boundary between the keyword and the next valid value ('S9.we can add the
value '5.0’ into our list of candidate values for the propeimnegapixel’ in our
input ontology. The heuristic used to choose appropriatelidate values for each
keyword occurrence is formulated in Algorithih 2.

A property may have been provided with more than one keywonghich case
every occurrence of each keyword would be encountered kectalandidate values
in the input text. While collecting candidate values, outimoel marks them with a
level of evidencehat is computed as

if d >0
ifd=0

whereasd is the distance of the candidate value from the keyword oeoage in
terms of the words that lie between them. This inverse digténnction is used to
favour data type values that are near to the keyword oveesatat are more far

(6.1)

— Q.

evidence = {
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Algorithm 2 Select Candidate Values
L, — List of all keyword occurrences ihnput
L, — List of all data type occurrences imput

1: for eachkeywordk in L, do

2: r « k.datatype > look up the data type of keyword e.g., xsd:float
3: dp < K.property > look up propertylp to which keywordk belongs
4: repeat

5: ¢ <+ next token at the left

6 until ¢; is a valid value or a sentence boundary

7: repeat
8: ¢, < next token at the right
9: until ¢, is a valid value or sentence boundary
10: if ¢, == sentence boundary angdis notthen
11: candidatevalue= ¢,
12: else ifc, == sentence boundary andis notthen
13: candidatevalue= ¢
14: else > both,¢; andc, are valid values
15: ¢.evidence = compute evidence fay
16: ¢,.evidence = compute evidence far,
17: if ¢;.evidence > c,.evidence then
18: candidatevalue= ¢
19: else ifc,.evidence > ¢;.evidence then
20: candidatevalue= ¢,
21: else > both values have the same evidence
22: if r == xsd:string or a derivative of xsd:strinigen
23: candidatevalue= ¢,
24: else
25: candidatevalue= ¢
26: end if
27: end if
28: end if

29: add candidatevalue to the list of candidate values@f
30: end for
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away. If a keyword and an appropriate value are part of theedaken in the input
text, the distance i8 and the evidence would e The token '5.0-megapixel’ is an
example for this case, as the appropriate vafu@ and the keyword 'megapixel’
are part of the same token. If a value with an evidencé bés been found, the
algorithm would not look any further and will assign the vato the property in the
ontology to which the keyword belonged.

If the same data type value appears more than one as a canftidatcertain
property, the level of evidence of this value is being changethe maximum be-
tween them:

evidence = mazx(evidence,y, eVidence,e,) (6.2)

After having identified all candidate values for a certaiogarty in the ontology,
we have to choose the final result from these. We already oresdithat OWL al-
lows the definition of functional properties (i.ewl : Funct i onal Property)
that is, properties that can have only one value. For thesaskof properties our
method chooses the candidate value with the highest coohputdence. For other
properties it presents all candidate values whose eviderecabove a user defined
threshold.

For our sample input text in Figufe .5 we would have the foilg attribute-
value pairs and their candidate values with decreasing afdbeir computed evi-
dence.
<Model Name, xsd:Name

CandidatesD-595 Zoom, Semi-Transmissive TFT, TruePic TURBO

Final Decision:D-595 Zoom
<Megapixel, xsd:float

Candidates’5.0, 1.8

Final Decision:5.0
<Display size, xsd:float

Candidates:1.8, 0.8

Final Decision:1.8
<Optical Zoom, xsd:decimal

Candidates3, 19, 4

Final Decision:3
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<Digital Zoom, xsd:decima}
Candidates4, 12

Final Decision: 4

6.4.3 Change Detection within ontoX

In the previous section we described our method to extrgmtogpiate values for
our properties in the ontology. But as many application §ieddd domains have
a dynamic nature, it is possible that parts of the ontology/lweicome out-of-date
after a certain amount of time. We think that it is essentigbtovide ontology-
driven systems with means, which are able to detect suchgelsan the concep-
tualisation. Therefore, we stated earlier (see Seéfiodlpthat ontologies have to
be enriched with several additional components, likes@srcelink_components
changecomponentsandvalue changefrequency

In the context of our ontology-driven IESs we do not perfomtotogy learn-
ing, therefore we do not neesburcelink_componentshat represent links between
ontological structures and input files in a data corpus frolictv they had been
extracted. Such link components are useful in settings evtier used ontology is
being generated (semi-) automatically, because changie ifile corpus, like as
the removal of files, can be used to change the ontology in ahatyt reflects the
information in the updated file corpus.

In many application fields, it may be required to adopt thelmgy to changes
in the environment by looking at the input files provided be tiser. Our aim
by developing our extraction method, however, was not taigeosophisticated
change management support that covers, for example, @ddoflanctionality for
changes. We think that such a functionality is not suitahlé whe nature of IE,
because the ontology itself represents besides the caradisption of the domain
of interest also the task specification. Although, it is pldesto change parts of the
ontology that do not contribute to the task specificatias (iontological constructs
whoserelevanceproperty is stated to béalse) automatically we think that it is
more appropriate to leave this task to the ontology engjrmmause the effects of
an automatic change in the ontology on the task specificasiomot foreseeable.
There would be always the danger, that the system would tdiéoontology to a
certain amount of input data at hand, leading to a bad oveeafbrmance of the
system for unseen input data.

Therefore, we think that in our setting it would be sufficiengienerate a log-file
that shows which ontological constructs became out-aé-dar time to suggest to
the user to change the ontology because it apparently osrtanstructs that do not
occur in the input files anymore.

Our heuristic to detect out-of-date constructs works in g that incorporates the
propertyvalue changefrequencyand the amount of time over which a property in
the ontology did not occur in the input files. There are twaiealthat the property
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value changefrequencycan havefrequentandstable Properties that are marked
asfrequentare properties that may or may not occur in input files. It widag in-
correct to suggest that such a property became out-of-éasause it did not appear
in the input files over a short amount of time, because thelogyoengineer told
the system in advance that such a thing could happen.

However, if a property is marked atableit conveys the information that values
of this property will most likely appear in input files consetly. So it would be
correct to suggest that such a property became out-of-tidteid not appear in
input files over a short amount of time. If an ontological doumst is not given a
value for its’value.changefrequencyproperty, our system assumes per default that
it is stable

The first idea was to decrease the value that indicates tloapilay that a cer-
tain construct in the ontology is still accurate (propextguratg for let's say 20%
every time a construct did not appear in the input data. lieiarahat such a course
of action would not lead us to satisfactory results, bec#@udmes not encounter the
predicted value change frequency of the construct and alstha confidence level
of the construct, which indicated the level of confidencedhtlogy had for this
construct at the first place. Therefore, we adjusted ouraddalefined our function
to determine the value of accuracy as follows:

(accuracyoq/5b) * value_change_frequency

ACCUT ACYpew = ACCUTACYold—

con fidence_level (6.3)

This function ensures that the value of accuracy decredse$aater pace for
constructs that are said to be 'stable’ than for construws @re predicted to be
'frequent’ anyway. The function also ensures that the valeereases at a slower
pace for constructs of which the ontology engineer was meraic.

Having the accuracy computed for each construct after egeimaction, the
system generates a log file where it lists the constructsimtitology according to
their accuracy value in increasing order, so that the ogtongineer may take a
look and decide whether to change the ontology or not.

6.5 Limitations

Our focus in this work was on providing an extraction methioat tan extract in-
formation from natural language text without using any kremge resource but an
input ontology. We thought that such a system would be udefupeople with
light-weight extraction demands and who are not familiahwgenerating all kinds
of knowledge resources (e.g., gazetteer lists, extractitas, etc.) or do not have
access to linguistic processing resources (e.g., paspeéch tagger, etc.) some
other state-of-the-art IESs require to perform feasible IE

Because, of these decision at the beginning of our work, we halive with
some limitations, which can be overcome if several requamis on the input on-
tologies are reconciled.
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e The provided keywords have to be chosen carefully, beceseate the trig-
ger words using which our method locates candidate valdeise luser pro-
vides the properties in the ontology with inappropriatevkesds, the system
can not extract correct values.

e The ontology should contain as much information as possdgarding the
constraints on property values that could decrease thesilple value space.
For example, if it is known that values of a particular prapean have only
values greater than 1, then its datatype shoulddsE posi ti vel nt eger
instead of jusksd: i nt eger or other data types with a wider value space.

So we can say, that the performance of our proposed methbdlydgpends
on the quality of the input ontology. If the user can provitde system with an
ontology that reconciles the requirements stated aboeergbults of the system
will be as outlined in the next section of our experimentalits.



Chapter 7

Experimental Results

You can't bargain with the truth
'Cause whether you're right or you're wrong
We're going to know what you've done
We're going to see where you belong -
in the end

And good’s going high,
And evil's going down - in the end

In The End - Yusuf Islam

In this chapter, the evaluation results of our proposed ateth extract information
from natural language text using ontologies formulated WLO1.0 (Web Ontol-
ogy Language) are presented. Fortunately, the IE commauaitylook back on a
relatively long history of evaluation research (see Sedid), which resulted in a
variety of evaluation measures that became a standard lowgetars, such as pre-
cision and recall (see Sectibnl.4). So, we will use theselatals and will present
the extraction results of the developed system in termssafeitall and precision
values.

We stated earlier (see Sectibnl5.2) that the use of ont@agieonjunction
with IESs will increase not only the performance of the systgbut also their
scalability and portability. To prove that the system igs&sit to changes in the
task specification (i.e., the ontology), we change the ogtplve used for the first
part of our evaluation to extract also additional inforroatand present the results.

Another aspect of our proposed method is that it suggesisdingtructs are ei-
ther not relevant anymore or that they are not provided wpttrapriate keywords,
when they do not occur in the input data for a certain amoutiteé. These sug-
gestions are then presented to the user and she can decatétorpchanges on the
ontology or not. In this chapter we also state some resulteweeuntered during
the evaluation of performance regarding our change detefiinctionality.

81
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7.1 Evaluation of Performance

In the first part of our conducted evaluation we will focus ba performance of our
proposed extraction method that utilises only a relatigahall ontology to extract
relevant facts from natural language text documents.

We have chosen the domain of digital cameras, because afptdgrity nowa-
days and the fact that its nature can be captured using gmrsloWe collected a
set of 137 digital camera reviews from the \¥ét natural language text, with over
57,000 words. The ontology that we have generated for odu&ian and which
represents our task specification is depicted in Fimamﬂi states that we are in-
terested in the model name, the number of megapixel, theadand digital zoom
factor, and the display size of a digital camera.

Model Name::xsd : Name

trigger words:

Megapixel::xsd: float

|
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camera

| Digital Zoowm::xsd:decimal
| trigger words: digital zoom

| Opticat Zoom::xsd:decimal

| trigger words: optical zoom
|

Figure 7.1: Graphical representation of our digital camera ontology

Our aim with this evaluation is to see whether it is sufficientan IES to know a
few keywords and the correct data type of a property to betaldetract appropriate
values for them from natural language text documents. Towesgour ontology con-
tains two properties with the data tyged: f | oat (i.e., 'megapixel’ and 'display
size’), two properties with the data typed: deci mal , and finally one property
with the datatypexsd: Name. Whereasxsd: f|1 oat andxsd: deci mal can
have only predefined values that lie in the value space afdeénitions, things are
different forxsd: st ri ng derived data types assd: Name. Strings can have any
value, because they are defined as sequels of charactenst éntoaction method

http:/iwww.steves-digicams.com/
2The corresponding OWL 1.0 document for this ontology canchmd in Appendix A.
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we used a heuristic to determine a value that might indicate likely a string is
actually a named entity.

Another aspect we want to evaluate with this first phase,asugage of onto-
logical relations for the extraction process. For thatoeasve did not provide the
property 'Model’ with any keywords that would indicate theepence of an appro-
priate value in the text. In such a case, our method had toitotiie neighbourhood
of occurrences of other properties’ keywords for apprdpnalues.

Table[Z1 depicts the results of our extraction method far amllected data
corpus and the ontology as in Figlirel7.2 in terms of the stanelaluation metrics
Recall and Precision:

C
Recall = N (7.1)

¢
C+1

, whereadN is the number of how many times a property was actually ptasen
the documentC is the number of correctly extracted values, &mglthe number of
incorrectly extracted values.

Precision = (7.2)

Number Correctly Incorrectly | Recall| Precision
of Identified Factg Identified Factg
Facts
Model 137 110 28 0,79 0,79
Megapixel 137 70 63 0,51 0,52
Optical zoom| 124 105 22 0,84 0,82
Digital zoom 13 6 6 0,46 0,46
Display size 113 93 23 0,82 0,80

Table 7.1: Evaluation results for the digital camera ontology in Figure 7.1

Analysing the results, we must admit that we had expect begtailts for the
property 'Megapixel’ because the keywords for that propare relatively clear and
occur consistently in input documents and its value spaaks@snarrow. However,
we figured that the cause for these results was that somemsewgentained the
megapixel information as decimals and sometimes as floats ® megapixel’ vs.
'5.0-megapixel’) and sometimes even in letters (e.qg., fiv&herefore, we think
that it is essential for the generation of extraction org@e to have more means to
define data types of properties.

On the other hand, the results for the property 'Model’ wepéeasant surprise.
We did not expect our method to locate appropriate valueshisrproperty that
well, which was not even provided with any keywords. The oeaf®r this, must
be that the model name of a digital camera appears relatftdy in the text and
therefore falls more often in the neighbourhood of othemkayls occurrences.

The number of incorrectly assigned values for the 'Digitabm’ property is
due to data type occurrences that could not be assignedit@tiggnal properties.
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For example, often when the megapixel of a camera was givelsi,as was not
assigned to the property 'Megapixel’ but to the propertygital Zoom’ if its key-
word was near this value occurrence, because the data typegithl Zoom’ is
ow : deci mal . Again, better means to state data types can decrease theenum
of incorrect values, leading to better precision results.

We stated earlier that the use of ontologies in conjunctiith IESs can increase
not only the performance of IESs, but also their scalabéitg portability. To eval-
uate this statement we changed our ontology in Figure 7.2pcesent the task
specification where we are interested in three more pregseofithe same concept.

7.2 Evaluation of Scalability and Portability

To evaluate how our method reacts to changes in the taskispéion, we changed
our task specification that we used for the evaluation ofyilseesns’ performance in
the previous section. The new specification states, thattem has to extract also
the type of storage medium a digital camera supports (d3Rixture Card, etc.),
the kind of power supply it has (e.g., Lithium lon Battery.gtand also information
about supported video formats (e.g., MPEG format, etc.g ditology that covers
this specification is depicted in FigUrela.2

Model Name::xsd : Name

trigger words:

_______________________

Display size:xsd: float

trigger words: Lled, display,

Digital

|
|
Zoowm:xXsd:decimal :
trigger words: digital zoowe

|

, |
Optical I
Zoom::xsd:decimal :
trigger words: optical zoom :
|

______________________

®Battery : Xxsd:Name

trigger words: battery, power

Movie Format : xsd:Name

trigger words: movie

Figure 7.2: Graphical representation of our extended digital camera ontology

3The corresponding OWL 1.0 document for this ontology candoml in Appendix A.
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Table[Z.2 contains the results of our extraction methodHfersame data corpus
and the changed ontology as in Figlrd 7.3 in terms of the atdraValuation metrics
Recall and Precision:

Number Correctly Incorrectly | Recall| Precision
of Identified Factg Identified Facts
Facts
Model 137 110 28 0,79 0,79
Megapixel 137 70 63 0,51 0,52
Optical zoom 124 105 22 0,84 0,82
Digital zoom 13 6 6 0,46 0,46
Display size 113 93 23 0,82 0,80
Storage 61 15 56 0,25 0,22
Movie Format 56 41 59 0,73 0,41
Power Source, 60 26 64 0,43 0,28

Table 7.2: Evaluation results for the extended digital camera ontology in Figure 7.2

As you can see from the first five rows in Tablel 7.2 that the \wafaethe first
five properties mainly have not changed during this secomdgbaur evaluation.
We think that this would have been different, if the propestwith which we ex-
tended our first ontology would have contained propertigb tiie same data types
as the already existing ones. In such a case, the number @f@ctly assigned
values could have decreased, because our method woulddiaee tiess confusion
regarding all the appropriate values at hand.

The relatively bad results for the property 'Storage’ shdws the choice of
inappropriate keywords for properties can affect the parémce of the system. On
the other hand, we had not that much options to choose fromfig¥eed that the
keyword 'storage’ is used apparently in another context @ Veading to a lot of
incorrectly identified values, which was fostered furthgrthe rather large value
space that the data typesd: Nane was allowing. The same can be said for the
large number of incorrectly assigned values for the progeitovie Format’ and
'Power Source’. The fact that all of them allow values frora #sd: Nane value
space, lead to a lot of candidate values, with some of therarapfly very close to
the keywords.

However, the aim with this phase in our evaluation was to Ibow difficult
it is to make the system extract information for a differeatkt specification. As
such a change only requires the change of the input ontologyat the IES itself,
we conclude that the scalability and portability of ontoledyiven IESs are indeed
much better than of regular IESs.

As a concluding remark regarding the extraction perforreariour method, we
can say that the performance highly depends on the qualitiyeoinput ontology.
With quality we mean the right choice of keywords for the pdijgs and the right
choice of data type value. Obviously it is helpful to know t@ldi bit about how
relevant properties appear in the input text in order to geean ontology that
represents the right level of generality.
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To make it clear how changes in the ontology can affect thaltess output, we
changed our input ontology as in Figlirel 7.3 where we statdtmovie format can
be one of 'Quicktime’, 'AVI’, or ' MPEG’ by defining 'MovieFomat’ as a class and
the three mentioned movie formats as its instances. Fustleestated that storage
medium can be one of 'SD card’, 'xD card’, or 'MemoryStick’ lgfining 'Stor-
ageMedium’ as a class and the three mentioned memory caitdsragances. Even
with these minor changes we can see a significant improveimém performance
of our IESs for these properties as can be seen in Tafle 7.3.

_______________________

|
|
L trigger words: megapixel,
| million pixel

e e —— — g

| optical Zoom::xsd :decimal
[}

ploital Zoom::xsd: decimal

trigger words: digital zoom

Digital
Camera

| trigger words: optical zoom
|

7
\

Battery : xsd :Name

trigger words: battery, power

Figure 7.3: Graphical representation of our digital camera ontology

Number Correctly Incorrectly | Recall| Precision
of Identified Factg Identified Facts
Facts
Storage 61 51 6 0,83 0,89
Movie Format| 56 56 0 1 1
Power Source 60 26 64 0,43 0,28

Table 7.3: Evaluation results for the corrected digital camera ontology in Figure 7.3
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7.3 Evaluation of Change Detection

Another aspect of our method was the ability of basic chaegeation in the extrac-
tion interests of the user. We stated the heuristic our nte#ipplies to determine
the probability of accuracy of properties to identify prapes or concepts that do
not appear in the input text over a certain amount of timeeAdévery extraction,
the user will be given a list of all ontological constructsnireasing order of their
accuracy level, so that she can change the ontology if nagess

Low accuracy levels can mean either that the interests afiske has changed
with regard to the relevant data that she wants to be extrdicen the text, or that
the ontological construct is not appropriately defined ia ¢éimtology, so that the
extraction method cannot make use of it to identify the ideshkind of information
in the text. One example for the latter case could be that peptpis provided with
keywords that are not appropriate to locate relevant vdtras

During the course of our evaluation phase we looked at theracg levels of
our ontological constructs at certain points of time. As barseen in Table4.1 and
Table[Z.2, values for the 'Digital zoom’ property appeaheatinfrequently in the
input texts. So we assume that this property will be at theofdpe level at most of
the times we look at the suggestions of our method.

Normally the accuracy of an ontological construct is coregutising its old
accuracy, its value change frequency, and its confidena. |&hhe value change
frequency and the confidence level are both properties ohéslagical construct
that have to be stated by the ontology engineer during thergéan process of the
extraction ontology. For the case where the ontology emgidees not state values
for these properties, default values are used instead. @taeiltlvalue change fre-
guency is 'stable’, assuming that the construct reallyes@nts relevant information
and therefore will be present in the input texts. The defeallie for the confidence
level is 1, assuming that the ontology engineer is sure ath@upresence of this
construct in the ontology. These default values are beirgl fier our extraction
ontology as well, because we choose not to state valuesdee hroperties of our
ontological constructs.

Starting to use an extraction ontology for the first time, to@structs in the
ontology are being marked with an accuracy of 1. After thatheextraction will
initiate the re-computation of this value, using the beforentioned properties.
Every time a property does not occur in the input text, itsusacy will decrease
with a pace related to its value change frequency and coridienel.

After the first ten input texts had been extracted, our metieturned the fol-
lowing accuracy list:

0, 129 accuracy of 'Digital zoom’
0, 36 accuracy of 'Optical zoom’
0, 6 accuracy of '"Megapixel’

1 accuracy of 'Model’

1 accuracy of 'Display size’
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Looking at such a list, the user can see that the 'Digital Zommperty is not
well represented in the input texts, indicating either tihat property lost its rel-
evance over time (i.e., the domain of interest had changed towme) or that the
keywords or the data type of this property are not suitablextoact the desired
information. Both cases require the user to look at the itgxts and the ontology
to figure out which one of these is actually true.

We think that this approach to change detection is necessatsufficient for
the use within IESs. More sophisticated approaches, fomplato change the
ontology automatically, is not an issue within IESs. Thisriainly because the
input ontology represents the interests of the user, andgihg@ it would be like
imposing the systems’ views on the user. Such automatictatiaps would also
yield to an ontology that is tailored just for the input teatdhand, whereas it could
have been already at the correct level of generality to exera much information
as possible and a change would only worsen the overall pegioce of the system.



Chapter 8

Summary and Future Work

Maybe there’s a world that I'm still to find
Open up o world and let me in, then there’ll be
a new life to begin

Maybe There’s A World - Yusuf Islam

In this work, we presented our approach towards ontologyedrES that takes an
ontology as input and utilises its pre-defined semanticxpdoe as much infor-
mation as possible of the underlying conceptualisatiomefdntology. Using this
information it is able to extract information from naturahuage text.

The system as it is, can be seen as a scalable and portabled&zgbise to adopt
the system to a changed specification or a new domain, onlyrttedogy has to be
changed. This task is easier for an ontology-driven apprtan for the knowledge
engineering approach or the semi-automatic training aggtrto IE. Because in the
case of the former, a human knowledge engineer has to adegixtraction rules
given in a rule representation language that is known to Aind in the case of the
latter, a human annotator has to annotate the whole dataséngm scratch or has
to go through all the documents in the corpus to change hertanons.

Some domains require better performing IESs and therdfsrikiely that some
IES developers will tailor their systems for only a partenutiomain at hand. But
although this would cause a decrease in the portability ®fgstem, it still would
be easier to scale, compared to the other approaches toieF,umany domains
have similar characteristics. In such cases the portaisiibuld also be not a real
problem (e.g., digital cameras vs. digital video cameras).

It should also be stated that generating ontologies todagush more eas-
ier then generating extraction rules or making annotatmmé$arge data corpora.
Whereas, the generation of extraction rules requires a kettge engineer who is
familiar with the particular rule representation languagetologies can be gener-
ated using ontology editing tools which require no knowkedbout the underlying
syntax of the ontology representation languages. As sutthlagies can be gener-
ated by a larger community of people, widening the applicafield of ontology-
driven IESs.
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8.1 Summary

In the introduction of this thesis we stated our researclstipres to be addressed
in the course of our work. In this section we will summariseatwve were able to
discover in our quest for satisfying answers.

Research questions regarding effects of ontologies on IESs

How can ontologies be utilised to address main challengég 8§, such as per-
formance, portability, and scalability?

Ontologies can be used to represent the context in whichellegant kind of in-
formation is naturally embedded in. So, they can serve ds, laospecification of
relevant information the system has to look for and a conmdisiation of the do-
main of interest. By providing the IES with such context kihesge, the system
is able to rule out incorrect answers and thus increase iterpgance. Further,
by putting the specification and domain knowledge in an agigl which can be
seen as an external and independent component from themsyistis achieved
that application-specific knowledge became explicit. Cfemnin the specification
require only changes in the ontology and not the systent,tgielding to better
scalable IESs. The same fact can also yield better potiglbkecause to provide
extraction for a different domain, the ontology can be cleahgp that it represents
the new specification and the new domain.

Is it possible to develop an unsupervised and automatic Ithodk that utilises
no other resource but an input ontology?

Given the well defined semantics of existing ontology repnéstion languages it
is indeed possible to utilise ontologies to develop aut@n&Ss. Our experimen-
tal results (see ChaptEr 7) showed that an IES can yieldbleasasults even if it
uses only an input ontology and no other knowledge resolna@edardinary IESs
use, such as lexicons, parsers, etc. The only thing thatchlas provided to the
system is apparently the input ontology. When this is gdedray a human, it will
be more likely at the right level of generality. Howeverstbannot be compared to
other approaches to IESs where the human intervention thkegserm of generat-
ing extraction rules using a particular rule representaamguage, or of annotating
large amounts of data. Rather, the user has to develop a entalbgy represent-
ing her interests with respect to a certain domain and camellgause well-known
ontology development frameworks. In that way, the applicetield of our method
is widened, because it enables the 'common’ user to statactixin specifications
that goes beyond simple keyword search.

Are there certain requirements to the content of ontologieen they are going
to be used in conjunction with IESs? If yes, what are they aowl tan they be
reconciled?
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In the course of our work we encountered that for many apjpdicafields, re-
searchers propose the use of additional knowledge thathelgystem to perform
its task more accurately. The field of IE turns out to be oneheté application
fields, because of its complexity and because of the contplekihe ontology life-
cycle itself. In our case we had to provide the system, firallpfvith trigger words
(i.e., keywords) for the sought after components in the logo The second im-
portant thing, was to specify value constraints so that yiséesn could narrow its
search range from almost everything to, for example, integebers.

We also encountered that it can be very useful to mark onicdbgomponents
with confidence levels. For example, when the same valuesigraable to two
components at the same time, the component will be chosehichwhe ontology
engineer was more certain. The system uses these confidsete dlso to predict
whether the extraction interests of the user has changedimesor not. Our system
makes use of a method that decreases the accuracy of angioabloomponent
when it does not appear in the input files according to a madtieai function
that uses the pre-defined confidence level and informationtabe components’
predicted behaviour over time.

Research questions regarding the maintenance of ontologevithin IESs

How to detect out-of-date ontological components in a doméinterest?

As mentioned before, the detection of out-of-date onta@algtomponents can take
several forms depending on the type of the ISs at hand. Inase,avhere we have
an IES, the most straight forward way to detect that an ogtoé component is not
relevant anymore is to monitor its appearance in the inpag tiver time. However,
during our work we encountered that pre-defined knowledgmitatine predicted
behaviour of a component can be very helpful to decide whethehange in the
appearance frequency is really an indicator that the coentdrecame out-of-date

or not. Therefore, we suggest that the user of our systemigmoark the com-
ponents in the ontology as ’stable’ or 'frequent’ indicatiat the component will
likely occur in the input files consequently (i.e., stablejhat its appearance in the
input files are rather unpredictable (i.e., frequent). @ering this value change
frequency and the confidence level of an ontological congtaur system com-
putes theaccuracyof each component after a extraction is being performed on an
input text. If theaccuracyof a component reaches a given threshold the system can
suggest that it became out-of-date.

How to query/monitor the changes themselves?

As mentioned in Sectidn 3.3.2 there are several ways tosept@ntology changes.
In our context, we decided that it is not desirable to chahgeontology automat-
ically. Rather, we present the user suggestions of chahgésauld be performed
on the ontology, because either the conceptualisationdteeged or the extraction
interest of the user has changed.
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How to apply changes to the ontology? Automatically or méig@a

In cases where the ontology is being generated using a cofpil@main relevant
documents, changes can be detected by monitoring chantesdorpus itself and
applied automatically. In our case, however, we use alreadsting ontologies to
extract information form input documents and do not perfarm automatic ontol-
ogy learning. So, our only source that represents the doofiaterest are the input
files the user provides us to extract information from. Onghtthink that the on-
tology could be changed when certain components are nagirasthe input files
over a certain time anymore. However, we think that this itinat good an idea in
the context of IESs, because it would adopt the ontology eédrtput files causing
over-fitting. Therefore, we decided that the ontology, rnyabecause it represents
the task specification, should not be changed by the sysigmonly by the user.

The only changes in the ontology performed automaticallyoby IESs is to
compute new values for properties suclaasuracy These changes only affect the
displayed results of the extraction process and do not eéhtregconceptualisation
represented by the ontology. The system then lists the coems of the ontology
by their accuracy in increasing order and suggests that onars with a low ac-
curacy should be changed in the ontology. However, the eaidida is going to be
made by the user of the system.

8.2 Future Work

In this section, we want to point out directions for futurertvan the field of

ontology-based IE that resulted from the research we haxe dothe course of
this thesis, because we think that a lot of work has to be dornieis field to con-
vince users that it is indeed beneficial to use ontologiesmunction with IESs.

Developing an extension to OWL for IE

In this thesis we proposed several properties that shoulgsed to enrich the ex-
isting components of OWL to represent conceptualisatidt®vever, we did not
developed an extension to OWL that covered these propefites reason for that
was mainly because this work aims to give insights in the ilisaand benefits of
ontologies when used in conjunction with IESs. To developxension for a par-
ticular ontology representation language would thereff@reut of the scope of our
work.

However, we think that the more OWL becomes the quasi stdrfdarepre-
senting ontologies among the Al community, such an extensauld be useful
for researchers interested in IE and thus worth the effotte difficulty of such
an attempt should not be underestimated, because the gewehb of an extension
would require the development of appropriate reasonetsctra handle the new
components. Further, it would also require the extensioexadting APIs or the
development of new APIs to make the integration of ontolegid ESs possible.
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An extension to OWL for IE should contain means for the foliogy
e User-defined data types
e Quality properties
e Temporal properties

e Linguistic properties

Incorporating linguistics

Another possible direction for future work would be the irfmaration of linguistics
into the extraction process. For that, the ontological congmts could have to be
enriched with linguistic information, for example the paftspeech tag for possible
values of a certain property. Of course, the IESs would haveetdeveloped in a
way that it can process this kind of knowledge. Further, iilsidoe necessary to pre-
process the input files of the system linguistically, to asteassign part-of-speech
tags to the words in the input files.

Such an attempt would especially be useful for domains wiereata types of
the relevant information are mainly strings.

Utilising intentional knowledge for better extraction results

In our proposed method we focused only on the extensionalleuge present in
ontologies but merely neglected the intensional knowlgdge instances) if they
were not directly related to properties of interest (ioaM : Obj ect Property).
However, intentional knowledge could turn out to be usefuhall. An IES could
compare its identified candidate values with existing valieinstances and could
make decisions based on some similarity measurement.



Appendix A
Example Ontologies in OWL

OWL Representation of the Basic Digital Camera Ontology

<?xm version="1.0"?>
<! DOCTYPE rdf : RDF [
<IENTITY rdf "http://ww.w3. org/ 1999/ 02/ 22-r df - synt ax- ns#" >
<IENTITY rdfs "http://ww.w3. org/ 2000/ 01/ rdf - schema#" >
<IENTITY xsd "http://ww. w3. org/ 2001/ XM_.Schema#" >
<IENTITY oW "http://ww. w3. org/ 2002/ 07/ oW #" >
1>

<r df : RDF
xm ns =" &owW ;"
xmns:ow ="&ow ;"
xm : base ="http://ww. w3.org/ 2002/ 07/ ow "
xm ns: rdf ="&df;"
xm ns:rdf s="&rdfs;"

<ow : Ont ol ogy rdf: about="">
<rdfs:conmment > An ontol ogy representing ny interests with regard to
di gital caneras.
</rdfs: comment >
</ ow : Ont ol ogy>

<ow :Class rdf:ID = "digital _canera">
<rdfs:conment> digital canera </rdfs:coment>
</ow : Cl ass>

<ow : Dat at ypeProperty rdf: | D="nodel ">
<rdf s: conment ></ rdf s: corment >
<rdf s:donmain rdf:resource = "#digital _canera" />
<rdfs:range rdf:resource ="&xsd; Nane" />

</ oW : Dat at ypePr operty>
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<ow : Dat at ypeProperty rdf: |1 D="di spl ay">

<rdfs: comment >l cd, LCD, display, screen, inch, liquid, crystal
</rdfs: coment >
<rdfs:domain rdf:.resource = "#digital canera" />

<rdfs:range rdf:resource ="&xsd; float" />
</ oW : Dat at ypePr operty>

<ow : Dat at ypeProperty rdf: | D="nmegapi xel ">
<rdf s: conment >negapi xel , Megapi xel , MegaPi xel mllion pixel </rdfs:conment >
<rdf s:donmain rdf:resource = "#digital _canera" />
<rdfs:range rdf:resource ="&xsd; float" />

</ ow : Dat at ypePr operty>

<ow : Dat at ypeProperty rdf: |1 D="optical _zooni >
<rdf s: conment >opti cal zoom Optical, optical, zoonxk/rdfs:coment>
<rdfs:domain rdf:.resource = "#digital _canera" />
<rdfs:range rdf:resource ="&xsd; decimal" />

</ oW : Dat at ypePr operty>

<ow : Dat at ypeProperty rdf: I D="digital _zooni>
<rdf s: conmment >di gi tal zoonx/rdfs: conment >
<rdfs:domain rdf:.resource = "#digital canera" />
<rdfs:range rdf:resource ="&xsd; decimal" />

</ oW : Dat at ypePr operty>

</ rdf : RDF>
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OWL Representation of the Extended Digital Camera Ontology

<?xm version="1.0"?>
<! DOCTYPE rdf : RDF [
<IENTITY rdf "http://ww. w3. org/ 1999/ 02/ 22-r df - synt ax- ns#" >
<IENTITY rdfs "http://ww.w3. org/ 2000/ 01/ r df - schema#" >
<IENTITY xsd "http://ww.w3. org/ 2001/ XM_Schema#" >
<IENTITY oWl "http://ww. w3. org/ 2002/ 07/ oW #" >
1>

<rdf : RDF
xm ns =" &ow ;"
xmns:ow ="&ow ;"
xm : base ="http://ww. w3. org/2002/07/ ow "
xm ns:rdf ="&df;"
xm ns: rdf s="&rdfs;"

<ow : Ont ol ogy rdf: about="">
<rdfs: comment> An ontol ogy representing nmy interests with regard to
di gital cameras.
</rdfs: coment >
</ ow : Ont ol ogy>

<ow :Class rdf:ID = "digital _canera">
<rdfs:comment> digital canmera </rdfs:coment>
</ow : Cl ass>

<ow : Dat at ypeProperty rdf: | D="npdel ">
<rdf s: conment ></ rdf s: corment >
<rdfs:domain rdf:.resource = "#digital canera" />
<rdfs:range rdf:resource ="&xsd; Nane" />

</ ow : Dat at ypePr operty>

<ow : Dat at ypeProperty rdf: | D="di spl ay">

<rdfs: conment >l cd, LCD, display, screen, inch, liquid, crystal
</rdfs: coment >
<rdfs:domain rdf:.resource = "#digital _canera" />

<rdfs:range rdf:resource ="&xsd;float" />
</ ow : Dat at ypePr operty>

<ow : Dat at ypeProperty rdf: | D="negapi xel ">

<rdf s: conment >negapi xel , Megapi xel , MegaPi xel, m|lion, pixel
</rdfs: coment >
<rdf s:domain rdf:resource = "#digital _canera" />

<rdfs:range rdf:resource ="&xsd; float" />
</ oW : Dat at ypePr operty>
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<ow : Dat at ypeProperty rdf: 1 D="optical _zooni >
<rdf s: comment >opti cal zoom optical, Optical,

zoonx/ rdf s: conment >

<rdf s:donmain rdf:resource = "#digital _canera" />

<rdfs:range rdf:resource ="&xsd; decimal" />
</ oW : Dat at ypePr operty>

<ow : Dat at ypeProperty rdf: I D="digital _zoon>
<rdf s: conment >di gi tal zoonx/rdfs: conment >

<rdfs:domain rdf:.resource = "#digital canera" />

<rdfs:range rdf:resource ="&xsd; decimal" />
</ ow : Dat at ypePr operty>

<ow : Dat at ypeProperty rdf .| D="battery">

<rdf s: conment >battery, power, Battery</rdfs:conment>
<rdfs:domain rdf:.resource = "#digital _canera" />

<rdfs:range rdf:resource ="&xsd; Nane" />
</ oW : Dat at ypePr operty>

<ow : Obj ect Property rdf: | D="storage_type">

<rdfs:domain rdf:.resource = "#digital canera" />

<rdfs:range rdf:resource ="#StorageMedi um' />
</ oW : Qbj ect Property>

<ow : C ass rdf: I D ="StorageMedi unm'/>
<StorageMediumrdf:ID ="SD"/ >

<St orageMediumrdf: I D ="CF"/ >
<StorageMedi umrdf: I D ="xD"/ >

<St orageMedi umrdf: |1 D ="MenoryStick"/>

<ow : Obj ect Property rdf: | D="novie_formt">

<rdfs:domain rdf:resource = "#digital canera" />

<rdfs:range rdf:resource ="#Mvi eFormat" />
</ oW : Obj ect Property>

<ow : Cl ass rdf: 1D ="Mvi eFormat"/ >
<Movi eFormat rdf:ID ="Qui ckTi ne"/>
<Movi eFormat rdf: 1D ="AvI"/ >

<Movi eFormat rdf: 1D ="MPEG'/ >

</ r df : RDF>
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Appendix B
OWL 1.0 Data Types

Allowed XML Schema data types in OWL 1.0 as defined in XML Schema Part
2: Datatyped

xsd: string represents character strings in XML. Set of finite-lengtjusmces
of characters.

xsd: bool ean has the value space required to support the mathematicz¢pbn
of binary-valued logic{true, false.

xsd: deci mal represents arbitrary precision decimal numbers. The \sgaee
of deci mal is the set of the values i ¥)~", where i and n are integers such that n
>=0.

xsd: fl oat corresponds to the IEEE single-precision 32-bit floatinmptype
[I[EEE 754-1985]. The basic value spacefdfoat consists of the values m%
where m is an integer whose absolute value is less2famand e is an integer be-
tween -149 and 104, inclusive. In addition to the basic vahere described above,
the value space dfl oat also contains the following special values: positive and
negative zero, positive and negative infinity and not-aJpem The order-relation
on float is: x< y iff y - x is positive. Positive zero is greater than negatrzo.
Not-a number equals itself and is greater than all float \&ineluding positive in-
finity.

xsd: doubl e corresponds to IEEE double-precision 64-bit floating poypee
[I[EEE 754-1985]. The basic value spacedufubl e consists of the values m x
2¢, where m is an integer whose absolute value is less2fammand e is an integer
between -1075 and 970, inclusive. In addition to the basigevapace described
above, the value space@bubl e also contains the following special values: posi-
tive and negative zero, positive and negative infinity andazaumber. The order-
relation on doubleis: x y iffy - X is positive. Positive zero is greater than negative
zero. Not-a-number equals itself and is greater than alboealues including pos-
itive infinity.

thttp://www.w3.0rg/TR/2003/WD-owl-semantics-2003028&1tax.html
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xsd: dat eTi me represents a specific instant of time. The value spadabéTi me
is the space of combinations of date and time of day valuesfasedl in 5.4 of [ISO
8601f.

A single lexical representation, which is a subset of théckxepresentations
allowed by [ISO 8601], is allowed fadat eTi me. This lexical representation is
the [ISO 8601] extended format CCYY-MM-DDThh:mm:ss whe@C” represents
the century, "YY” the year, "MM” the month and "DD” the day, ¢ceded by an
optional leading "-” sign to indicate a negative numberhl sign is omitted, "+” is
assumed. The letter "T” is the date/time separator and "hhin”, "ss” represent
hour, minute and second respectively. Additional digits lsa used to increase the
precision of fractional seconds if desired i.e the formatss with any number of
digits after the decimal point is supported. The fractisedonds part is optional;
other parts of the lexical form are not optional. To accomategear values greater
than 9999 additional digits can be added to the left of thisagentation. Leading
zeros are required if the year value would otherwise haverfdthan four digits;
otherwise they are forbidden. The year 0000 is prohibited.

This representation may be immediately followed by a "Z” nolicate Coor-
dinated Universal Time (UTC) or, to indicate the time zone, ithe difference
between the local time and Coordinated Universal Time, idiately followed by
a sign, + or -, followed by the difference from UTC represdnis hh:mm (note:
the minutes part is required).

For example, to indicate 1:20 pm on May the 31st, 1999 fordtasbtandard
Time which is 5 hours behind Coordinated Universal Time () Td@e would write:
1999-05-31T13:20:00-05:00.

xsd: ti me represents an instant of time that recurs every day. The\stace of
t i meisthe space of time of day values as defined in 5.3 of [ISO 8a@®décifically,
it is a set of zero-duration daily time instances.

The lexical representation far ne is the left truncated lexical representation
for dateTime: hh:mm:ss.sss with optional following timenedandicator. For ex-
ample, to indicate 1:20 pm for Eastern Standard Time which ours behind
Coordinated Universal Time (UTC), one would write: 13:2B{156:00.

xsd: dat e represents a calendar date. The value spadabk is the set of
Gregorian calendar dates as defined in 5.2.1 of [ISO 860HciSgally, it is a set
of one-day long, non-periodic instances e.g. lexical 12026 to represent the
calendar date 1999-10-26, independent of how many holwgsiétyi has.

The lexical representation foiat e is the reduced (right truncated) lexical rep-
resentation fordat eTi me: CCYY-MM-DD. No left truncation is allowed. An
optional following time zone qualifier is allowed as fdat eTi ne. To accommo-
date year values outside the range from 0001 to 9999, addititigits can be added
to the left of this representation and a preceding ”-” sigaliswed. For example,
to indicate May the 31st, 1999, one would write: 1999-05-31.

2International Organization for Standardization (ISO)té3aand Times, 1988-06-15.
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xsd: gYear Mont h represents a specific gregorian month in a specific gregorian
year. The value space gfyear Mont h is the set of Gregorian calendar months
as defined in 5.2.1 of [ISO 8601]. Specifically, it is a set oé-enonth long, non-
periodic instances e.g. 1999-10 to represent the wholemafrt999-10, indepen-
dent of how many days this month has.

The lexical representation fayYear Mont h is the reduced (right truncated)
lexical representation faitat eTi me: CCYY-MM. No left truncation is allowed.
An optional following time zone qualifier is allowed. To acemodate year values
outside the range from 0001 to 9999, additional digits caadued to the left of
this representation and a preceding "-” sign is allowed.&@mple, to indicate the
month of May 1999, one would write: 1999-05.

xsd: gYear represents a gregorian calendar year. The value spapéeair is
the set of Gregorian calendar years as defined in 5.2.1 of &M ]. Specifically,
it is a set of one-year long, non-periodic instances e.gcdx4 999 to represent the
whole year 1999, independent of how many months and daygdhishas.

The lexical representation farYear is the reduced (right truncated) lexical
representation for dateTime: CCYY. No left truncation ikwaked. An optional
following time zone qualifier is allowed as fdat eTi me. To accommodate year
values outside the range from 0001 to 9999, additionalsiagih be added to the left
of this representation and a preceding "-” sign is alloweak. &ample, to indicate
1999, one would write: 1999.

xsd: gMont hDay is a gregorian date that recurs, specifically a day of the year
such as the third of May. Arbitrary recurring dates are nppsuited by this datatype.
The value space @fMont hDay is the set of calendar dates, as defined in 3 of [ISO
8601]. Specifically, it is a set of one-day long, annuallyipdic instances.

The lexical representation fgvbnt hDay is the left truncated lexical repre-
sentation for date: -MM-DD. An optional following time zogealifier is allowed
as for date. No preceding sign is allowed. No other formatsatiowed.

This datatype can be used to represent a specific day in a mdatbkay, for
example, that my birthday occurs on the 14th of Septemberyeas.

xsd: gDay is a gregorian day that recurs, specifically a day of the meutih as
the 5th of the month. Arbitrary recurring days are not supgabby this datatype.
The value space ajDay is the space of a set of calendar dates as defined in 3 of
[ISO 8601]. Specifically, it is a set of one-day long, montpériodic instances.

The lexical representation fgDay is the left truncated lexical representation
for date: —DD . An optional following time zone qualifier id@lved as for date.
No preceding sign is allowed. No other formats are allowed.

xsd: ghMont h is a gregorian month that recurs every year. The value splace o
gMbnt h is the space of a set of calendar months as defined in 3 of [I32]86
Specifically, it is a set of one-month long, yearly periodistances.

The lexical representation fgivont h is the left and right truncated lexical rep-
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resentation for date: —-MM-. An optional following time zogealifier is allowed
as for date. No preceding sign is allowed. No other formagsadowed.

xsd: hexBi nary represents arbitrary hex-encoded binary data. The vahmesp
of hexBi nary is the set of finite-length sequences of binary octets.

hexBi nar y has a lexical representation where each binary octet isiexcas
a character tuple, consisting of two hexadecimal digits9g&fA-F]) representing
the octet code. For example, "0OFB7” is a hex encoding for #wbit integer 4023
(whose binary representation is 111110110111).

xsd: base64Bi nary represents Base64-encoded arbitrary binary data. The
value space obase64Bi nary is the set of finite-length sequences of binary
octets.

xsd: anyURI  represents a Uniform Resource Identifier Reference (URH). A
anyURI value can be absolute or relative, and may have an opticagifent iden-
tifier (i.e., it may be a URI Reference).

xsd: normal i zedStri ng represents white space normalized strings. The value
space ofnor mal i zedSt ri ng is the set of strings that do not contain the car-
riage return (#xD), line feed (#xA) nor tab (#x9) characterse lexical space of

nor mal i zedSt ri ng is the set of strings that do not contain the carriage return
(#xD) nor tab (#x9) characters.

xsd: t oken represents tokenized strings. The value spadeosfen is the set
of strings that do not contain the line feed (#xA) nor tab (¢ot®aracters, that have
no leading or trailing spaces (#x20) and that have no intesguences of two or
more spaces. The lexical spacetafken is the set of strings that do not contain
the line feed (#xA) nor tab (#x9) characters, that have nditepor trailing spaces
(#x20) and that have no internal sequences of two or moreespac

xsd: | anguage represents natural language identifiers as defined by [RE@]l?
The value space of language is the set of all strings thatadictlanguage identifiers
as defined in the language identification section of [XML 1Sed¢ond Editior{ﬂ].
The lexical space of anguage is the set of all strings that are valid language
identifiers as defined in the language identification seatibpXML 1.0 (Second
Edition)].

xsd: NMITOKEN represents the NMTOKEN attribute type from [XML 1.0 (Sec-
ond Edition)]. The value space BNIMTOKEN is the set of tokens that match the Nm-
token production in [XML 1.0 (Second Edition)]. The lexicgdace oNMIOKEN

is the set of strings that match the Nmtoken production in XMO (Second Edi-
tion)].

3H. Alvestrand, ed. RFC 1766: Tags for the Identification ofitjaages 1995.
4World Wide Web Consortium. Extensible Markup Language (XYMLO, Second Edition.
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xsd: Nanme represents XML Names. The value spaceéNafre is the set of all
strings which match the Name production of [XML 1.0 (Secoulitian)]. The lex-
ical space oNane is the set of all strings which match the Name production of
[XML 1.0 (Second Edition)].

xsd: NCNane represents XML "non-colonized” Names. The value space of
NCNane is the set of all strings which match the NCName productiofNaimes-
paces in XM]. The lexical space diCNane is the set of all strings which match
the NCName production of [Namespaces in XML].

xsd: i nt eger is derived fromdeci mal by fixing the value of fractionDigits
to be 0. This results in the standard mathematical conceipteahteger numbers.
The value space ofnt eger is the infinite set ...,-2,-1,0,1,2,....

i nt eger has a lexical representation consisting of a finite-lengtiusnce of
decimal digits (#x30-#x39) with an optional leading sigithke sign is omitted, "+”
is assumed. For example: -1, 0, 12678967543233, +100000.

xsd: nonPosi ti vel nt eger is derived fromi nt eger by setting the value
of maxinclusive to be 0. This results in the standard mathiealaconcept of the
non-positive integers. The value spacenohPosi t i vel nt eger is the infinite
set...,-2,-1,0.

nonPosi ti vel nt eger has a lexical representation consisting of a negative
sign (’-") followed by a finite-length sequence of decimalits (#x30-#x39). If the
sequence of digits consists of all zeros then the sign i®oati For example: -1, 0,
-12678967543233, -100000.

xsd: negati vel nt eger isderived fronrmonPosi ti vel nt eger by setting
the value of maxinclusive to be -1. This results in the stathdeathematical concept
of the negative integers. The value spaca@fat i vel nt eger is the infinite set
2,1

negat i vel nt eger has a lexical representation consisting of a negative sign
(”-") followed by a finite-length sequence of decimal dig{#x30-#x39). For ex-
ample: -1, -12678967543233, -100000.

xsd: | ong is derived fromi nt eger by setting the value of maxinclusive to be
9223372036854775807 and mininclusive to be -92233720868808.

| ong has a lexical representation consisting of an optional gjowed by a
finite-length sequence of decimal digits (#x30-#x39). H #gn is omitted, "+ is
assumed. For example: -1, 0, 12678967543233, +100000.

xsd: i nt isderivedfrom ong by setting the value of maxinclusive to be 2147483647
and mininclusive to be -2147483648.

i nt has a lexical representation consisting of an optional &{jowed by a
finite-length sequence of decimal digits (#x30-#x39). H #ign is omitted, "+” is

SWorld Wide Web Consortium. Namespaces in XML.
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assumed. For example: -1, 0, 126789675, +100000.

xsd: short is derived fromi nt by setting the value of maxinclusive to be
32767 and mininclusive to be -32768.

short has alexical representation consisting of an optional fitiowed by a
finite-length sequence of decimal digits (#x30-#x39). H #gn is omitted, "+ is
assumed. For example: -1, 0, 12678, +10000.

xsd: byt e isderived fronshort by setting the value of maxinclusive to be 127
and mininclusive to be -128.

byt e has a lexical representation consisting of an optional gjowed by a
finite-length sequence of decimal digits (#x30-#x39). H #ign is omitted, "+ is
assumed. For example: -1, 0, 126, +100.

xsd: nonNegat i vel nt eger is derived fromi nt eger by setting the value
of mininclusive to be 0. This results in the standard matheralaconcept of the
non-negative integers. The value spacaohNegat i vel nt eger is the infinite
set0,1,2,....

nonNegat i vel nt eger has a lexical representation consisting of an optional
sign followed by a finite-length sequence of decimal digis30-#x39). If the sign
is omitted, "+” is assumed. For example: 1, 0, 126789675332300000.

xsd: unsi gnedLong is derived froononNegat i vel nt eger by setting the
value of maxinclusive to be 18446744073709551615.

unsi gnedLong has a lexical representation consisting of a finite-length s
guence of decimal digits (#x30-#x39). For example: 0, 12678543233, 100000.

xsd: unsi gnedl nt is derived fromunsi gnedLong by setting the value of
maxlInclusive to be 4294967295.

unsi gnedl nt has a lexical representation consisting of a finite-length s
guence of decimal digits (#x30-#x39). For example: 0, 126754, 100000.

xsd: unsi gnedShort is derived fromunsi gnedl nt by setting the value of
maxInclusive to be 65535.

unsi gnedShort has a lexical representation consisting of a finite-length s
guence of decimal digits (#x30-#x39). For example: 0, 1260800.

xsd: unsi gnedByt e is derived fromunsi gnedShort by setting the value
of maxinclusive to be 255.

unsi gnedByt e has a lexical representation consisting of a finite-length s
guence of decimal digits (#x30-#x39). For example: 0, 128, 1

xsd: posi tivel nt eger isderivedfronrnonNegati vel nt eger by setting
the value of mininclusive to be 1. This results in the stadaaathematical concept
of the positive integer numbers. The value spaceasdi ti vel nt eger is the
infinite set 1,2,....
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posi ti vel nt eger has alexical representation consisting of an optional pos-
itive sign ("+”) followed by a finite-length sequence of dewl digits (#x30-#x39).
For example: 1, 12678967543233, +100000.
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