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Ultrafast Dynamics in the Strong Laser Field lonization
of Atoms and Molecules

Abstract

This thesis presents a theoretical investigation of wstflynamics during strong
laser field ionization with atoms and molecules. For thatwa method for solving the
time-dependent Schrodinger equation was developed gridmented, where a hybrid
discretization was used with cylindrical coordinates vétfinite element method for
the radialp coordinate and a pseudo-spectral technique for tteordinate. The main

results of the thesis are:

1. Orientation dependence, orbital symmetry dependenceotécular field ion-
ization was studied with a two-dimensional model molecUle.get the infor-
mation of rescattering electrons, an analytical probingestattering electrons
was implemented. By studying the momentum distributiorestattering elec-
trons during strong field ionization of molecules, we fouhdttthe rescattering

process is strongly dependent on the orientation and symmiethe molecule.

2. Sub-cycle dynamics during laser field ionization of males was investigated.
With a two-dimensional diatomic molecule model, we foundttthe laser in-
duces sub-laser-cycle dynamics during field ionization #red field-induced
sub-cycle dynamics modifies the time structure of resaagiezlectrons. Such
dynamics may modify the time-frequency structure of higtleo harmonic re-

sponse, or lead to the appearance of even harmonics withirckrser intensities.

3. An extreme-ultraviolet (XUV) probing method with attesed resolution has
been applied to study ionization dynamics of a hydrogen d@tomstrong in-
frared laser field. Distortion of ground state and electrasitation during strong
field ionization influence the total XUV photon ionizatioreld. We found the

total XUV photon ionization yield follows electron densitgar the nucleus.
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Notation

H Hamiltonian

Y  wavefunction

&  electric field

A vector potential

w laser frequency

T  pulse duration (full with at half maximum)
I laser intensity

lp  ionization potential

Eg ground state energy
Ee excited state energy
Up ponderomotive energy
" ionization rate

c speed of light

i imaginary unit



Overview

With the advance of the Kerr-lens mode-locking [1, 2], theation of laser pulse has
reached the scale of few laser optical cycles ( e.g. theB08ser has the optical cycle
of 2.67fs). On the other hand, chirped pulse amplification (CPA) [d]tie ultrahigh
intensity of laser pulses (up to W /cn? with intensity fluctuation of 1% [4]). In
laboratories, table-top femtosecond laser systems witkepdurations of a few ten
femtosecond and intensities larger thah®@ /cn? are widely available at wavelength
in the visible and infrared range (from 40thto 2um) [5]. Several research groups
have achieved sub-5-fs pulses in visible and near infraaede [6, 7, 8]. By using the
technique of gas-filled single hollow fiber with spatial ighodulator, the Yamashita
group achieved .3 fs pulses, the shortest pulse duration at present in visilvigera
[9]. Furthermore, with a so-called “carrier-envelope pghatabilization” technique,
the electric field of the laser pulse can be highly reprodueitd shot to shot phase
fluctuations of less than 100 attosecdfids= 10~'8s), which is only a small fraction

of the laser optical period [10].

In recent years, in several experiments the barrier of featond was broken and
sub-femtosecond or attosecond duration was reached vakhfew-cycle laser pulses.
It was demonstrated that the electron motion in atoms or cotds (typical time
scale is a few hundred attosecond) can be controlled by ayele- lase pulse [11]
and even can be employed to image a molecular orbital [12] produce extreme-
ultraviolet(XUV) pulses with durations of a few hundredostcond [10], or to directly

characterize the electric field of a laser pulse [13]. With generated XUV attosec-
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ond pulse, the door was opened to a new regime, which is naates&cond physics”
[14].

In a strong laser field, electrons in atoms or molecules wilidnized through tun-
neling ionization or above-threshold ionization, and thenaccelerated in the field,
and part of them will be guided back to the parent ions andatescwith the ions
approximately in the next half cycle of the laser field. If teecattering is elastic, one
can obtain a snapshot of the ion’s nuclear position [12] fedectron diffraction pat-
terns. If the rescattering is inelastic, further electromght be kicked out from the ion,
which provides information of electron dynamics at thatdifh5, 16]. Such process
is called nonsequential multiple ionization [17, 18]. Iretimelastic scattering case,
electrons may also recombine with their parent ions and leigiit-order harmonic ra-
diation with energies generally equal to the sum of kinetiergy of the electron at
the time of recombination and the ionization potential ad #tom or the molecule.
High-order harmonic radiation is normally in the XUV or sftray regime. As the
electron energy varies rapidly during rescattering, tiglfurder harmonic radiation is
broadband with an intrinsic chirp. By compensating thamsic chirp and applying a
spectral filter, attosecond XUV pulse trains or even an tedlaingle attosecond XUV
pulse can be produced [19]. Presently, single attosecdsdgoan be produced with a
duration of 17@&sat ~ 100eV by filtering the cutoff of high-order harmonic radiation
generated by a s laser pulse [20], or with a duration of 1d88at ~ 36eV with the
so-called polarization gating method [21]. The duratiohsuzh isolated attosecond
XUV pulses are less thary15 of the optical period of the fundamental femtosecond
laser.

The new born attosecond XUV pulse normally propagates wstliundamental
infrared laser pulse, and the time-delay between the XU¥gahd the infrared pulse
can be controlled with an accuracy of a few ten attoseconldighsmakes it an excel-
lent candidate for pump-probe measurements. The pumpepeahnique is the most
direct method to trace fast dynamics in the time domain. \Wgngle isolated attosec-

ond XUV pulse and a precisely timing controlled infraredelapulse, the so-called
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streak-camera scheme can be used for sampling the emigshuger electrons. The
experiment was described in Ref. [22]. An isolated &8 UV pulse excites a core
electron and produces a inner-shell vacancy with a verytdifetime. This vacancy
is rapidly filled by an electron from the outer shell, and thergy lost by the electron
is carried away by a photon or a secondary electron, the Aelgetron. The emis-
sion time of the Auger electron corresponds directly to tfeetime of the inner-shell
vacancy. Therfore, sampling the Auger electron emissiaiénsame way the pho-
toelectron emission is sampled, this gives us direct tim@ain access to inner-shell
atomic process with attosecond resolution.

When an atom or a molecule is exposed to a strong laser puigseglectron or
more electrons will leave the nucleus through tunnelingzation or above-threshold
ionization. The strong field ionization process is essetdiainderstand strong field
effects, such as high-order harmonic generation and naeségl multiple ionization.
A very recent experiment was performed by using a XUV-IR-pymnobe scheme to
measure tunneling ionization with attosecond resolutk8].[ The attosecond time-
scale of the tunneling process was demonstrated by usingpihewxcitation and re-
laxation processes. In the experiment, the infrared puéseciosen such that it cannot
ionize the atoms by itself. In the experiment, the atoms viieseexcited by the XUV
pulse, with which some of the electrons are sent to the akstii#es of the atom, and
then tunneling ionization can be induced by the infrareérgmilse. By controlling
the time delay between XUV pulse and infrared pulse, thedling process during
infrared laser cycles can be measured with attosecondutesoin the time domain.
The light-induced tunneling technique may now be used teigeofurther observa-
tions of electron dynamics.

Because high-order harmonic radiation is emitted due togb@mbination of elec-
trons that are guided back to their mother ions by the laskek, tiee spectrum and the
phase of harmonic radiation contain information of the tetadc orbital that is ion-
ized. The shape of highest occupied molecular orbital (HQM&n be imaged in

three dimensions under certain conditions. By changing¢laive angle between
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molecular orientation and the polarization of the probedasne can obtain a set of
projections of the molecular orbital. This can be transfednmto an image of the
molecular orbital by using an algorithm based on computerography [24]. It has
been done [25] for di-nitroge,) with a reference of argon. Experimental high-order
harmonic spectra were taken at 19 angles of the molecukemtation axis to the laser
polarization axis. With such spectra, the;orbital was well reconstructed. Such a
rescattering image of molecular orbitals is based on thenagBon that the rescat-
tering wavepacket of the molecule is well known and does Bpedd on the orbital
structure of the molecule.

Several other techniques are being used both in spatialhdim®to improve spa-
tial resolution and temporal domain to gain insight into lleeind electrons and even
nuclei with extremely short time scale. Laser-induced tebecdiffraction is one of
them. Efforts to image molecular dynamics with a sub-picosd electron beam by
watching the time dependence of diffraction pattern bytetecpulse [26, 27] have
been made. The typical electron energy is betweeke®do 300keV, which corre-
sponds to de Broglie wavelength fronD8A to 0.02A. To compare with the typical
bond length in range ofA, they are more than one magnitude smaller, which makes
spatial reconstruction from diffraction pattern easy aoclaate. The main limitation
of the technique is that electrons naturally disperse dueutwal repulsion and veloc-
ity dispersion. The time resolution of the conventionafrdiftion technique is around
the time scale of a few hundred femtoseconds. An electrdradifon pattern of a
molecule can also be obtained from recollision of electweitis their parent molecules
in a strong laser pulse, with aboufkpatial resolution and fis temporal resolution
[12, 28, 29, 30]. As we mentioned before, during a strongrlpsése, detached elec-
trons can be guided back to rescatter with their parent emd elastic scattering will
lead to generation of a diffraction pattern, with which ora® émage the molecule.
The temporal resolution will be approximately the time betw electron releasing
and rescattering, which is about half an optical period ef ldser field. The merit

of such technique is that the temporal resolution of electfiffraction is about Xs
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for infrared laser pulse (half an optical cycle of laser puldth wavelength 800m
is 1.3fs), even in sub-femtosecond regime for laser pulses withtsharavelengths
(e.g. 400hm).

Another goal in attosecond science is to achieve XUV-pump/Xitbbe studies
on ultra-fast dynamics. Due to extremely small two-photarss sections, nonlinear
optics experiments in the XUV range are particularly hardthWurrent high-order
harmonic radiation, autocorrelation measurement wagpadd only with rather long
harmonic wavelength (around &8) for the two-photon ionization of helium [31]. The
method has a limitation as photon energies need to be lesshtb@onization potential
of the chosen atom. In another experiment, it was reportatisiaich limitation can
be avoided because of small cross-section for above-tblicesbnization [32]. Up
to now, purely XUV pump-probe experiments still can not befggened with present
XUV pulse intensities. This is one of the main reason why wedmaore intense XUV
pulses [33]. Once such pulses become available, the whoie af methods based on
pump-probe technique can be applied to a rather short tiale.do particular, specific
inner-shell excitation can be addressed and the distoofidhe initial system by the
probing field can be significantly reduced. A door will be opéio gain insight into
the fastest process in chemistry and atomic physics or evelear physics.

The motivation of this thesis is based on recent experimeiitsfew-cycle laser
pulses and attosecond XUV pulses. Rescattering electroepaaket is crucial for
its application in molecular tomography, which should nepend on the mother
molecule. Therefore, a question appears: is electron ttescg universal for all
species molecules? Does it depend on the initial state ahtilecule? The momen-
tum distribution over time of rescattering electrons skddaé carefully studied before
one can use it.

Moreover, as attosecond XUV pulse has become a brand newoavetfpl tool to
probe ultrafast dynamics by exciting or ionizing electranatoms or molecules with
attosecond time scale, one essential question should besets what is really probed

by such an XUV attosecond probing method? In other wordschvuantities of
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atoms or molecules will determine or affect the output frol XUV probing method.

Both questions will be investigated in this thesis. The motme and time struc-
tures of rescattering electrons will be studied for inigtgtes with different symmetry
and orientation during strong field ionization. For the XUkolping method, we cal-
culated the XUV probing of strong laser field ionization temdify the quantity that
determines the total XUV ionization yield.

In the first chapter, a short review over strong field theopresented, especially
numerical methods for solving time-dependent Schrodimggiation. Time propa-
gators, spatial and temporal discretization and gauges tessolving the TDSE are
discussed. Moreover, numerical simulations of high-otd@monic generation from
single particle response and its propagation effects asepted.

In the second chapter, orientation dependence and orpitethetry dependence of
laser field ionization were studied with a two-dimensionataimic molecule model.
To get the information of rescattering electrons, a metloodetermine the rescatter-
ing part of the electronic wavefunction was developed. Byging the momentum
distribution of rescattering electrons during laser fieldization, we found that rescat-
tering process during strong field ionization of molecusestrongly dependent on the
orientation and orbital symmetry of its initial state.

In the third chapter, sub-cycle dynamics during laser fietdzation of molecules
was investigated. With a two-dimensional diatomic moleauodel, we found that
the strong laser induces sub-cycle dynamics during fiel&zaion due to Rabi-like
oscillations, and such dynamics modifies the time-strectiirescattering electrons.
The field-induced dynamics can be observed in the time-&equ structure of high-
order harmonic response, which has inherited the effent &lectrons recombination
with their parent ions. Further, in additional to harmoniigh odd multiples of the
fundamental laser frequency, even harmonics can appeartairclaser conditions.

In the fourth chapter, an XUV probing method with attosecmewblution has been
applied to study ionization dynamics of hydrogen atoms itn@ng infrared laser field.

A hybrid discretization was used to the solving time-deggndchrodinger equation
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of the hydrogen atom with two-dimensional cylindrical cdimates. The finite ele-
ment method is applied in the radial coordinate while a psespkctral technique is
employed in z-coordinate. Distortion of the ground statd alectron excitation of
the atom in the strong laser field influence the total XUV phatmization yield. It
was found that the total XUV photon ionization yield neitf@tows the population of
ground state nor total unionized population, but follows #hectron density near the

nucleus.






Chapter 1

Numerical simulations of atoms and

molecules in a strong laser field

1.1 Introduction

In a strong laser field, which is comparable to the electrid fieside in the atom or

the molecule, electrons will be ionized and acceleratedhéneixternal field. Part of
these electrons can be guided back to their parent ions attbisérom them. Dur-

ing such process, there is a rather complex interplay betwaser force and atomic
force. Fortunately, most of phenomena in strong field ptsysan be explained un-
der following approximation: the dynamics can be separatedtwo parts, one part
“inside” the atom where atomic force dominates and the gthetr“outside” the atom

where the laser force dominates. Based on such a picturegnizahcalculations can
be performed with models in a classical, semi-classicalutly quantum mechani-
cal frame. In many cases, the classical picture can esBg®ixalain the phenomena
and quantum mechanical calculations are only needed texachuantitatively correct

results.



1.1.1 Strong field approximation (SFA)

Strong field approximation is the most used analytical mgtiwoinvestigate strong
field phenomena, such as above-threshold ionization, tidbr harmonic generation
and non-sequential double ionization. It assumes thanibialibound states of atoms
or molecules are unaffected by the external laser field whédinal state, which is in
the continuum, cannot feel the Coulomb potential. With ttnersy field approxima-

tion, the unbound part of the electron wavepacket has thergeform [34]

t
W(r,t) = /d3k/_ dt’ exp(—id(k,t')) exp(ik - r)x (K.1), (1.1)

where
t/

2
o(k,t') :—%/mdr [k—%A(T)] , (1.2)

is the so-called Volkov phase a{T) is the vector potential of the external field
in Coulomb gaugel{-A = 0) andc is the speed of light in vacuum. Atomic units
h=e=me =1 are used all through the thesis, whéres reduced Plank constant,
—e andme the electron charge and mass, respectively. The Volkowisaolof a free

electron in a laser field is just a plane wave times the Volkbase. The “release

amplitude”x (k,t) depends on the ionization process. It can simply be given by

X (k,t) = &(t) - d(k) exp(il pt) (1.3)

whereé (t) is the field strength of the laser field(k ) is the field-free bound-continuum
dipole moment andl, is the ionization potential of the system.

The equation (1.1) has a simple interpretation. The “releaaplitude”x (k,t)
describes how the electron wavepacket is driven to the rmomth and gives the initial
guantum mechanical phase of the wavepacket. The Volkoveptiescribes the free
evolution of the wavepacket from that time on and determiras contributions add
up from all times. The laser is assumed to only influence the &lectron motion
through the vector potential in the Volkov phase, but it haseffect on the release

amplitude.
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The strong field approximation is very suitable to descrimppgation after elec-
tron release. This allows one to reconstruct electron spectd high-order harmonic
spectra in great detail. However, tunneling ionizationas eorrect in the strong field
approximation, because of neglecting the atomic potentibich is a crucial factor
on laser ionization. There are several techniques to daireénfluence of the atomic
potential [35, 36], with which one can get quantatively eatrhigh-order harmonic
spectra [37]. For a correct description of the ionizatioagaess, solving full time-

dependent Schrodinger equation is required.

1.1.2 Strong field ionization

lonization is the essential process to understand strolagaileenomena, such as high-
order harmonic generation, above-threshold ionizati@hreonsequential double ion-
ization. The Keldysh parameter [38] determines whethertiphdton or tunneling

ionization or barrier-suppression ionization dominakesibnization processes, which

_ | 1p
y= ﬂp (1.4)

wherel, is the ionization potential of the systertl, is the ponderomotive energy,

is defined as

given by
&5

Up:4—

(1.5)

where wy and & are the central frequency and the peak field strength of tieh fie
respectively. Foly 2 1, multiphoton ionization dominates, which is a process tha
extends over several electric field cycles with interfeecnetween electron wavefunc-
tions which are produced during each field cycle. On the dibad, fory < 1, ioniza-
tion is dominated by tunneling ionization or barrier-sugg®ion ionization, in which
regime interference between electron wavefunctions frisfardnt time plays a minor
role for the ionization yield. Tunneling ionization or b@msuppression ionization can

be well described by static-field ionization models. Thesipstatic ionization yield
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Yq is given by
Yq= 1—exp{—/r[<§’(t)]dt} (L.6)

wherel [£(t)] is the ionization rate for static field(t). The tunneling ionization
strongly depends on the electric field strength and the &ioia potential of the sys-
tem. For the hydrogen atom, the tunneling ionization ratesfatic field# is given by
[39]

M(&) = gexp{—@} : (1.7)

For general atoms, the Ammosov, Delone, and Krainov (ADKnfala is widely used

to get the tunneling ionization rate, which is given by

2n*—|m|—1
3¢ \Y? /(221,32 2(21,)3/2
_ 2 P _ P
Mapk =Cq F(I,m) (7n(2|p>3/2) <7£ eXp| —— 55—

(1.8)
with
2e\" s —1/2
cnﬂ:(@) (2rm) 12, (1.9)
f(lm) — @10+ ) 110)

— 2 mt(I — |m|)!

wheren* is an effective quantum number, ahdndm are angular and magnetic quan-
tum numbers, respectively, ards the Euler number. Recently, the ADK formula
was successfully extended to molecules [40]. In the tungelegime, the ionization
rates formulae show the exponential dependence of ionizasite on the inverse of
the field strength. Consequentially, electron emissionidantly happens at a very
narrow time when the field reaches its peak.

For barrier-suppression ionization, there are no reliabl@ytic formulae to esti-
mate the ionization rate. Generally, the ionization ratéhie regime is obtained by
numerical calculations [41, 42]. The dependence of fielengjth is much weaker in

this regime, which leads a broader time-distribution ot&ten emission.
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1.1.3 Electron recollision

Generally speaking, the idea of electron rescatteringsptéagentral role in the theo-
retical description of the interaction of intense laseispalwith atoms and molecules:
an electron is released from a bound system usually by tuonilation, then it trav-
els as a free, basically classical particle in the laser,fexhd then it scatters with its
parent system, if it is guided back there by the field [43, 44jis is so-called three-
step model, which was first used to explain the generationigsf-brder harmonics.
There is overwhelming and rather detailed experimentalthedretical evidence that
rescattering dominates the atomic dipole response at nggjluéncies and similarly
compelling evidence is being accumulated that it is alspamrsible for enhanced dou-

ble ionization of atoms and molecules [17, 18].

Recently it was proposed that the rescattering electrombeaised like a (coher-
ent!) microscopic electron beam to provide images of themasystem, e.g. of the
nuclear positions of a molecule by double-ionizing a mdleat a well defined time
after initial tunnel ionization [12], by providing a diffcéion image of the parent sys-
tem [28], and even by mapping the bound part of the electraaige function into
the high harmonic spectra, from where it could be recoveyaimographic methods
[25].

As electron detachment and recollision occupy only a foactif the whole cycle,
time-structures are on the scale of a few hundred attosechmese extremely rapid
processes can be manipulated by controlling the laser fibidhws being exploited in
an increasing number of experiments. From high harmoniatiad attosecond pulses
can be extracted and efforts are directed to obtaining highenonic intensities and
detailed control of the time structure. Harmonic radiatso serves to diagnose rec-
ollision itself and to extract information about struct{2&] and dynamics of the target
[45, 46]. The early focus of recollision experiments was @mzation and harmonic
generation with noble gases, where the recollision picha® become firmly estab-

lished. The chirp of the harmonics can be linked to recalfidimes [47], and control
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of the recollision through laser polarization [48, 49] amebicolor fields [50] was
demonstrated. Now attention is increasingly shifting tagamolecules, because of

their more complex structure and richer dynamics.

1.1.4 High-order harmonic generation

High-order harmonics are generated from recombinatioesifattering electrons with
their parent ions. The recombination energy is given by tima sf the ionization
potential and the electron kinetic energy when it recomirnehich is normally in
extreme-ultraviolet (XUV) or soft X-ray range. The maximurarmonic energy is
produced by electrons which are released at ab®@%& Optical cycles after peak elec-
tric field strength and recombine about a half cycles latdre Thaximum energy of

harmonic radiation, so-called cutoff energy, is evaludigthe three-step model as
Weutof £~ lp+3.17Up (1.11)

wherel is the ionization potential of the system adgd is the ponderomotive energy
(Eq. (1.5)).

In case of a symmetric system in a multi-cycle laser pulseethctron release and
recombination process is repeated each half laser cycl&éamaonic radiation emits
as well. The corresponding harmonic spectrum consists efiassof narrow peaks at
odd multiples of the frequency of the driving field. In caseadéw-cycle laser pulse,
the release and recombination time as well as the cutoffggneecome dependent
on the carrier-envelope phase of the laser pulse. A single fnequency attosecond
radiation can be filtered out when the pulse has some cergairecenvelope phase
[51].

The simple semi-classical picture of high-order harmominegation as given by
the three-step model accurately predicts the range of phenergies of high-order
harmonic generation, and also fully explains the timeesdtne of the radiation. How-

ever, a quantum mechanical treatment is needed for a morpletarpicture of the
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high-order harmonic process. A fully quantum mechanical analytical theory of
high-order harmonic radiation, derived by Lewenstein ¢63], has been extremely
successful in describing the general characteristicsgif-brder harmonic radiation,

which will be discussed later on.

1.2 Solving the time-dependent Sclidinger equation

1.2.1 Time-dependent Schivdinger equation (TDSE)

In this section, we concentrated on the method for numéyicallving the TDSE,
which will be used in the following chapters of the thesis. eTthree-dimensional
TDSE has a form as

i%LP(t) —HOW() (1.12)

whereH is the Hamiltonian of the system amé- /—1 is the imaginary unit. Nor-

mally, the Hamiltonian is given by
1o
H(r;t) = _ED +V(r;t) (1.13)

where the first part is the kinetic energy operator and thergkpart is the potential
operator.
If the initial state is know a#(tp), the formal solution of Eq. (1.12) can be ex-
pressed as
W(t) =U(t,to)P(to) (1.14)

where the time propagatbr(t,tp) is given by

U(t,t)) =T exp{—i g (t’)dt’} (1.15)

to
In Eq. (1.15),T is time ordering operator artd(t’) is time-dependent Hamiltonian. If

the Hamiltonian is time independent, the formal solutioiqf (1.15) is

U (t,to) = exp[—i(t —to)H]. (1.16)
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If Hamiltonian is time dependent, this solution (1.16) ipagximate. When the time
step(At =t —tp) is chose sufficiently small, the time propagator can be cepldy an

approximate propagator with a certain accuracy.

1.2.2 Time propagators

Various schemes have been proposed to approximate theropagator [53, 54]. The

simplest Euler scheme expands the propagator with first ofdeéAt, which reads as
exp(—iHAt) = 1 —iHAt + O(At?). (1.17)

This is a explicit scheme, which means matrix inversion isneeded, but it is unsta-
ble. Moreover, it is no unitary, that is, the norm of the wawedtion is not preserved
during time propagation, which will lead to unphysical isuTo numerically study
a time-dependent process with TDSE, it is important to getitaty time propagator.
There are several frequently used propagators, which higéehaccuracy, such as
Crank-Nicholson (CN) method, Peaceman-Rachford (PR) adefRunge-Kutta (RK)
method, and split-step (SS) method.

The CN propagator is presented as the so-called Cayley fofin [

. 1-iHAt/2

which is an implicit scheme. Appealing features of the CNhodtare that it is unitary
and the energy is constant, and most importantly, it is uditmmally stable and con-
sistent [56, 57]. The accuracy of CN method is ordeAt¥ A serious drawback of
the CN method is that each time step requires the inversiamnadtrix, which makes
the efficiency of computation rather poor, especially footthmensional or higher
dimensional systems.

To avoid solving a linear system in two-dimension, one cdi i@ time propaga-
tor as exg—i(A-+B)At), whereA andB are arbitrary operators. This is the main idea

of PR method [58, 59], by which the time propagator is appr@ted by
1 1-iBAt/2

_i(A+B)At] = — !
XA+ BN = T 2 1 e 2

(1—iAAt/2) + O(AL3). (1.19)
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By introducing an intermediate stale, +%,the propagator can be separated into two
implicit schemes,
(1+iBAt/2)LIJn+% = (1-iAAt/2)Wy,
(1+iAAt/2)Wh1 = (1—iBAt/2)LIJn+%.

(1.20)

With a two-dimensional problem, one can choose the operatoch thatA con-
tains differential operators of one coordinate d@dontains those of the other co-
ordinate. Then PR method has reduced the computation pndioten solving one
two-dimensional linear equation to solving two one-dimenal linear equations for
each time step. The accuracy of PR method is also ord&tof

The Runge-Kutta (RK) method is one of the most used integfat@rdinary dif-
ferential equations, by which high accuracy can be achianelidadaptive step control
can be easily implemented [60]. The basic idea of the RK nethasing a trial step

at the midpoint of an interval to cancel out lower-order etesms. The second-order

formulais
ki = Atf(th,Wn),
ke = Atf(th+ 34t Wh+ 34K), (1.21)
Wni1 = Wntka+O(AL3),
wheref (tn, Wn) = —iH (tn)Wy. It has an accuracy with order Af3

The fourth-order RK method, which is the mostly used one,dmaccuracy with

orderAt°. The formulae are read as

ki = Atf(t,, W)
ke = Otf(ta+ St Wo+ 3Aky)
ks = Atf(ta+ 30t W+ 20ky) (1.22)
ke = Atf(th+At,Wh+ks)
Wnir = Wn+ ik + 3ko + Sks + gka + O(ALD).
The general idea of split-step (SS) method is to make useed$plcial structure
of an equation, in which the time evolution operator can mssed into two easily

solvable partsff = A+ B), which, however, do not commute with each other. It will
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produce a splitting error due to the non-commutativity gfegated parts. The Baker-
Campbell-Hausdorf formula [61, 62] is very useful to redunmiceably the split-
ting error. The second-order SS method can be presented badgaker-Campbell-

Hausdorff formula,
exp—i(A+ B)At] ~ SS(At) = exp(—iAAL /2) exp(—iBAt) exp(—iAAt/2)  (1.23)

which has an accuracy @i(At®).

The fourth-order SS method is given in the form
SS(At) = SS(wAL)SS [(1 - 2w)At] SS(wAL) (1.24)

wherew = (2+ 23 4 2-%/3)/3. The accuracy of the fourth-order SS method is the
same as the fourth-order RK method.

Note that the number of products of exponential operataneases with the order
of decay of splitting error. In general, the operatamsndB in Eqgs. (1.23) and ( 1.24)

may be interchanged without affecting the accuracy ordén@fmethod.

1.2.3 Time discretization

The straight forward discretization of time is a uniformpstgid. A good time propa-
gator should exert some adaptive control over its own pgsggn@aking changes in its
step-size as needed. Usually the purpose of this adapéipesste control is to achieve
some predetermined accuracy in the solution with minimumpmatational efforts.
Implementation of adaptive step-size control requires e stepping algorithm sig-
nals information about its performance, most importamihyestimate of its truncation
error. Obviously, the calculation of this information wdldd to the computational
overhead, but the investment will generally be repaid hamasy. With fourth-order
Runge-Kutta, the most straightforward technique by favs-step method (e.g. [63]).
We take each step twice, once as a full step, then, indepépdas two half steps.

Then we compare the results of both calculation and estithateccuracy to deter-
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mine the step-size (one can find a detailed description imfdhical Recipes” [60].)

The two-step method can also used for other propagators.

1.2.4 Coordinates, spatial discretization and derivative

The three-dimensional TDSE in velocity gauge of hydrogemah a strong laser field

with dipole approximation has the form

i%LP(r,t): %(p—%A(t))z—% W(r,t) (1.25)
whereA(t) is the vector potential of the external laser field in Coulayabge and—%
is the Coulomb potential.

Spatial discretization directly depends on the coordmatevhich to represent the
wavefunction. Usually used coordinates are sphericaldinates, cylindrical coordi-
nates and Cartesian coordinates. In the thesis, cylindiazadinates and Cartesian
coordinates will be used to study the sub-cycle dynamicsduaser field ionization

of hydrogen atoms and molecules, respectively.

Cylindrical coordinates

We assumed that laser field is linearly polarized and therzal@on direction is paral-
lel to z axis. Because of the symmetry, cylindrical coortésa, z, ¢ (Xx=p cose,y =

psing,z= z) are introduced with an ansatz

W(p,p,zt) = %w(p,z; t) exp(img) (1.26)

and TDSE of hydrogen atom in length gauge with dipole appnation has the form

m 1 Ltn?

.0 R I P .
'EW(P%(P,U— épp‘l‘z—pz'i‘é(pz—g () —\/ﬁ Y(p,z o t) (1.27)

whereA(t) is the vector potential of the external laser field ands the magnetic

guantum number. In our calculations, the ground state ofdgeh atom is used,
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which impliesm= 0. The TDSE turns into

0 OO B e R T v S S .
'EW(p,Z,t)— 2pp+2(p2 CA(t)) \/m ‘IJ(P,Z,U (128)
and the normalization condition is
| pdo [ ddw(p.zt)=1 (1.29)

As presented in Ref. [64], a scaled coordinate method waléedpj solving the
TDSE in cylindrical coordinates. The singularity in thegdin can be avoided and the
differential operators can be conveniently applied wititd¢idifference method. It was

implemented as follows. The scaled cylindrical coordisatee defined as
x =& cosp,y= & sing, z=z, (1.30)
and the wavefunction was determined by
®(&.2) = VAL H2Y(p,2). (1.31)

The wavefunction was propagated by using PR method. It tuoue the best choice

isA = 3/2, both for stability and accuracy.

Cartesian coordinates

The Hamiltonian of the system in three-dimensional coatdia with velocity gauge

for the hydrogen atom in a linearly polarized field is

golo o Lo Lo 1

Because coordinatesandy are symmetric, one can take a cutxin y plane which

turns Eq. (1.32) into an equation in two-dimensional Caatesoordinates,

.0 R e S O PwRey S :
'EW()@Z,U— 2px+2(p2 CA(t)> \/m W(X7Z’t)' (133)
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To avoid the singularity of the potential, a screened padérg usually employed to

model the system, which is defined as

1
VX + 72+ a2

wherea is the screening parameter, which can be adjusted to gebthectionization

V(X,2) = — (1.34)

potential of the system.

For two-dimensional Cartesian coordinates, the Hamittoms given by

H(x,zt) = %pﬁ-ﬁ-%(pz—%A(t))z-l—V(x,z). (1.35)

With the split-step method, one can separate Hamiltoniém kinetic energy part
%p)z( + %(pz - %A(t))2 and potential par¥ (x,z). Before applying kinetic energy part,
the wavefunction is transformed into momentum space nwalgriby Fourier trans-

form
LTJ(px, Pz t) = /dx/dz\P(x,z;t)exp(—ixpz) exp(—izpy). (1.36)

After that, wavefunction is brought back to configuratiorasp by backwards fast
Fourier transform, and then the potential part is applietlisTs one variant of the
pseudo-spectral method.

To present spatial discretization and evaluation of spdgavatives, Cartesian
coordinates are used as an example. Spatial discretiZatigbartesian coordinates

mostly is used as equally spaced mesh with finite box size

Xj = ]JOX J=—Nyg, ...,Nx—1,
Zk :kAZ, k:—Nz,...,NZ—l,

(1.37)

whereAx andAz are step sizes inandz coordinates, respectively. The box ranges are
[—NxAX, (Nx — 1)Ax] and[—NAz, (N, — 1)AZ] in x andz coordinates, respectively.

If the time propagator is performed in configuration spapatial derivatives need
to be calculated. Usually, Spatial derivatives are obthimg using finite difference
method. The finite difference method is one of the simplestswa approximating

a differential operator, and is extensively used in sohdifterential equations. First
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order differential of the wavefunction with three-pointifexdifference method is given

by
d¥W(xn)  Wnp1) —W(Xh-1)

— 1.
dx 2AX ’ (1.38)
and second order differential of the wavefunction is read as
W) _ Wkne1) —2() +Wko-1). (1.39)

dx2 DX

1.2.5 Eigenstates and eigenenergies

To study a system, one first needs to know its initial stataallg the ground state.
For TDSE, we need the eigenstates of the Hamiltonian. Therenany numerical
methods to obtain eigenstates of the system.

The straight forwards method to get eigenvalues and eigssis diagonalizing
the Hamiltonian. It is convenient to get all eigenvalues eiggnstates of Hamiltonian
when the matrix size is not too large.

The power iteration is a very simple algorithm to get eigatest. It does not com-
pute a matrix decomposition, and hence it can be used whedahgltonianH is a
very large matrix. However, it will find only one eigenvalubg one with the greatest
absolute value) and it may converge very slowly. Therefires, not suitable to get
eigenstates of our Hamiltonian.

Based on power iteration, the inverse iteration method §&,improves on its
performance, which is a very fast and efficient way to get gemstate. Whereas
the power method always converges to the largest eigenvialugrse iteration also
enables the choice of which eigenvalue to converge to. Fapanoximationu to the
eigenvalue we are interested in,Lifis closer toA than any other eigenvalue #éf,
thenA — u is the smallest eigenvalue of the mattbt — ul) (I is the unit matrix). By
iterational calculating

Wnip=(H—pl) Wy, (1.40)
where initial vecto¥ is a guess state, we can find the eigenstate corresponding to
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this eigenvalue. Once we have a suitable eigenstate appation, we can use the
Rayleigh quotient to find the eigenvalue.

Imaginary time propagation is also a usually used metho@tdogvest few eigen-
states and eigenvalues [67]. The imaginary time propagatiethod is based on the

TDSE propagated in imaginary time-& —it). Then TDSE turns into

ow(t)
—5 = —HY(). (1.41)
The formal solution then becomes
WY(1) =exp(—HT)W¥(0). (1.42)

If W(7) is represented using Hamiltonians eigen wavefunctions
W(1) = zc,- exp—EjT) @, (1.43)
]

whereg; are eigen wavefunctions with eigeneneggyit is easy to see that the ground
state decays the slowest and after a sufficiently long peridisne there are no other
eigen wavefunctions present in the wavefunction than tbergt state. To solve for the
excited states one just needs to project out all the lowesteom the wave function.
The choice of the initial guess for the ground wavefunctismot critical but only
effects the time need for convergence.

In the thesis, we solved TDSE in two dimensions, where theildfaman matrix is
quite large. Therefore, the imaginary time propagator wetthas selected to get the

ground state and the first excited state.

1.2.6 Boundary conditions

In a numerical simulation, it is impossible and unnecessaigimulate in the whole
space. Generally we choose a region of interest in which vaelwtt a simulation.
The interesting region has a certain boundary with the sading environment. Nu-
merical simulations also have to consider the physicalgsses in the boundary re-

gion. In most cases, the boundary conditions are very irapbiffor the simulation
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regional physical processes. Different boundary conastimay cause quite different
simulation results. Improper sets of boundary conditioay mmtroduce nonphysical
influences on the simulation system, while a proper set ohfdary conditions can
avoid that. Therefore, arranging the boundary conditiangdifferent problems be-
comes very important. The frequently used boundary canttfor solving TDSE are
periodic boundary and absorption boundary.

Periodic boundary is a simplest and convenient way to avouhdary reflections.

It implements for the first order differentials of wavefuiocis at boundary as

dW(xn)  Wxon,) —PXn-1)

o oAx , (1.44)
dWOxn) _ WXoner1) — P
dx 20X ’ (1.45)
and the second order differentials of wavefunctions at dawnare read as
W) W) — 2% (%) + P (Xn-1)
2 AX2 ’ (1.46)
dPWixn) Wi —2W(x-n,) + WX n1)
e v ) (1.47)

With periodic boundary, the wavefunction reenters from dlbiger side of the space.
Therefore, one should also be cautious with the box sizedg@awnphysical interfer-
ence by the reentering wavepacket. The fast Fourier tramsfoethods also imply
periodic boundary conditions.

In the numerical simulation of strong field interaction, #lectron wavepacket
after ionization will accelerate and expand, reach box bdawand be reflected or
reenter, in case of periodic boundary conditions. The nigakreflections may cause
undesired and unphysical effects. As the remote parts olvthwe function are not
needed to determine typical observables such as ionizagtthor dipole response, the
spatial domain where the wave function is calculated camtigeld to some inner part.
Doing that one must ensure that no unphysical reflectionsrat¢he boundary of that
domain. To avoid such unphysical reflections and reentdrom box boundary, as

described in [68, 69, 70], absorption boundary conditiomeeded. It is implemented
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by adding an imaginary potential near boundary. The adddf@ “complex absorbing
potential” —iW (r) to the potentialM (r) can provide nearly reflectionless absorption.
The functionW(r) is zero in some sufficiently large inner domain and smoothiywg

to a certain magnitudéj, at the boundary. The absorption strengéhand the ab-
sorption extensiot, are adjusted empirically to ensure sufficient absorpticsh tan
avoid reflections for a given physical situation. We defineel ‘tcomplex absorbing
potential” as

W [1—005(71%)] , I >Ra,
0, r < Ra,

whereR, is the distance to start absorption. The artificial imaginaotential will

—iW(r) = (1.48)

destroy unitary time propagation and thus lead to disspaif the wavefunction. The

decreasing norni(t)|W¥(t)) can be used to evaluate the total ionization probability.
An alternative approach to removing outgoing flux is to nphjtithe wavefunction

by a mask functioM(r), whereM(r) equals 1 in the inner domain and becomes small

at the boundary.

1.2.7 Gauges

Formally, quantum mechanics is gauge invariant and thexedwaluating physical
guantities must lead to the same result regardles of thetedlgauge. However, such
evaluations involve operations on the variables which megduge dependent. There-
fore, in numerical simulations, the choice of gauge is inguatr Velocity and length
gauges are two of the mostly used ones in strong field theory.

In velocity gauge, the Hamiltonian is given by

(p—iA(t)°

Hy(r;t) = >

FV(r). (1.49)

whereA(t) is the vector potential of the external field. The Hamiltonia length
gauge has a form as

DZ
HI(rt) = == &) -1+ V(r), (1.50)
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where&'(t) is the field strength of the external electric field. The eledield is defined

by

E(t) = _%ag_t(t)' (1.51)

The transform between the wavefunction in length and vela@auge is given by
W (t) = e AOTW (1), (1.52)

The only difference between length gauge and velocity gangéhe external field
term. For length gauge, the external field term is giveray(t) - r, while for velocity
gauge, itis given byL%pA(t) + z—izAz(t). Depending on the problem, either length or
velocity gauge may be advantageous. For example, high-alaere threshold ioniza-
tion is treated in velocity gauge at lower computationat ¢ban that in length gauge
[71]. On the other hand, ionization of heavy ions is more emmently evaluated in
length gauge [72]. In our calculations, we found that th@e®y gauge is more effi-
cient than the length gauge, but the results from both gaargesquivalent. Therefore,

the velocity gauge is chosen to solve TDSE in this thesis.

1.3 Numerical simulations of high-order harmonic gen-

eration

1.3.1 Single particle response

Numerically, the high harmonic spectrum of single partidecalculated from the

Fourier transform of the dipole acceleration:

2

P(w) = ‘ / d(t)eietdt

(1.53)

The dipole matrix acceleration in length gauge can be writtethree different form
[73] length form (Eqg. (1.54)), velocity form (Eq. (1.55))duacceleration form (Eq.
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(1.56)):

2
i (1) = S WOl ), (154)
i) = S (WO - 01y, (1.5
dalt) = (WO~ OV |9(0) + £10) (1.56)

whereV is the potential. All forms will give the same result, butMaé different if the
wavefunctions are not exact solutions of the TDSE of theesgst
With Lewenstein model, the dipole high harmonic responsétained as a product

of three probability amplitudes [52]:

d(t)=Re

Zb%aion(tb)apr(tb,t)arec(t) , (1.57)

wherety, stands for a particular birth time of the electron, whichotkdes with its
parent ion at the momemt The “ionization”, “propagation”, and “recombination”

probability amplitudes in Eq. (1.57) are given by

Aon(ty) = 1/ T (1.58)
n(t) = ng (1— exp[— /_tmdt’r{&(t’)}D : (1.59)
3/2 1/4

apr (to, 1) = <t2—7-t[b) (Zé‘lir()ib) exp—iS(ty,t)], (1.60)
Stp,t) = /tbtdt/ <:—2L[p(tb,t) —A|(t/)]2+ |p) , (1.61)
ec(l) = P, t) ~A M) , 1.62
Precll) [2|p+{p<tb, AWM 62
/ v &t (1.63)

P(tp,t) = thI( ", (1.64)

wheren(t) is the free-electron density{4j} is the ionization rate at the electric field
&1, Ng is the initial concentration of neutral atonisg,is the ionization potentialp is

the classical momentum of the electron. The instant of ljrds a function of time
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is determined by solution of the equation

P(th,t) —Ai(tp) = 0. (1.65)

For a fixed timd this equation can have several solutions, which are induide the

sumin Eq. (1.57).

1.3.2 Propagation effects

Propagation effects are an important issue for high-ordembnic generation. The
most important propagation effects are absorption of thenbaics, dephasing be-
tween the harmonics and the fundamental, and defocusiftgdtihdamental, which
are the main limitations for high harmonics to achieve hiffitiency. When high
frequency harmonic radiation propagates through gas/lib@iabsorbed by exciting
core electron states [74]. The difference between phaseitiek of fundamental laser
and high harmonic radiation will lead to phase mismatchimlgich limits the accu-
mulation of high harmonic radiation. Moreover, during hlgdrmonic generation, the
fundamental laser pulse will create free electrons in awblanith peak electron den-
sity at the center and a sharp decrease towards the pulss.wiugh a free-electron
density profile will defocus the laser pulse, which will reduthe laser intensity and
terminate the generation of high harmonics. Since the flsseovation of high har-
monics in experiments [75], numerous efforts were madedrease the intensity of
harmonics emission by optimizing propagation effects [78,78, 79]. Efficiency is
critical to generate a detectable signal, and also the isp@cbperties are important.
A three-dimensional model with cylindrical symmetry wasialdy implemented

to simulate propagation of an ultrashort laser pulse tagethth high harmonic ra-
diation. Simulations are performed with slowly-evolvingwe approximation [80].
Harmonics absorption and diffraction are taken into actcasmwell as the geometri-
cal phase shift, dispersion induced by free electronsggriesses and the delay due

to the refractive index of neutral atoms. The equations vgeiteed for the electric
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field, because the concept of envelope is not important ferdgcle laser pulses. The
equation used for laser fielf] is the one derived in Ref. [81], which has a form in
CGS units,

d(gi(p,f,T)_C Z/T / / 1/T 2 / ! !
aE _ZDJ_ _oo(gi(p7fvr>d-[ 20 _oowp(p7fvr>é{i(p7€7r)dr
Zmp ane(p7671—> 1 0 (a)
G ET  or car|MVe.EDG(RED . (166)
The equation for the harmonic pulgg in the slowly-evolving wave approximation is
0&h(p,E,T C T
BT a(amenip. &0+ 507 [ o€, T)ae'-

29 (a(p. €. T)Ch{(p.E, )] +o.C). (167)

In equations (1.66-1.6% andé&;, are the electric fields of laser and harmonic pulse,

respectivelyp is the distance to the beam ax§sandrt are the co-moving coordinates:

=1z (1.68a)
T=t-—2z/c, (1.68b)

wherec is the speed of light in vacuuna, is the plasma frequency, which is given by

wp(p, &, T) = \/4ne2ne(p’€’ 0, (1.69)

Me
lp is the ionization potential.a is the XUV absorption coefficient, which depends

XUV photon energydh, is the single-atom dipole response given by Eq. (1t T3 the
concentration of free electrons, aAd® (p, &, 1) is the contribution of neutral atoms
to the refractive index of the plasma. Static-field ioniaatiated” [4]] were calculated
by ADK formula [82] in our calculations. Using these rates tioncentration of neutral

atoms can be calculated as

Na(p,&,17) = noexp<—/

—00

T

FlGi(p. &, r’)]dr’) , (1.70)

whereng is the initial concentration of atoms (before the laser @appeared). The

concentration of free electrons is correspondingly ecual t

rep.£.1) = o nu(p.£,7) =ro- (1-exp( - [ rléi(p.£. ) ). @7

—00

T
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The contribution of neutral atoms to the refractive indetalsen to be proportional to
Na:
T

—00

An®(p, &, 1) =smu(p,&,1) = SrbGXp(—/ F[zﬁ(p,{,r’)]dr’) . @72

wheres s a coefficient depending on gas species.

1.3.3 Time-frequency analysis of the high-order harmonicesponse

Time-frequency analysis is a powerful tool to gain insigtibithe characters of high
harmonic spectrum. It is implemented as following: muitipltime-window function
at timet’ with window width T to the dipole acceleration and then Fourier transform

it, which reads in formule as,
2
D(w,t) = ‘ / dr'd(t)e -/ TP giet’ (1.73)

As an example, Fig. 1.1 shows us a typical time-frequenclyaisaesult of high-order
harmonic response from an atomic system in a gaussian shiggeewith pulse dura-
tion 5fs (full width at half maximum, FWHM), peak intensity.3x 10'4W /cn? at
wavelength 80@m In the figure, harmonic intensities are presented as alistyn
over emission time and harmonic energy, which gives us the ¥when harmonics are
emitted and with which energies. The green curves on thedfigteg harmonic emis-
sion energy over emission time from a classical trajectatgudation. It intuitively
shows us harmonics radiate every half laser cycles. Morgta@monic radiation
from so-called “short trajectory” and “long trajectory” pdendix A.2] can been well
distinguished. The quantum mechanical results of higleohédirmonic energy over
emission time basically follows the classical one, exceptwith some extra width
and structures due to quantum expansion and interferersleaifon wavepackets. It
shows that the photon energies generated over time are neéicped by the classical

recollision model.
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Figure 1.1: Time-frequency analysis of harmonic respons@ fan atomic model in-
teraction with a gaussian shape pulse with pulse duratis(BWHM), peak inten-
sity 3.5 x 10W /cn? at wavelength 800m, where the dashed green curve presents
the sum of electron recollision energies and the ionizgpotential of the atom as a

function of recollision time from classical trajectory calations [Appendix A.2].
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Chapter 2

Time and momentum distributions of

rescattering electrons

2.1 Introduction

Orientation of the molecule relative to the laser field is arpartant experimental
parameter with which, e.g., the ionization yield variesnffigantly. Basic features
of the orientation dependence of total ionization are mtedi by the molecular ADK
theory of tunnel ionization [40], which only depends on tlsgraptotics of the field-

free electronic wave function in field direction.

To determine the momentum distribution of the emitted etex during strong
field ionization, knowledge of the wave function in a fixededition is insufficient:
in the simplest case of a diatomic molecule, electrons deased from around both
centers leading to three-dimensional interference pettirat depend on the relative
phases and positions of the two centers [83]. More genethyemission depends on

the nodal structure of the outer electronic orbitals [84].

For imaging of molecules a much more detailed understanafitige rescattering
process is required as compared to high harmonic generatidrdouble ionization

using atoms. We need to be able to clearly distinguish betlez “beam” of rescat-
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tering electrons and its coherent target, usually consitlas the orbitdD) from which
the electron was removed in the first place. For high harmgeneration, according to
the Lewenstein model [52], the measured spectra are detedbly a time-dependent

matrix element of the form

/ d®k(0lzKa(kt), 2.1)

wherelK) is a suitable set of scattering states, e.g. the Volkov wistfor a free elec-
tron in the laser field, with respect to which the amplitudéfst) of the rescattering
electron are defined. For the reconstructiori@fwe need to know amplitude and
phase ofa as a function of momentutand timet. It was noted earlier [85, 86] that
harmonic spectra of molecules will in general show strieguhat depend on the ori-
entation of the molecular axis relative to the laser poéitn due to the double-center
shape of the orbital0) because of interferences comparable to a double slit experi
ment. Clearly, analogous effects must be expected alreatheielectron detachment

process if there is some non-trivial structure in the ihittave function.

Considering its importance, little attention has been paithe structure of an
electron wave function produced by tunnel ionization inldser field. The reason may
be a conceptual one, as in a strong field there is no rigoratiadion between bound
parts of the wave function and the wave function “after” teilimg. The Hamiltonian
with a (dc) field has a strictly continuous spectrum and gkefunctions including the
approximate bound states are infinitely extended and notalirable. When the field
is strong, approximate bound states cease to by clearlyifiddre. If one decomposes
an exact solution of the time-dependent Schrodinger equ&TDSE) with a field
into field-free bound and scattering states, one obseraesitions between bound
and scattering states, a large part of which is reversiblepeldding on the system
parameters, these virtual transitions may largely exdeedinal ionization. They can
be partly associated with adiabatic distortions of the wawetion in the field, but their
ultimately unphysical nature is betrayed by their gaugeeddpnce. The discussion

about the “correct” gauge for the strong field approxima{i®r] derives from this
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ambiguity. In the strong field approximation, the bound dirthe wave function is

chosen as the field free initial electron orbital, but thegitgl meaning of this orbital
in presence of the laser field depends on the gauge. As thesitgledbound-continuum
transitions appear generally less pronounced in lengtl@pared to velocity gauge,
length gauge is considered the better choice for an appedgioecomposition.

In this chapter, we investigated the time and momentum tstreof the rescatter-
ing electron wave function for simple molecular models. W fliscussed the concept
of a “rescattering wave function” and give a pragmatic dabniin the context of the
two-dimensional TDSE. Using numerical solutions of the BD&e then studied the
effects of orientation of the molecular axis, and geradewargkrade symmetry of the

outer electronic orbital on the rescattering electron wawetion.

2.2 Method

2.2.1 Description

The physical reason for the difficulties to spectrally digtiish bound from rescat-
tering electrons is the coherence of the two parts of the Viawetion: where they
overlap, amplitudes add up and merge into a single, ingjsighable entity. This dif-
ficulty does not arise, when one “observes” electrons at @mtie from the bound
system, where all more strongly bound parts are expongntiaimped. This amounts
to taking the rescattering picture seriously and countimly those electrons that had
been removed to a large distance before they reappear reaotind electrons.

We implemented this idea as follows: at titgehe solution¥(F,t) of the TDSE is

multiplied by a probe function

2 N2
My (F) = exp [— (;—20+%>] (2.2)

which has its carrier at a distanzgfrom the bound system with width,y measured

in polarization direction. This probe function approxiest plane where we measure
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intensity and momenta of the electrons as a function of tifine. criteria for the choice
of My will be discussed below. An example is shown in Fig. 2.1. mldft panel, we
can clearly see the electron emission in the laser field, artderight panel, masked

wavepacket contains part of emitted electrons.

20
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Figure 2.1: Electron density distributions of the wavetfiimt (left panel) at a certain

time during laser field ionization and that of its masked viametion (right panel) at

probe distancey = 15a.u. with probe widthw, = 3a.u..

The probed wave function paky,, (T)¥(r,tg) can then be propagated further by

the TDSE
X?,to(tO) = M20<?)w<r7 t0)7 (23)
.0
IEXIQ(?vt) =H (?7t>Xt0(?7t) (24)

or it can be converted to a Wigner distribution and propatjelassically:

Wo(r,B) = 5 [ X0~ Sl + 5)explip- ), 25)
oMo _ Mo vV Wb (2.6)

ot dp or © oar’
whereV is the potential.
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By integrating over all probe timeg one obtains the rescattering part of the wave

function for quantum mechanical forward propagation,

(1) = / g, (T, 1), 2.7)

from which time, space, and momentum distributions “ondtig.e. atz= 0 are
calculated.

For classical propagation, the electron density can bersatas

Di(,t) = [ dlo [ dpWio(r. B.0). (2.8)

2.2.2 Parameter dependence

The probe distance,, the probe widthwg and the shape of the mask function are

unphysical parameters on which our conclusions must natrekep

Probe distance

First, we investigate the dependence of the rescattergareh density on the probe
distancezy The probes are taken during the first half cycle of & simape laser pulse,
with peak field strength of.@a.u. . With this pulse, the first electron recollision will

be studied. The vector potential of laser field is taken to be

Alt) = (Zi)smz< )sm(abt) (2.9)

wherer = 207a.u.(5fs) is the full width at half maximum (FWHM) of the sfrpulse
and the center frequeney = 0.057a.u. (800nm). cis the speed of light. The electric
field (Fig. 2.2) of the laser pulse is taken from the derivati its vector potential

E(t) = —%02—9. (2.10)

For checking the probe parameters, a model atom system veaswith the one-
dimensional screened Coulomb potential

1
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Field strength (a.u.)

0 0.5 1 1.5 2 2.5
Time (fs)
Figure 2.2: Electric field with a sfrshape laser pulse and peak field strength®a.

in the rising edge of the pulse.

with a= 1.59a.u. (I, = 0.452a.u. similar to that of neon atom).

Fig. 2.3 presents the time-dependent electron densitiesnal with three dif-
ferent probe distanceg = 10,15, and 2@.u.. The strong decreasing of the den-
sity with increasing probe distance arises because noleglrens reach each barrier.
Fig. 2.4 shows the rescattering electron momentum as aifunat maximum excur-
sion amplitude for a classical electron in the same field ¢fdculation details see
Appendix. A.2): only the fastest electrons will pass thrioadj three barriers. When
we take electrons with momentupy > 1.8a.u. (see panel a in Fig. 2.5), currents
on target are quite different for different probe distanBeit when we include only
electrons with momentg, > 2.8a.u., the three barriers give very similar electron
densities on target (see panel c in Fig. 2.5). It coincidek wlassical trajectory cal-
culation(Fig. 2.4). In other words, the rescattering etatbehaves classically. For a
certain probe distance, only electrons with high momentulibe included, which is
the most interesting part for applications of rescatterifige minimal requirement for

the probe distance is that the probe should at least be r@aghie electrons needed
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for a given application.

0.5

Density (arb.u.)

1 1.5 2

Rescattering time (fs)

Figure 2.3: Rescattering electron density as obtained pvithes placed at three dif-
ferent distanceg,. The differences arise because slower electrons do neaeh the

more distant probes. For model and laser parameters seexthe t

Probe width

The probe width is another important parameter for the ntethbhe weak depen-
dence of the current on probe width is demonstrated in F&yfd2.the range of width
from w = 2a.u. through 5a.u.: the overall shape of the current is nearly independent
on probe width. The slight difference in densities for diffiet probe widths can be
explained by the fact that more electrons are included fgelaprobe width.

For a two-dimensional system, in the direction perpendictd the laser polariza-
tion the probe function can be chosen rather broad or evemtafivithout causing
overlap with the bound system, thus obviating the need famghysical restriction.

The unphysical nature of the probe function also introdgeesgje-dependence into
the present procedure: the Fourier-transforrvigfrefers to theanonicalmomentum,

which coincides with the physical momentum in length gaugedontains a time-
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Figure 2.4: The rescattering momentum of a classical electleased with momen-
tum 0 as a function of its maximum distance from the atom. @i#g¢trons with rec-
ollision momentum> 2.8a.u. reach distances 20a.u.. Laser parameters are givenin
the text.
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Figure 2.5: Rescattering electron density as obtained piithhes placed at three
different distancegy with momentum restriction. All momentp, > 1.8a.u. (a),

pz > 2.4a.u. (b) andp; > 2.8a.u. (c) are included.
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Figure 2.6: Dependence of the rescattering electron deasifprobe widthw with
probe positionzg = 15a.u.. Probe widthsw = 2a.u., 3a.u., 5a.u. are presented as

magenta dotted curve, hashed blue curve and solid red curve.

dependent boost in velocity gauge. The gauge-dependemee ofethod, however, is

on the same scale as the dependence on the probe width.

2.2.3 Comparison between guantum mechanical and classigaiop-

agation

By choosing between quantum mechanical or classical pedjmamgof the probed wave
packet, we can judge how classically the rescattering relestbehave. In Fig. 2.7 it
is shown that the electron densities on target obtained laytgun mechanical (EQ.
(2.4)) or classical (Eg. (2.6)) propagation nearly coiegicbrroborating the basically
classical nature of the rescattering motion. This agreés wihat we get from probe

distance study.
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Figure 2.7: Comparison of quantum mechanical (hashed himneey and classical

(solid red curve) definition of the rescattering density.
2.3 Molecular orientation and orbital symmetry depen-

dence

2.3.1 Model

To study the effect of orientation and orbital symmetry oae tbscattering electrons
for a molecule, a two dimensional diatomic model is employeader single active
electron approximation.

The Hamiltonian of the system has a form in velocity gauge

119 1, 7% 1[07?
H(t)_é[Td—Z—EA(t)] —é[&} “V(x,2) (2.12)
with the potential defined as
0.5 0.5
V(X7Z):_ - - " ’
V@24 (x+Rsing)2+ (z+Rcosh)2 /a2 + (x—RsinB)2 + (z— RcosH)?

(2.13)
where the parameterwas adjusted for an ionization potential 088.u. and the inter-

nuclear separation was fixed & 2 3a.u.. 8 is the molecular orientation angle, which
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is the angle between molecular axis and laser polarizatiager field is applied iz

direction, with the same parameters as those used in pegeetion [Section 2.2].
Electrons are ionized by the first peak of the laser pulse tlagwl driven back when
laser field changes its direction. In our calculation, prisiaken with the probe width

wo = 3a.u. and the probe distan@g = 15a.u..

2.3.2 Momentum distribution of rescattering electrons

First, the ground state is chosen as the initial state. Téwrein density distributions
of the gerade initial states with different orientations presented in Fig. 2.8. Electron
momentum distribution is defined from the Fourier transfofrmasked wavefunction

2
M(px, Pz) = ‘/dxdzMo(x,z)LP(x,z,to) exp(—ipxX)exp(—ipzz)| . (2.14)

The the rescattering electron momentum distribution iralbelrand perpendicular di-

rections are calculated as

Mzz/dpxlvl(px, pz>,Mx=/dpzM(px, Pz). (2.15)

Fig. 2.9 shows the rescattering electron momentum digtobas probed at a distance
Zp = 15a.u. for the orientation® = 0°,45° and 90 at timety when electron density
reaches its peak. In qualitative agreement with the madecDK theory [40], the
ionization rates decrease with increasing angle. The d\arapes of the parallel and
perpendicular momentum distributions remain similar amath, although in the
perpendicular momentum distribution a slight asymmetiyeaps at 45

This picture changes drastically, when we ionize from antegdaather than the
ground state. To facilitate comparison with the previousecave adjusted the poten-
tial parameter in the Hamiltonian (Eq. (2.13)) such that the first exciteatesthas
a binding energy of Ba.u.. Fig. 2.10 presents electron density distributions of the
ungerade initial states with different orientations. FdL1 shows the probed spectra

for the excited state with ungerade symmetry.
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Figure 2.8: Electron density distributions of the initishte with gerade orbital for

different orientations.
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Momentum (a.u.) Momentum (a.u.)
Figure 2.9: Dependence of the rescattering electron mamedistributions atg = 15
on the molecular orientation. The initial state is the gergbund state of the system.
Both, parallel (a) and perpendicular (b) momenta show a simdistribution that de-
creases from parallél = 0° to perpendicula® = 90° alignment of the molecular axis.

The perpendicular distribution becomes slightly asymménr 6 = 45°.
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Figure 2.10: Electron density distributions of the inisédte with ungerade orbital for

different orientations.
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Figure 2.11: Dependence of the rescattering electron mtumredistributions a¥y =
15a.u. on the molecular orientation with an ungerade initial stalbe decrease of
the density for perpendicular alinement is more pronoureeta node appears in the

perpendicular momentum distribution.
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In this symmetry, the ionization yield drops more stronglyen going from par-
allel to perpendicular orientation. More importantly, tistribution of perpendicular
momenta strongly changes its shape from a smooth bell-dithgigibution to a double
hump distribution with a node for perpendicular momentom= 0. The appearance
of this node can be explained in the strong field approximaiging simple symmetry

arguments.

X (a.u.)
X (a.u.)

1.5 2 2.5 3 1.5 2 2.5 3
Time (fs) Time (fs)
Figure 2.12: Electron density distributions of rescatigelectrons on target over per-

pendicular coordinate and over time for (@eft) and 90 (right) alignment.

Density distributions of rescattering electrons over parficular direction and
over time “on target” are presented in Fig. 2.12 férabhd 90 alignments. The distri-
bution for @ has a well defined shape only due to wavepacket expansiofe thiait
for 90° has a node, which origins from its parent system. By intégmabver time,
Fig. 2.13 presents electron density over perpendiculardooate. It is obvious that
most electrons will not recollide with our target — the malkx; which has a size of
2R=3au..

The suppression of zero perpendicular momentum leadsdongsBuppression of
recollision and high harmonic generation in addition to shpression of total ion-

ization. The effect must also be taken into account for aesmbrinterpretation of the
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Figure 2.13: Electron density of rescattering electrondavget over perpendicular

coordinate for 90 alignments.

experiments [88, 89], where double-ionization by recatiidelectrons was used as
a measure of orientation dependent ionization rates. Sdrtieeanolecules investi-
gated there have exact anti-symmetries and all have nodaéglwhich will lead to
strong variations of momentum distributions of the redutig electrons with molec-
ular orientation. The observed double ionization therefdepends not only on total
ionization, but also on the fraction of the returning eleos that contribute to double
ionization. E.g., while for our mode} 50% of the returning electrons pass through a
region around the molecule of twice size of the internuctisrance, this fraction is

only ~ 10% for perpendicular orientation.

2.3.3 Time-structure of rescattering electrons

Finally, we calculated the time-distribution of the electrdensity at the probe. Here
we have chosen an internuclear separatioro£d a.u. in order to enhance the effect.
Fig. 2.14 shows the very dramatic effect of molecular oaéon on the timing of the

electron “beam”: the maximum of the current may move by asimag03 fs. The
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mechanism of this effect will be discussed in details in tegtichapter.

4 o
45°
90°

3L laser field

Density (arb.u.)
[\

1 1.5 2
Time (fs)

Figure 2.14: Time-dependence of the rescattering electenmsity atzyp = 15a.u. for
different molecular orientations. An ungerade initialtstbor a system with internu-

clear separationR= 6a.u. is chosen.

2.4 Conclusions

We have demonstrated that one can, with some approximakafine the rescattering
part of the electron wave function by probing the wavefwrctt sufficient distance
from the bound system. The procedure is not rigorous, bugpedds only weakly on
unphysical parameters and gauge.

However, the dependence on orientation and symmetry of ¢tieeaelectron’s
orbital may be dramatic. In particular, with the moleculsisaligned perpendicular to
the laser polarization, an initial ungerade symmetry ofttieeorbital causes a node at
the perpendicular rescattering momentpm= 0 and, depending on laser parameters,
only a very small part of the wave function rescatters from plarent system. Not

only momentum distribution, but also the time-structureha rescattering electrons
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strongly varies with orientation: for larger moleculesabdlux may change by as
much as Bfs.

Our studies strongly indicate that the time and momentuncsire of rescatter-
ing electrons is by no means universal. Attempts to estaltie rescattering wave
function for an unknown system by simple comparisons withl@gas atoms appear
futile. As a minimum requirement, the specific symmetry @mies of the orbitals
of the active electrons must be taken into account when m@terg the rescattering
wave function. If that orbital is what is to be determined mshie experiment [25],
one possible procedure would be an iterative fit to the medsdata, rather than a
direct tomographic reconstruction. While this seems fxbssn principle, such a re-
construction must strongly rely on an adequate and effictegtretical description.
For experiments where nuclear rather than electronic masioneasured [12] at least
the time-structure of the rescattering wave function mesiwbll understood. The ob-
served variations of .G fs are for the integral over all momenta. As the rescattering
double ionization probability is expected to strongly degp@n the rescattering mo-
mentum, the time-dependence must be analyzed in relatitimet@as yet unknown)

momentum dependence of rescattering double ionization.
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Chapter 3

Sub-cycle dynamics in the laser field

lonization of molecules

3.1 Introduction

To define a time of ionization and an electron spectrum atttiveg one needs to dis-
tinguish between bound and unbound electrons while theiBgddesent. This is dis-
cussed in detail in Ref. [90], where an approximate bourabund distinction was
introduced. This distinction is applicable in the case abrsg fields, while at weaker
fields it becomes dependent on details of the approximatigrgrticular on the gauge
used to describe the interaction with the field. One findstthar continuum popula-
tion” that can significantly exceed ionization found aftee pulse because large part
of it relapses into bound states. From such data it is imptessd tell “when” ion-
ization really happens. These difficulties arise, becalisecbncept of ionization is
asymptotic in time and only for time-independent Hamiltors states it can be associ-
ated with the bound or unbound property at any given time egkpossibly when the
system evolves adiabatically, a spectral classificatitm hound and unbound states
in presence of an electric field is impossible. For the preskapter we avoid this

problem by adopting the original idea of the classical riision model for the time-
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dependent Schrodinger equation. Electron detachmergtérdined from the wave
function amplitude that we find at distances where the laseefdominates over the
molecular potential. We can associate that amplitude witma of electron emission
by propagating it back to near the ion. In this way we can dis@lectron re-collision
without the need for deciding whether the electronic wavefion ever became un-

bound or just strongly distorted.

For the time of electron release, electronic dynamics duitiie emission process
must be taken into consideration. In its usual form, thealésion picture assumes
that ionization is a quasi-stationary process, where atiarg/the rate is proportional
to the tunnel ionization rate for the instantaneous fieldrgjth. Because of a strongly
non-linear dependence of ionization on field strength thiglies a sharp maximum of
emission at the peak of the laser field. However, ionizateonanly be quasi-stationary
when the time-scales of electronic motion in the system a#-separated from the
laser time scale. In atoms, this assumption can well desetdxctron emission, but in

molecules, this is not generally the case.

In this chapter we investigate the influence of sub-cyclelfistiuced internal
electronic dynamics of molecules on electron emission aadotlision. For two-
dimensional model molecules, we found pronounced effectgela-induced intra-
molecular dynamics during strong field ionization. The syble field-induced dy-
namics is caused by Rabi-like oscillation between the gi@tate and the first excited
state. Moreover, it leads to a modulation of emission wagkgiawhich sequentially
modulates the recollision wavepacket and further modsilaigh-order harmonic gen-
eration from the molecule. Such dynamics information camwige through three-
dimensional propagation of high-order harmonics, whictk@sathe sub-cycle field-
induced dynamics observable in experiments. A strikingatftlue such field-induced

dynamics is the appearance of even harmonics under cedadfitions.
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3.2 Method and model

The same single electron diatomic model is used as in thaque\chapter [Sec-
tion 2.3.1] with the parametexin Eq. (2.13) was adjusted for an ionization potential
of 0.51a.u. and the internuclear separation was fixed Rt=24.38a.u. (parameters
similar as for th&CO, molecule). The orientation of the molecule is given by thglan

0 between the molecular axis and the polarization directfdhefield. In this chapter,
we will concentrate on orientatich= 0°. Laser field is applied in parallel direction (
coordinate) with vector potenti#{(t) = % coq apt) with peak field strengtldp and
center frequencyy = 0.057a.u. (A = 800nm). The TDSE (Eq. (2.12)) was solved by
a fast Fourier transform method with box sizesa@0 in perpendicular direction and

120a.u. in parallel direction.

To get the emission current and the rescattering currentised the same method
that was introduced in the previous chapter [Section 2.2¢. chbse the probe func-
tion at probe distancg) = 6a.u. with probe widthwy = 3a.u. and we quantum me-
chanically forward propagated the probed wavefunctiondbrgscattering electron

wavepacket.

In our calculations, we neglected nuclear motion, as elactlease and re-collision
happen during about a laser half-cycle o8 s, which should be compared to typ-
ical vibrational periods of 15 25fs for molecules likeCO,. Although the two-
dimensional model precludes quantitative comparisortseviperimental data, we will
argue below that the mechanism underlying the release dgsasnuniversal and not
specific for our model. The ground and the first excited statesir model were ob-
tained by imaginary time propagation, where for the excsiiede orthogonality with

respect to the previously calculated ground state was iethos
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3.3 Sub-cycle dynamicsinduced by internal oscillations

3.3.1 Rabi-like oscillations of a two-level system in a laséeld

When a strong field is applied on a two-level system with a ldip@nsition allowed,
the electric field will excite the system. At some point whika system is completely
in its excited state, the field actually goes on to de-extigedtom again ("stimulated
emission”). This cycle of absorption-emission is calledRascillations, and it pro-
ceeds at a frequency depending on the strength of the el&etd. During the optical
cycle the system is usually in a superposition of ground acdex state. The popula-
tion transfer between the two states is as referred to a Radpifig.

Under the rotating wave approximation [91], Rabi floppingween the levels of
a two-level system in laser field of the resonant frequendlyoscur at the Rabi fre-
guencyQg, which is proportional to external field strengthand dipole momeng

between the two states

Qr= Ué&. (3.1)

The frequency of modulations for population in a detunedifiethich is named
generalized Rabi frequency, depends on Rabi frequencyhrendetuning parameter.

The relation between generalized Rabi frequency and Rafuéncy can be written

Q= /o (3:2)

where the detuning parameteis= (Ee — Eg) — wrield. Eq andEe are energies of the

as

ground and the excited state, a¥le|q is the frequency of the external field.

In case of a few-cycle intense laser pulse, rotating waveoqpation is no longer
valid. The oscillation frequency can not be simply given lay E£3.2), which will be
time dependent. To get the Rabi-like oscillation betweenttho states, we use an

ansatz for the simple two-level system as

W(t)) = cg(t)|g)e "™ +co(t) )™, (3.3)

54



where|g) and |e) are the ground and the excited states, eg(tl) andce(t) are the
amplitudes, anty andEe are energies of the ground and the excited state of the two
states, respectively.

With this ansatz, the TDSE of the model in a linear polarizegmmal field have

the form

i% [cg(t)|g)e ™" +ce(t) @)e™4] = H(t) [cq(t)|g)e ™ +ce(t)[e)e ], (3.4)

where Hamiltonian is defined &$(t) = Ho — &(t)zand&'(t) is the external field. The

time-independent part Hamiltonian is given by

p2
Ho = ?—i—V(r), (3.5)

whereV is the potential.

The system obeys the following relations:

(gle) =0,
Zle) =,
(olzle) = u .
Holg) = Eg|9),
Hole) = Eele),
wherep is the dipole momentum.
By closing Eq. (3.4) withg) and|e), equations for the amplitudes read
iCg(t) = —ué (t)ce(t) exp(—i(Ee — Eg)t), (3.7)
iCe(t) = —Hé (1)cylt) exp(—i(Eg — Ee)t).

The Rabi-like oscillation between the two involved statas be obtained by numeri-
cally solving Eq. (3.7).

As an example, populations of the two states are presenteir8.1 withu =
2a.u. andAE = 0.1a.u. . A Gaussian shape cosine-pulse is used with FWHiM &t
wavelength 808m and peak intensity .3 x 10*W /cn? (shown as magenta dashed
curve in Fig. 3.1). It is shown that the oscillation frequgstrongly depends on the

field strength of the external field. The modulation frequeoicthe population of the

55



first excited state increases when field strength increddeseover, when the field is
gone, the system stays at some point with a superpositidreajriound state and the

first excited state.

R —

0.6 .

Population

04

02

Time (Opt. cycl.)

Figure 3.1: Populations of the ground state (solid red Quame the first excited state
(dotted green curve) of a two-level system. The dashed ntagenve indicates abso-

lute value of laser field strength (with different scale).

3.3.2 Field-induced internal oscillations in molecules

Due to the Rabi-like oscillation, the populations of thewgrd state and the first excited
state will be modulated when a strong field is applied. To campvith a two-level
system, populations of the ground state and the first exsitgd of our diatomic model
are calculated by solving the two-dimensional TDSE. Forsystem, dipole momen-
tum u is 2.28a.u. which is calculated directly from result of TDSE and the gyegap
AE between the ground state and the first excited stat@8au., and the ground state
is chosen as the initial state.

In Fig. 3.2, it is shown that modulations in state populaidor different laser

intensities closely follow the evolution of a two-level sy except depletion due to
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ionization. The modulations strongly depend on the lagensity. For all intensities,
the time structure of the modulations for the two-level egstis very similar to the
TDSE results. On the other hand, one may ask whether thisdfintbdulations will
have an effect on field ionization. The answer is yes. In thieang sections, we
investigated the effect of the internal dynamics on ionargtrescattering and even

high harmonic generation.

3.3.3 Effect of internal sub-cycle dynamics on electron erasion

To simplify numerical calculations, a3 cycles pulse is applied to the molecule, with
which electrons will be released during the first half cyaid ge-collide with its parent
system in the following cycle.

Fig. 3.3 shows the emission current on the probe with a pradiarcce &.u. for
different laser intensities. Because the probe is takesedimthe nucleus, the emission
current should well follow the exact emission current frdm system. Obviously,
there are some modulations in emission current when laddrifiestrong enough.
At intensity 6x 101°W /cn? peak emission approximately coincides with peak field
strength, but at intensity.2 x 10'*W /cn? two emission peaks of different height
appear that are separated by approximately 1/4 of an omtycé¢, and at the largest
intensity of 22 x 10MW /cn? two roughly equal peaks with slightly smaller separation
appear. Moreover, it is clear that the peak of the emissiorentiincreases when the
laser intensity increases due to the increase in ionizadite

Let's go back to check the populations of the ground statelanfirst excited state
during the first half-cycle of the laser pulse, which are shawfig. 3.4. For different
laser intensities, populations of the first excited stategldifferent time-dependence
due to Rabi-like oscillations. The emission current alwijws the population of
the first excited state except when the laser field is very vagakionization stops.
This means the electrons are emitted from the first excitee stvhere the ionization

potential is less than that of the ground state.
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Figure 3.2: Populations of the ground state for our modefesygsolid red curves)
and a comparable two-level system (dotted blue curves)diffitrent laser intensities.
From top to bottom, laser intensities arg &0'3W /cn?, 1.3 x 10W /cn?, and 22 x
10*W /cn?, respectively.
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Figure 3.3: Emission current for different laser interstin first half cycle. Solid
red curve, dashed green curve and hashed blue curve areasgh ihtensity 6«
10"3W/cn?, 1.3 x 101W /cn?, and 22 x 10*W /cn?, respectively. Dotted-dashed

cyan curve shows laser field.

In summary, analyzing the electronic wavefunction durimgssion one finds that
the variations are caused by intra-molecular electron giycginduced by the ionizing
field. The laser field induces pronounced Rabi-like osaills of the populations of
the ground and the first excited state. Electron emissiosigonénantly happens when
the excited state becomes populated at times when the fiagldlasg. In that way

emission itself becomes modulated by the oscillations eetvthe bound states.

3.3.4 Effect of internal sub-cycle dynamics on rescatteri elec-
trons

The variations in the re-collision times match emissiomné takes into account that

only emission times corresponding to classically re-doily trajectories can signifi-

cantly contribute. The correspond rescattering currentthe target are presented in

Fig. 3.5. The rescattering current on the target is obtamefbrward propagating
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Figure 3.4: Populations of the ground state (dashed greeme£uand the first ex-
cited state (hashed magenta curves) for different lasengities ( from top to bottom
6 x 103W /cn?, 1.3 x 1014W/cn?, and 22 x 10*W /cn? ) in first half cycle, while

the solid curves are the emission currents on the probe. -Datséd cyan curves are

profiles of the laser pulse.
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Figure 3.5: Time-distributions of electron emission andoé#ision for laser intensities
6 x 1013W /cn?, 1.3 x 10MW /cn?, and 22 x 10M*W /cn? (from top to bottom). The
dot-dashed cyan curves indicgtg(t)|. Emission (solid red curves) and re-collision
(dashed green curves) distributions scaled to maximaksgatd 1 with the probe lo-

cated atzp = 6a.u..
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the probed rescattering wavepackets to the target. At teesity 13 x 101W /cn?
the variation of emission times leads to a strong emphasi®o{f trajectories”, i.e.
re-collisions well after the node of the field. We also inigesied the emission time
structure for laser polarization perpendicular to the rall@r axis where the first ex-
cited state is not dipole-reachable from the ground state expected, the emission
time structure closely follows the field strength and venalahg varies with intensity,

which is shown in Fig. 3.6.

05 r

Density (arb.u.)

0 0.25 0.5
Time (Optical cycle)

Figure 3.6: Emission current of the molecule with perpeuldicalignment for differ-
ent laser intensities: solid red curve for intensity 803W /cn?, dashed green curve
for intensity 13 x 10*W /cn?, and dotted blue curve for intensity2x 10'4W /cn?.
The dot-dashed cyan curves indicafét)|.

The mechanism makes it clear that the modulation of elearoission by field-
induced internal dynamics is a universal phenomenon, wikialot bound to the spe-
cific model used here. In general, the dynamics modifies @iz times when (1)
it occurs on a time scale that is comparable to the laseralgigriod and (2) the in-
ternal rates are significant compared to the ionization r@endition (1) means that
there is an electronically excited state at most a few phetmrgies above the ground

state. At a laser photon energy ab&V corresponding to thee 800nmwave length
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this condition becomes fulfilled at larger internucleataise as we used them in our
model. Condition (2) can always be met by reducing lasemsitg. At fixed wave
length that means that one approaches Keldysh parametgrs tf which is, in fact,
where many experiments are being performed.

Oscillations between the populations of bound states wegperted also at very
strong field [92], where, however, the oscillation frequefar exceeds the laser fre-

guency and no observable modulation of the emission results

3.4 Internal sub-cycle dynamics effect in high-order har-

monic generation

3.4.1 Time structure of high-order harmonic generation

The most sensitive experimental signature of re-collis®m high harmonic emis-
sion, where re-collision momenta are closely linked toalision times [47, 46]. The
experimental signature of field-induced intra-molecukamaimics, which depends on
laser intensity and orientation of the molecular axis, $th@lso be observed in the
high-order harmonic spectrum of the molecule.

Atime-frequency analysis of high-order harmonic respavegperformed to study
the internal sub-cycle dynamics effect. Fig. 3.7 presents-frequency distributions,
which are calculated by Eq. (1.73), for high-order harmaegponse with different
laser intensities, as well as harmonic energy over recaoatibim time from classical
trajectory calculations. For laser intensityx@0'*W /cn?, distribution is continuous,
which is similar to that of an atomic system. However, fortfaglaser intensities, dis-
tributions are not continuous and there appear additiapaldlue to the field-induced
dynamics. For laser intensity3x 10'W /cn?, there is one dip in the short trajectory
part, while for laser intensity.2 x 10'4W /cn?, there are two dips, one near cutoff and

the other one in the long trajectory part. Fig. 3.8 presdmggitme-frequency analysis
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of high-order harmonic response of a®@igned molecule, with the same laser pulse
as that in the middle pattern of Fig. 3.7. The time-frequestctycture well follows
the classical trajectory results, which is similar to amaitosystem. The modulated
structures in high harmonic response are directly relaietid field-induced dynam-
ics of electron ionization. In other words, field-induceddynics can be investigated

through spectrum analysis of high-order harmonic germrati

A more direct insight into the field-induced dynamics is tineet-structure of high-
order harmonic generation near the cutoff. Time-struatdir@gh harmonics near the

cutoff is calculated as,

Sa)::A:D(wJ)dw (3.8)

whereD(w,t) is calculated by Eq. (1.73). The Fig. 3.9 shows that the shagbm har-
monic response in the energy range above 80% of the harmotdtf energy (o =
0.8wrutof f) closely follows the corresponding re-collision densiistdbution. The fig-
ures also contain the harmonic intensities for perpendicuiented molecule, which
remain independent of intensity. It is clear that for lasgensity 6x 1013W /cn?,
the time-structure of high-order harmonics for paralleja¢d molecule is the same as
that for perpendicular aligned molecule. However, for kiglaser intensity, the time
structures of high-order harmonics for parallel alignedeuoles are shifted to the
left (“short trajectory”) or the right (“long trajectory”lue to sub-cycle field-induced
dynamics. The time shift between different intensitiessgaage as (B optical cycle
(800as).

Recent experimental work has revealed a similar changesdfdahmonic emission
profile as a function of intensity and orientation of the neolar axis [93]. They found
that to compare with atoms, different align€®, andN, molecules, the time struc-
tures of selected harmonic radiation are quite differerite Time delay of harmonic
radiation between0and 90 alignedCO; is about 16@s
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Figure 3.7: Time-frequency analysis of high harmonic resgoof the 0 aligned
molecule for different laser intensity (6103W /cn? (top), 13 x 10YW /cn? (mid-
dle), and 22 x 10*W /cn? (bottom)), while the green curves inside give harmonic

energy over recombination time from classical traject@igalations [Appendix A.2].
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3.4.2 Appearance of even harmonics

Another observable effect of the internal dynamics is thagient appearance of even
harmonics. Between subsequent re-collisions, the systemes according to the
field-induced dynamics. In our case Rabi-like oscillatibeswveen the gerade ground
and the ungerade excited state lead to variations of thér@tedensity. At intensi-
ties where the ratio of the laser period to the field-induecgdrnal oscillation period
approaches an even number, the system returns to the samatstach subsequent
re-collisions. Any asymmetry of this state will cause evannmonics. As the inter-
nal dynamics depends on laser intensity, the even harmshms a resonance-like

dependence on pulse intensity.

Harmonic spectra from our model system with parallel aligntmare shown in
Fig. 3.10 with different laser intensities, where even hamios clearly show up around
order 15. A laser pulse with duration of 1§(FWHM), and intensity of 6 1013W /cn?
is applied to the molecule. We find even harmonic peaks wittolg38% of the peak
height of the neighboring odd harmonic peaks, which is onadesthat can be de-
tected in the experiments. For perpendicular alignmenethee no even harmonics,
which are presented in Fig. 3.11 with the same laser pulseaaspplied to the par-
allel aligned molecule. Such an orientation dependenteiféeanother experimental

signature of field-induced dynamics.

3.5 Can internal sub-cycle dynamics survive propaga-

tion of high-order harmonic generation?

The field-induced internal sub-cycle dynamics can be a thdite effect in experi-
ments only when information of the effect survives aftemhanics propagation. It is
important to understand whether the property of time-fegmy structure is preserved

after harmonics propagation in the gas when comparing withlesparticle response.

68



0.001 ¢ T T | T T

T
le-04 L laser intensity 6x10" W/em® E
3 l1e-05 F 3
.e 4
8 le-06 3
g 1e-07 .
8  1e08 | 1
=i [ ]
= 1e-09 .
le-10 E - ! 3
10 15 20 25 30 35 40 45 50
Harmonic order
0.001 ¢ T T T XY ) T
le-04 L laser intensity 1.2x10"" W/cm ]
3 le-05 3
'Q -
& 1e-06 F 3
2 1e07 3
8  1e-08 1
= [ ]
= 16-09 F 3
le-10 E | | |
10 15 20 25 30 35 40 45 50
Harmonic order
001 T T T T T 14 T 2 T ]
0.001 laser intensity 2.2x10°" W/cm ]
5 le-04 3
£ le-05 —
:; 1e-06 E
% 1le-07 E
E 1e-08 E
le-09 WWW
le-10 1 1 1 ] ] =

10 15 20 25 30 35 40 45 50

Harmonic order
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3.5.1 Method: generation and propagation

In the previous section, we have found that harmonics eaniggar cutoff will shift to
the short trajectory part or long trajectory part due to fielduced sub-cycle dynamics.
As described in Ref. [94], the phase matching conditionsdéferent for harmonic
radiation from long trajectories and short trajectoriesei we need to know whether
such a behavior persists after propagation of the harmémioagh medium.

To simulate harmonics propagation in the gas [Section W8]used a code first
developed by N. Milosevic and optimized by V. S. Yakovlev ][93n the code, an
extension Lewenstein model [52] is employed to calculagesingle-particle dipole
response. Simulations with such model are much more effitiam that solving the
full TDSE.

As discussed in the previous section, the modulations ctrele emission closely
follows the population of the first excited state. The fieidddced modulation happens
during the strong field ionization, which is single-paiicksponse. Therefore, we
numerically implemented such field-induced dynamics ihtibnization process. In
practice, field-induced modulations can be introducedeémtdission part (“ionization”
probability amplitudesion(tp) (EqQ. (1.59)) of the three-step model by modifying time-

dependent free-electron density:

(0 = oo (1-exp - [ arrtai] ). (3.9)

wherecg(t) is the solution of Eq. (3.7) for a two-level system anfl4 (t')} is the
ionization rate for static fieldj(t’). In the following part of the section, the modified
Lewenstein model will be used to simulate the single partiesponse of the molecule

with sub-cycle field-induce dynamics during strong fieldization.

3.5.2 Internal sub-cycle dynamics after harmonics propag@on

First, the validity of the modified Lewenstein model was dtegt The same laser pulse

is used as that in previous section tycles, 80@m), as well as the same parameters
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of the molecule as those used in Section 3.3 for the two-lgystem Eg = 0.51a.u.,
Ee = 0.54a.u. andu = 2.28a.u.). The laser pulse has a gaussian spatial profile with
beam waist of 6um. Laser pulse and harmonic radiation are propagated tagethe
through a 2Znmgas tube at 10@barwith I, = 0.54a.u. , and the focus position was
chosen at the center of gas volume. In our calculations, wselXUV absorption
coefficient of Argon. With such parameters, for an unmodifigmmic system, propa-
gation effect prefers short trajectory of harmonic genenat

The time-structures of high harmonics from this simplifiete particle response
are shown in Fig. 3.12 with different peak intensities. Hanigs with energy larger
than 80% of the cutoff energy are selected. To compare witle$d laser intensity
6 x 1013W /cn? (solid red curve), the peak of time-structure shifts to tightr for
laser intensity 13 x 101*W /cn? (dashed green), but to the left for laser intensity
2.2 x 10*W /cn? (hashed blue). This qualitatively agrees with the resulfDSE

calculations of our model system (Fig. 3.9 in Section 3.4).
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Figure 3.12: Time-structures of harmonic radiation nedpoftibefore propagation
(Laser pulse peak intensities&L0'3W /cn? (solid red), 13 x 10MW /cn? (dashed
green), and 2 x 10'4W/cn? (hashed blue)).

In Fig. 3.13, it shows the time-structures of on-axis highni@nics after propa-
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gation through Zamgas with the same harmonics selection. To compare with those
before propagation, the positions of time-structure peanged somewhat due to
propagation effects. For laser intensitx@0W /cn? (solid red), time-structure of
high harmonics after propagation is quite similar to thdbkepropagation. But with
laser intensity 13 x 10W /cn? (dashed green) and2x 10W /cn? (hashed blue),

the peaks shift to the left. That is because harmonic ganarfkom long trajectories
has been suppressed after propagation. Neverthelessifénertces between different
laser intensities are still clear. The effect coming frondfimduced internal sub-cycle

dynamics is still detectable after propagation.
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Figure 3.13: Time-structures of on-axis harmonic radrati@ar cutoff after prop-
agation through timgas (Laser pulse peak intensitiesx @0'3W /cn? (solid red),
1.3 x 10*W /cn? (dashed green), and2x 101*W /cn? (hashed blue)).

With our simplified artificial pulse, the field-induced supete dynamics can sur-
vive through high harmonics propagation. But in experiragmntore realistic pulse is
used. A laser pulse with durationfS (FWHM), gaussian-shape pulse at wavelength

800nm, which is avaliable in laboratory now, was employed to rdu® ¢alculations.

73



The vector potential of the laser pulse is defined as
Céo t2

A (t) = —exp| —2In2— 3.10

A1) = oenp( 225 ). (3.10)

where &y is peak field strength andy is center frequency anty is FWHM. The

electric field strength is obtained from derivative of vegiotential&’(t) = —% A

ot

Time-frequency distributions of high-order harmonicsébeen investigated for a
modulated system to compare with those of a system withoduhations with differ-
ent laser intensities. Besides the time-profile of the lasése, the other parameters
are the same as those used fdb &ycles pulse. Laser intensity>910'*W /cn? is
chosen which is much high to emphasize field-induced sulkedynamics and with a
higher ionization potential p = 0.8a.u.) to decrease the total ionization yield.

The time-frequency distributions of high-order harmorbegore propagation are
shown in Fig. 3.14. Modulations in time-frequency disttibas are obvious for sys-
tem with modified source. On the left hand of Fig. 3.14, theetiimequency structure
of non-modulated system is smooth. However, for the moddlaiystem shown on
the right hand panel, the overall shape of time-frequenmcgire is similar to that of
non-modulated system, but modulations appear in the stiegtFig. 3.15 presents the
time-frequency distributions after propagation throughr@gas. Except for that in-
tensity distributions change between “short trajectonyd dong trajectory” slightly,
the overall shapes of distributions are almost the samease thefore propagation.
Therefore, field-induced modulations of the single pagtiglsponse is proven to sur-

vive high harmonics propagation for the modified system flscealistic pulse shape.

However in the laboratory, because the high harmonic sicgrabe only detected
in the farfield, we need to further propagate harmonic rashahrough a vacuum of
certain distance before it reaches detector. In our cdlonks harmonic radiations
propagated through 1 meter vacuum after the gas volume. iffteeftequency dis-
tributions of on-axis and off-axis @m from the center) in the farfield are shown in

Fig. 3.16 and Fig. 3.17, respectively. From on-axis distitns, one can clearly see
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Figure 3.14: Time-frequency distributions of harmoniq@sse “before propagation”.
Panel (a) is for the system without modulations with laségrigity 9x 1014W /cn?.
Panel (b) is for the system with modulations with laser istgrd x 1014w /cn?.
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Figure 3.15: Time-frequency distributions of “on-axis”rhmnic response “after
propagation”.Panel (a) is for the system without modutatiavith laser intensity
9 x 10"W/cn?. Panel (b) is for the system with modulations with laser nistty
9 x 10*W /cn?.

75



harmonics from “long trajectory” have been strongly sugpeal, while the modula-
tions in the “short trajectories” hold their position. Inetloff-axis distributions, we

noticed that harmonics have smaller cutoff energy whiclhuis  weaker peak laser
intensities from off-axis, and field-induced modulationglft panel) also have slightly
different from those of on-axis. As described in Ref. [94],dnanging the parameters
of laser pulse focus and gas pressure, the propagation effeprefer short trajecto-

ries or long trajectories. Therefore, sub-cycle field-icelidynamics information can

be observed from measuring high-order harmonic radiati@xperiments.
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Figure 3.16: Time-frequency distributions of “on-axis’rtrenic response in the “far
field” (1 m) after propagation. Panel (a) is for the system without ntett¢hns with
laser intensity % 104W /cn?. Panel (b) is for the system with modulations with laser
intensity 9x 10MW /cnr?.

3.5.3 Even harmonics after propagation

As described in previous section [Section 3.4.2], even baios may appear due to
the internal sub-cycle dynamics. Fig. 3.18 presents higleroharmonic spectra of
single particle response from our molecule system (lefefaand an atomic system
(right panel) interaction with a gaussian laser pulse witratlon 15fs (FWHM) and
intensity 15 x 10*W /cn? at wavelength 800m The atomic system has the same
ionization potential as our molecule. For our molecule nelvarmonics clearly show

up near the cutoff, while no even harmonics appear for thmiatease. High-order
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Figure 3.17: Time-frequency distributions of “off-axisaimonic response in the “far
field” (1 m) after propagation. Panel (a) is for the system without ntett¢hns with
laser intensity % 10*W /cn?. Panel (b) is for the system with modulations with laser
intensity 9x 10MW /cnr?.

harmonic spectra after propagation throughnan2gas tube at 10@barare shown in

Fig. 3.19. They are quite similar to those before propagapi@sented in Fig. 3.18,
except for intensities. Striking even harmonic appear sea# our molecule, and only
odd harmonics show up for the atomic system. It is obvioustti&even harmonics

due to the internal sub-cycle dynamics can survive from loaios propagation.

3.6 Conclusions

In this chapter, we numerically investigated the sub-cfield-induced dynamics dur-
ing strong field ionization of molecules. Such a sub-cycleaigics coming from
field-induced Rabi-like oscillations modulates electronission during field ioniza-
tion. It strongly depends on the laser intensities and @dipobmentum between the
ground state and the excited state of the molecule. Thent#ton of the dynamics
will be carried by emitted electrons part of which will be ded by the laser field and
rescatter with its mother ion. The recombination of modedatescattering electron
wavepacket with the ion will lead to radiation of high-ordermonics, which inherit

modulations from rescattering electrons. As a result, ithe-structure of high-order
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Figure 3.19: High-order harmonic spectra of our molecujeatal an atomic system

(b) after propagation through arngas tube.
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harmonics strongly depends on laser intensities due toifieldced dynamics. An-
other observable phenomena is appearance of even harndomeitse sub-cycle field-
induced dynamics.

Moreover, the field-induced sub-cycle dynamics which matid the time-frequency
distribution of high harmonics can survive after propagain media. In other words,
propagation effects will not destroy the field-induced tifrequency information in
high-oder harmonics, which makes field-induced sub-cygleachics an observable
effect. With such an effect, one can estimate the time siraadf rescattering elec-
tron, which is important for the application of rescattgriprocess. Furthermore, it
should also possible to be used as a tool to reveal othengtié-@ectron dynamics in

molecules.
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Chapter 4

Attosecond probing of strong field

lonization dynamics: hydrogen atom

4.1 Introduction

Strong field ionization of atoms is an experimentally anatkécally accessible model
process for the probing of electronic dynamics by extrenraviblet (XUV) attosec-
ond pulses [96, 97]. In experiments so far the XUV pulses leeen used to trigger
atomic process [22, 13, 98], which were probed by a precisghchronized strong
infrared (IR) laser pulse. An important drawback of thisesole is the strong pertur-
bation of the observed system by the probe pulse. A much @égterange of ultrafast
spectroscopy applications may be expected, when insteadulv pulse is used as a
weakly perturbative probe. Presently available XUV intges preclude purely XUV
pump-probe schemes, which is why the probed processes mtrgidpered by a strong
laser pulse. lonization may be the most general effect oerlpulse on any system.
Possible observables include the depletion of the initialigd state, the appearance
of ionic states, as well as transient and permanent popukatf excited states. These
processes are reflected in the XUV part of the photoelectmaason spectrum and in

total XUV photoelectron yields, as also photoemisgiatesdepend on the system’s
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State.

One complication of this idea is that in very strong fieldshwiery fast ionization
the notion of field free stationary states increasingly ésosmeaning, or, to put it dif-
ferently, very many field free states states are needed fadeguate representation of
the system. Even when it nearly adiabatically returns tarhml state after passage
of the pulse, the electronic wave functidaringthe pulse may resemble a wavepacket

formed from a continuum of strongly dressed states.

A second complication on a more technical level is thatlitsl known about what
exactly is probed by a short XUV pulse. At typical XUV photareegies around 80 eV
the radiation does not interact with free or weakly boundtetss. For an interaction,
the close proximity of a third body — the nucleus — is needehbictvis why one

expects to probe predominantly electronic processes titar mear the nucleus.

XUV photoelectron spectra from field-free states are calyrelescribed by pertur-
bation theory and the interpretation of emission spectsepoo problem [99]. When
a strong laser field is present, spectra get distorted byater kafter the electrons are
set free, which leads to characteristic “streaking” of thmmentum distribution [100].
Total yields, however, are assumed to remain unaffectedrbglsng and should ex-
clusively depend on the interaction of the laser with therlabslystem prior to (and

during) XUV photoelectron emission.

In the present chapter we investigated how the total XUV pélectron yields
vary during ionization by a strong few-cycle laser field. W show that as a rule
an interpretation of the XUV photoelectron yield in termspopulations of field free
states is not possible, but that there is a close relatiomeaocetectron density near
the nucleus. Our findings are based on numerical solutiorikeotime-dependent
Schrodinger equation (TDSE) in three dimensions with@dny polarized laser pulse.
For the three-dimensional calculations we introduced dydeveloped method using
a representation in cylindrical coordinates and a comlanatf the finite elements
method (FEM) with the Fast Fourier Transform (FFT) techeiqu
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4.2 Method

An atom in a strong linearly polarized field gets distortegatarization directions and
the quiver amplitude of detached electrons may be by 10 tcit@¥} larger than the
atomic size. For that reason it is advantageous to solve@&ETof the hydrogen atom
in cylindrical coordinates (Eq. (1.27)). A linearly polzed laser field is assumed with
polarization direction parallel ta-axis. The interaction with the field is described in
velocity gauge with the vector potenti}(t) = — [* dTc&y(T). Asin linear polariza-
tion the magnetic quantum numhm®ris conserved, Eq. (1.28) is written for the case
m= 0, assuming the atom is initially in its ground state.

For the numerical solution of Egq. (1.28) some care must bentdk obtain a
hermitiandiscrete representation of the kinetic energy+#direction and to correctly
treat the Coulomb singularity. One solution to that problsrio scale coordinates as
to soften the singularities negr= 0 [Section 1.2.4]. In our approach, we employed
a hybrid discretization with a finite element basisgrdirection and an equidistant
grid discretization irz-direction. By this procedure one easily constructs heamit
discrete operators and removes the explicit appearantedaoulomb singularity in

the discretized equations.

4.2.1 Finite element method

The finite element method [101] is a method for solving an &qndy approximating
continuous quantities as a set of quantities at discretetgodften regularly spaced
into a so-called grid or mesh.

The ansatz for the wavefunction is chosen as
W(p.zt) = em(zthy(p) (4.1)
n,m

wherehl, arem=0,...,M linearly independent polynomials of maximal degide

whose support is restricted to “finite elemenitsy_1, on|

hl’Q’](p) EO? p g—f [pn—laan n= 17 7N' (42)
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In each interval, finite elements basis functions are conttd as

hl(Pn-1) =1
(o) ~1 (4.3)
hl’Q’](pnfl> = hﬂw(ﬁ’n) = 07 m# 17 2.

Continuity of W in p-direction is enforced by a linear constraint on the coefitscy,

which is implemented as

it =cj (4.4)

Further details of our implementation of the finite elementthod can be found in
Ref. [102].
Inserting the ansatz into Eq. (1.28), multiplying from tle& by hﬂ}(p) and inte-

grating overp we obtain a set of coupled equations for the linear coeffisigfz, t)

2
iEzt) = {é [i—l‘% _ }Az(t)] +SHA(2) } Szt). (4.5)

c

HereC(z t) denotes the vector of coefficierty andHP (zt) is given by

/ 10 0 1
P _ n Y 5Y = |pn
Hn’m’,nm(z) —/pdphm’(p) [ 20 0pp¢9p p2+22 hm<p) (4.6)

andSis the overlap matrix for the-coordinate

St om = / pdphfl,(p)hin(p).- (4.7)

As thehl.(p) are restricted to interval®,_1, pn], SandHP are banded matrices with
the band width 1+ 1 (cf. Ref. [102]).

Eq. (4.5) was solved on an equidistant grid for fraordinate, where the deriva-
tivesd/0dz were calculated by Fast Fourier Transform (FFT) and timegration was
performed by a self-adaptive, high order Runge-Kutta seheifo avoid electrons
reentering and reflections, absorption boundary conditame used in both direction
(cf. Section. 1.2.6).
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4.2.2 Typical parameters

Note that the use of FFT method implies periodic boundargitmms in thez-direction.
Most calculations were performed wikh= 24 finite elements with an increasing ele-
ment size and polynomial degrée= 4 on the interval0, 20] in p-direction and 4096
equidistant points on the intervial80, 80) in z-direction. For convergence checks, the
box size was extended {0,40] x [—160,160).

During the simulation a significant part of the wave functieaches the boundaries
of the finite calculation volume. To avoid reflectionsgrdirection and unphysical re-
entry of the wave function from the opposite endzidirection, we used absorbing
potentials near the box boundaries as defined in Eq. (1.48),ie p direction ab-
sorption starting from 1&.u. and inz direction starting from 73a.u. with absorption
strengthiV; = 1 (EqQ. (1.48)). The ground state and the lowest few excitastwvere

obtained by imaginary time propagation [Section 1.2.5].

4.2.3 Definition of the field

The vector potential of the external IR laser field was takelpet

AL(t) = % sir? (E) sin(cLt), (4.8)

2T|_

wheret = 207a.u.(5 fs) is the full width at half maximum (FWHM) vector potential
of the sirf pulse and the center frequenay = 0.057a.u.(800nm) and the peak field
strengthé o. cis the speed of light.

The vector potential of the XUV pulse has a gaussian shape as

Ax (t) = Axo(t —tx) sin(wx (t —tx)) = % exp {—2 In 2<t —tx )2} sin(ax(t — 1)),

[5%¢
(4.9)
whereAxo is the envelope function, FWHN = 10.3a.u. (250as), center frequency
wy = 3.0a.u. and peak field strengif = 0.01a.u.(intensitylx = 3.5x 1012W /cn?).

tx is the time delay between the IR lase pulse and the XUV pulse.
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The field strength of the external field is the time derivatiVéhe vector potential,

10AL x(1)
S x(t)=—- . . 4.10
x)=-22 (4.10)
‘ IR]aser‘
0.12 IR laser + XUV ——— 7
0.08
&
E) 0.04
=
.9
8 0
0
-0.04
-0.08 ‘
0 1 2 3 4 5 6

Time (fs)
Figure 4.1: Electric field of IR laser pulse (bold red curveyvavelength 808mand

that of IR laser field with XUV pulse (photon energgp.8.) with a certain time delay
(thin blue curve).

Fig. 4.1 presents a typical field of an IR laser pulse with ayed XUV pulse.
The IR field is a two-cycle pulse with peak field strengtZa.u. (intensity 51 x
10*W /cn?) at 800nmand the XUV pulse has duration 2&8with peak field strength
0.01a.u.(intensity 35 x 10*2W/cn?) at 152nm The XUV pulse can be obtained from
high-order harmonic generation of noble gas in experim@isand the IR pulse can
provide by a commercial femtosecond laser system. With anchR + XUV” field,

we probed ionization dynamics of hydrogen atom by varyirggtiine delay between
IR and XUV field in the next section.
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4.3 Results and Discussions

4.3.1 XUV ionization yield

To study the results of such an IR-pump XUV-probe method, Xdingle-photon ion-
ization yield will be a valuable quantity, because it stigrdgpends on the state when
XUV light is shining on. Numerically, the XUV ionization yi& as a function of time

delaytx between the IR pulse and XUV pulse was calculated as

Yx(tx) = | (W (tx) | W (tx))]? (4.11)

wherey is the additional wave function amplitude due to the XUV puls

[Wx(tx)) = (1= [gn) (Yol) [Wx(tx)) (4.12)

andty is the time delay, an® x(tx) is the wavefunction calculated with an XUV
pulse, which is arrives at timg during the laser pulse, whil| is the wavefunction
propagated with only the laser pulse. The normsquare ofdtigianal wave function
amplitudeyyx gives us the photoelectron density produced by the XUV pulsk
time-dependent wavefunctions are obtained from resultsobfing the TDSE. The
matrix element is evaluated at some titme tx after the XUV pulse is over, where no
further XUV single photon ionization happens.

We calculated XUV photoelectron yield for a hydrogen atom that is ionized
by a strong laser pulse. The IR laser pulse was taken at wagehl800hm (w. =
0.057a.u.), peak intensity 8 x 10"*W /cn?(&. = 0.12a.u.), and with a sine-square
pulse envelope of 1 optical cycle FWHM. The IR pulse leadsimua 50% ionization
of the hydrogen atom.

As XUV photon energy dx = 3a.u.) is larger than the bound energy of ground
state electronEy = —0.5a.u.), single photon ionization is induced by XUV pulse.
XUV photon ionization yield as a function of time delay is shoin Fig. 4.2. There
are some large “wiggles” during the IR field and some smallgyles” after the IR

field. Therefore, some informations during IR laser fieldzation has been encoded
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to the results, and the question is to find out which quangtgmines XUV photon

ionization.
23—06 T T T T T T
= -
o >
2 1.5e-06 §
: N
.9 =
= B
2 7
> 3
) 1le-06 .9
> & o)
50-07 L i i T , 0

Time delay (fs)
Figure 4.2: XUV photon ionization yieldx (solid red curve) from hydrogen atom
by a 250as XUV pulse during ionization of an IR laser with laser integsh.1 x
10*W /cn?. Hashed blue curve indicate the IR fieldi((t)]).

4.3.2 Quasi-static bound states population
In Fig. 4.3, it is shown thaYx (tx) roughly follows the evolution of the bound states

populationPy(t) as given by the quasi-static depletion

Pyplt) = 1— exp{—/ot r [£(r)]dr} , (4.13)

wherel [£'] are the ionization rates for static fiett] which is numerically calculated
by the complex scaling technique [41]. There are, howerngrprtant deviations. Most
prominently, the XUV photoelectron yield has local mininust before nodes of the

electric field and rises to local maxima near the nodes. M@eafter the pulse has
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passed, the XUV yield is not proportional to the quasi-stbbund state population

qu(t).

1.2 T T T T T T
XUV ionization yield ——
Quasi-static bound states population 1 04
Ground state population ---------
| R Bound states population
103 3
0.8 [ %’
on
=
102 &
0.6 | <
o
04 1 0.1
02 ‘ 1 |-"-: 1 ",'. 1 “‘-”‘ f' L 0
0 1 2 3 4 5 6

Time delay (fs)
Figure 4.3: The field-free ground state population (dasheergcurve), the field-
free bound states population (dash-dotted cyan curve)renguasi-static bound state
population (dotted magenta curve) compare with XUV phaciebn yieldYyx from
hydrogen atom during ionization by a two-cycle laser pulseave length 80@6m
(solid red curve). All curves are normalized to 1 at time 0. The hashed blue line

on the bottom indicates the electric figll(t)|.

4.3.3 Populations of field-free bound states
We also show the probability of finding the atom in the fielefground state
Po(t) = [(W(0)|W(1))|°. (4.14)

As shown in Fig. 4.3, this quantity has similar characterssas the XUV probe signal,

but the modulations are less pronounced, which indicatgsettcited and continuum
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states influence the XUV probing process. Note, howevetthieseffect of the excited
state population after the pulse is rather small comparttetmodulations of the XUV
yield during the pulse. Therefore the participation of &aistates in the ionization
dynamics can only be of a transient nature, as in adiabagtortions by the strong
field.

The field-free bound states population is present as datéedoyan curve in
Fig. 4.3. Itis calculated as

RB(t) = [(am|W(t)]% (4.15)

n

whereg, are the field-free bound states. In the Eqg. (4.15), the grotaie (& state)

and the first three excited stateg(23p, 4p states, to which the transition frons 1
state are dipole allowed and easily obtained with imagitiang propagation) are in-
cluded. The field-free bound states population roughlyofedl the quasi-static popu-
lation, which tells that there are about 3% excitation aterIR laser. The present of
excited states after the IR field leads to a beat in the electemsity. It was shown in
Ref. [103] how such a beat is reflected in modulation¥yo#s in Figure 4.2 at large

times.

4.3.4 Electron density near the nucleus

As discussed in the introduction, one expects to probe byldy pulse the electrons

near the nucleus. We define an electron density near thendnygi

No(t) = [pdp [ dawi(p.z 0 (4.16)

whereW| (p, z t) are wavefunctions during IR field ionization, without XUV Ipe.

The electron density near the nucleus during laser fielg¢aimn is shown in Fig. 4.4
as green curve, which has been normalized to 1 at time 0. The electron density
is selected with parametepg, zo = 0.1a.u.. The normalized XUV photon ionization

yield roughly follows electron density near nucleus, exdeat there has more striking
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oscillations for electron density near nucleus to compatie XUV photon ionization.
The reason is that XUV pulse has its own duration which wiledeined the resolution
of such XUV probing method.

Due to the influence of XUV pulse duration, time average sthaaken for the
electron density to compare with XUV photon ionization gieFor a single photon
ionization, the ionization yield is proportional the ing#y of the field. Therefore, we
take an averaged electron density as

2 (t_
No(t) = (No(t)) pgot—ty) = fd}XdAtzzgo(tti)tl:;m

(4.17)

where the time average is taken over the intensity profila@XuUV puIseA>2(0(t —tx)
(Eq. (4.9)). Figure 4.4 includedy(t) with the same parameters Bs(t) (oo, 20 =
0.1a.u.). Yx exactly followsN/(t) when both curves are normalized to It at 0. In
other words, the electron density near the nucleus is obddry this XUV probing
method.

The electron density near the nucleus was studied withrdiftentegration param-
eters go andpg), which is presented in Fig. 4.5. For integration range fbfra.u. to
1.0a.u., structures electron density are quite the same, and gliffatence shows up

for zg, po = 2.0a.u..

4.3.5 Longer wavelengths and lower intensities

We find that the simple correspondence betwegandYy is not only valid in a limited
parameter range. It is preserved at lower intensities almhger wave lengths, which
are showninFig.4.6,4.7,4.8,4.9. XUV ionization yielc&e@ron density near nucleus
(taken withpg, zp = 0.1a.u. ) and ground state population are presented. In Fig. 4.6,
wavelength 808mwith intensity 13 x 101*W /cn? are used, where ionization yield

is much less than that of intensity@x< 10'4W /cn?. Longer wavelength 16G0u.

with intensities 13 x 10W /cn? and 42 x 10*W /cn? are presented in Fig. 4.7, 4.8,
while Fig. 4.9 presents wavelength 3200. with intensity 13 x 10*W /cn?. The
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XUV ionization yield ——
Electron density near nucleus ---------

1 Electron density near nucleus (averaged) -

Time (fs)
Figure 4.4: XUV photoelectron yieldx from hydrogen atom during ionization by a
two-cycle laser pulse at wave length 808(solid red line) compares with the electron
density near the nucleus (dashed gree curve). Hashed bivemesents the electron
density near the nucleus after averaging with the XUV intgrevelope. All curves

are normalized to 1 at time= 0.
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Electron density (arb. u.)

Time (fs)
Figure 4.5: Electron densities near nucleus with diffenetgigration parameters (from
Zp, po = 0.1a.u. to zg9, po = 2.0a.u.). All curves have been normalized to 1 at time
t=0.

XUV ionization yield never exactly follows the ground stagtepulation, but always
follows the electron density near the nucleus. This obsienvaeither depends on the

laser wavelength nor the laser intensity.

4.3.6 Influence of XUV pulse parameters

To perform such XUV probing, one should consider the paramsatf the probe —
XUV pulse. XUV photon energy, pulse duration and intensit/taree most important

parameters to influent the XUV photon ionization yield.

XUV photon energy

First, XUV photon energy is studied. Other XUV pulse parametare chosen as
intensity 35 x 10'W /cn?, pulse duration (FWHM) 258s The IR field is 80Gim
with intensity 53 x 10W /cn?. We selected three different time delays, one at the

very beginning of the IR pulse, one near the center of the IR &ird the other at time
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Figure 4.6: XUV photon ionization yieldx for wavelength 80@m and intensities

1.3 x 10*W/cn? is presented as red points. Electron density near nucfusgo(=

0.1) and ground state population are shown as blue and greeas;uespectively. All

curves are normalized to 1t 0.
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Electron density near nucleus (averaged)
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Figure 4.7: XUV photon ionization yiel®x for wavelength 1608m and intensi-

ties 13 x 10"W/cn? is presented as red points. The electron density near raicleu

(0o, Z0 = 0.1) and the ground state population are shown as blue and gteees,

respectively. All curves are normalized to ltat O.
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Figure 4.8: XUV photon ionization yieldfx for wavelength 1608m and intensities
4.2 x 10'*W /cn? is presented as red points. Electron density near nuceug(=
0.1) and ground state population are shown as blue and greeescuespectively. All

curves are normalized to 1t 0.
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Figure 4.9: XUV photon ionization yieldfx for wavelength 320@m and intensities
1.3 x 10'*W/cn? is presented as red points. Electron density near nucfusgo(=
0.1) and ground state population are shown as blue and greeas;uespectively. All

curves are normalized to 1t 0.
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when the IR has gone. Results are shown in Fig. 4.10 with dataalized to 1 for
photon energy a.u.. For three different time delay, we get the same relatiowéen
XUV photon ionization yield and XUV photon energy. It is ctahat XUV photon
ionization yield strongly depends on the XUV photon enelgy, the XUV photon
ionization yield behavior during IR field ionization is pegsed with different XUV
photon energy. It also can be explained by that XUV photonrggnes not critical
to the method because XUV photon ionization for hydrogemamin single photon

ionization regime.

1 T T T
delay 1 —&—
— delay 2 -~
2 delay3 ..... > QD
£ 0.8 r
2
()
=
= 0.6
g
g
E
= 04
=
S
S
=
a
> 02 r
)
<
0 1 1 1
2 2.5 3 3.5 4

XUV photon energy (a.u.)
Figure 4.10: XUV photon ionization yield with different XUphoton energy for three
different time delay, red square for time delay at the begimof the IR field, green
circle for time delay during the IR field and blue cross fordidelay after the IR field.

All curves have been normalized to 1 at first points.
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XUV pulse intensity

Intensity of XUV pulse will also directly influence the XUV plon ionization yield.

In Fig. 4.11, it presents a linear dependence of XUV ionaatiield on XUV pulse

6e-05 T T T T
delay 1 —H&—
delay 2 &
delay 3 -+ $Greee

4e-05

2e-05

XUV photon ionization yield (arb.u.)

0 2e+13 4e+13 6e+13 8e+13 le+14
XUV pulse intensity (W/cmz)

Figure 4.11: XUV photon ionization yield with different XUpulse peak intensity for
three different time delay, red square for time delay at tbgirming of the IR field,
green circle for time delay during the IR field and blue crasstime delay after the

IR field. All curves have been normalized to 1 at first points.

intensity for three different time delays. Time delays dresen the same as those used
in Fig. 4.10). Therefore, numerically the XUV pulse intépss not an import issue
for the method. It is due to that XUV photon ionization yietdgroportional to XUV

pulse intensity in single photon ionization regime.

XUV pulse duration

As the pulse duration will determine the resolution of XU\Wbing method, XUV

pulse duration should be a critical parameters. To probéacgale dynamics, XUV
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pulse duration should less than the time structure of thewayes, otherwise the dy-

namics will be averaged out due to resolution problem.

150as ®
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Figure 4.12: XUV photon ionization yield (points) with déffent XUV pulse duration
for time delays after the IR pulse when we got small “wiggleRed filled squares
present for pulse duration 158 green circle for pulse duration 28§ blue filled
circle for pulse duration 508 and magenta square for pulse duration @&0Curves
are electron densities near nucleus with related pulsdidaraveraging to the same

color points.

After the IR field ionization, the excitation causes beatirgween ground and
excited states which yields small but fast modulation far ghectron density near
nucleus. Fig. 4.12 presents XUV photon ionization yieldsr{fs) as a function of time
deadly between the IR pulse and XUV pulse. XUV pulse duratames from 15@s
to 750as Also electron densities with related pulse duration ayegare presented
in the figure. For XUV pulse duration 13@and 25@&s we can get clear structures of
electron density near nucleus due to states beating. WhanpUlse duration is too

long, the structures disappear due to resolution problerfid. 4.13, electron densities
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near nucleusdp, zo = 0.1a.u.) are presented with different averaging durations. It is
clearly shown that also the dip structure in electron dgrditring the field strongly
depends on the averaging durations. For the longest darsttiovn in Fig. 4.13, only

ionization steps are left.

no averaging

150 as -------oe-

Electron density (arb.u.)

Time delay (fs)
Figure 4.13: Electron density with different time duratidg®WwHM) averaging, solid
red curve for no time averaging, dashed green curve for idurd60as, hashed blue
curve for duration 258s, dotted magenta curve for duration 5¥and dash-dotted

cyan curve for duration 755

In summary, XUV pulse duration determines the resolutiothef XUV probing
method, while XUV photon energy and XUV pulse intensity oatfect the total XUV

ionization yield.

4.4 Conclusions

In conclusion, we presented a hybrid-discretization mettwosolving the TDSE of

hydrogen atom in cylindrical coordinates. With such methed show that truly dy-
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namical effects occur during strong field ionization, evepaameters where the total
ionization after passage of the pulse is well described asgstatic depletion of the
bound system. The XUV probing method can be used to measeidytiamics. We
found that the XUV photon ionization yield never follows thepulation of field-free
ground state and the total population of quasi-static batatk, but follows the elec-
tron density near the nucleus. The dips in the XUV photonzatin yield originate
from the adiabatic distortions of the ground state and @rgble excited state dynam-
ics. Both effects, in principle, are of an observable magtet In our examples, the
major part of the the dynamics is due to ground state distoxtihich causes the local
minima in the observed XUV ionization yield, while excitatiintroduces only some
minor modulations and ground-excited state beatings tifeeend of the laser pulse.
XUV parameters for the XUV probing method were carefullydsédl. It is shown
that XUV pulse duration determines the resolution of the Xptebing method, while
XUV photon energy and XUV pulse intensity only affect thealoKUV ionization
yield. In principle, for an XUV probing experiment, one nead XUV pulse with
short enough pulse duration to resolve the ultrafast dyosamd intense enough pulse

intensity to make the effect detectable.
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Appendix

A.1 Units relations for mostly used quantities

Quantity atomic unit Sl others
time 1a.u. 2.42e-17s 24.2 as
energy 1a.u. 4.36e-18 J 27.2eV
Table A.1: Units relation for time and energy.
Wavelength| Period (SI)| Period (a.u.) Energy (eV)| Energy (a.u.)
800 nm 2.67fs 110 a.u. 1.55eV 0.057 a.u.
15.2 nm 50 as 2.09 a.u. 81.6eV 3 a.u.

pulse.
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A.2 Classical trajectory calculation for electron recol-
lision
Here we briefly summarize the classical theory of electraoltision in a strong field

which was first proposed in Ref. [104].

The vector potential of a linear polarized laser field is ligudefined as
A(t) = Ao(t) cog at), (A1)

where wy is the center frequency amh(t) is the envelope function, which mostly

used as a gaussian function,

Céo t2
t)=—=e —2In2— A.2
Ao(t) s xp( Tz) (A.2)
or sine-square function

Alt) { % si?(1), <t <ar ~s
0, otherwise
wheredy is the peak field strength ands the pulse duration (full width at halt maxi-
mum, FWHM), respectivelyc is the speed of light.
In classical mechanics, the position of electron obeys WNeiwtsecond law, which

reads with atomic unitaife = —e=1) as
X(t)=F =-=&(t) (A.4)

where&'(t) is the electric field of the laser pulse, which can derivednfithe vector

potential,
1 JA(t)

&)= c ot

(A.5)
wherec is the speed of light.
Eq. (A.4) can simple solved by integration with certainiaditondition, which is
usually given by [105]
X(t) =0, (A.6)
X(t;) = 0. (A.7)

102



For the classical electron rescattering, electron is seléat timd; with zero ve-
locity and comes back to its origin position to recollidewibhe nucleus at timg. t;

should be solutions of the following equation.
X(tf) =0. (A.8)

As an example, for a s (FWHM), 800nm, sine-square shape laser pulse, the re-
lation between recollision time and recollision energyriesented in Fig. A.14. It is
clear the recollision energy is a function of recollisiomé&. For each half laser cy-
cle, earlier recolliding electrons has low energy, and spoiet the recolliding energy
reaches its peak and then decays with the increasing ofickogltime. The increasing
slope is so-called “short-trajectory”, which comes frornakision with a short elec-
tron trajectory, and the decreasing is called “longe-ttajg/”, that is, electron travels
back from a longer trajectory but with the same recollisioergy as that of “short-
trajectory”. The merging point of “short-trajectory” antbhge-trajectory” is named
“cut-off”. The cut-off energy is about.27Up, whereU, = 570% is the ponderomotive

energy.
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