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Kurzfassung 
 

 

Die Zuverlässigkeit von Halbleiterbauelementen ist der erste Schritt zu einem sicheren 

Betrieb von elektronischen Schaltungen. Zur Optimierung von Bauelementen und zur 

Überprüfung von Bauteilsimulationsmodellen ist das Wissen der Wärme- und der freien 

Ladungsträgerverteilung in Bauelementen essentiell. Die Temperaturüberwachung ist für 

Bauelemente, welche mit hohen Stromdichten arbeiten, sehr wichtig, da Selbsterwärmung bei 

diesen die Hauptfehlerursache ist. 

Zur Untersuchung von transienten Temperaturverteilungen oder Änderungen der 

Verteilungen der freien Ladungsträger in Bauelementen sind zerstörungsfreie optische 

Methoden, welche auf der Beobachtung des Brechungsindex, Absorption oder Lichtemission 

basieren, bekannt. Jedoch leiden diese Methoden entweder an geringer Ortsauflösung oder 

geringer Zeitauflösung. Die überlagernde abtastende Methode wurde kürzlich für 

Untersuchungen von dynamischen Stromverteilungen während kurzer elektrischer Pulse 

verwendet, jedoch hat sie keine ausreichende Zeitauflösung für Untersuchungen im CDM 

(charged device model) Zeitbereich. Ferner benötigt sie wiederholte Belastungen der 

untersuchten Bauelemente. Dadurch kann das Bauelement zerstört werden oder einige der 

Bauelementeigenschaften - wie z.B. Puls zu Puls Instabilität - kann unerkannt bleiben. Deshalb 

wurden zwei Untersuchungsmethoden aufgebaut, welche auf transienter interferometrischer 

Abbildung (transient interferometric mapping - TIM) beruhen. Ersteres basiert auf einem zu 

mehreren Zeitpunkten zweidimensionalen Einzelschussverfahren und Zweiteres beruht auf einer 

Zweistrahlmethode mit einer Zeitauflösung im Subnanosekunden Bereich. 

Die zweidimensionale TIM-Methode liefert Informationen über die Stromverteilung in 

Bauelementen zu zwei Zeitpunkten während eines einzigen elektrischen Belastungspulses. 

Dieser Arbeit umfasst die Entwicklung und Optimierung des optischen zweidimensionalen  TIM 

Messaufbaues und die Messdatenanalyse. Der Messaufbau ermöglicht die Untersuchung von 

einzelnen Halbleiterchips und ganzen Halbleiterkristallscheiben. Als beste Methode zur 

Datenanalyse hat sich eine auf der Fourier-Transformation basierende Lösung herausgestellt. Es 

wurde gezeigt, dass das Bauelementlayout die Phasenverteilung beeinflusst und Verschiebungen 

in der Phase hervorruft. Deshalb wurde die Filterung des Spektrums im Detail untersucht, um die 
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Welligkeit und das Rauschen zu minimieren. Mit Hilfe von Simulationen wurde ein adaptiver 

Filter für das Spektrum entwickelt. Mehrere Methoden zur Phasenrekonstruierung wurden 

überprüft und an deren Analyse wurde eine Phasenvoraufbereitung entwickelt. Diese 

beschleunigt nicht nur die Phasenrekonstruierung, sondern eliminiert bzw. isoliert Störobjekte in 

der Phasenverteilung und reduziert den Bedarf nach manuellen Phasenkorrekturen auf kleine 

Bereiche. Die zweidimensionale TIM Methode ermöglicht ebenso die Gewinnung der 

momentanen zweidimensionalen Verlustleistungsdichte. Ferner wurde der Einfluss der 

Bauelementtopologie, der Kamera und des Lasersystems auf das Interferogramm im Detail 

analysiert, um die Messgenauigkeit abzuschätzen. Der Messaufbau wurde erfolgreich zur 

Untersuchung von bewegten Stromfilamenten in gekoppelten npn/pnp ESD Schutzstrukturen, 

von instabilen Stromverteilungen und von zerstörenden Phänomenen in selbstgeschützten 

vertikalen DMOS Transistoren angewandt. Es wurde weiters gezeigt, dass der Messaufbau auch 

Abbildung der Temperaturverteilung nach der thermisch induzierten Änderung der 

Lichtabsorption in Halbleitern mit einer zeitlichen Auflösung im Nanosekundenbereich 

verwendet werden kann. 

Für Untersuchungen im CDM Zeitbereich wurde ein weiterer Messaufbau, welcher auf 

einem Michelson Interferometer basiert, mit einer Zeitauflösung im Subnanosekundenbereich 

entwickelt. Unter Verwendung von zwei fokussierten Laserstrahlen konnte die absolute 

Phasenverschiebung an zwei unterschiedlichen Positionen im Bauelement gemessen werden. Der 

Messaufbau wurde dahingehend optimiert, um möglichst geringe elektromagnetische Störungen 

von den Flanken des Hochleistungsbelastungspulses zu erhalten. Weiters wurde er zur 

Untersuchung von Auslöseverzögerungen und inhomogenen Stromverteilungen in ESD 

Schutzstrukturen angewandt. 
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Abstract 
 

 

Reliability of semiconductor devices is the first step for safe operation of electronic 

circuits. For optimisation of devices and for verification of device simulation models the 

knowledge of heat dissipation and of free carrier concentration in the device is essential. 

Temperature monitoring is especially important for devices operating at high current densities, 

where self-heating is a main failure cause.  

For investigation of transient temperature or free carrier changes within the devices, non-

destructive optical methods based on monitoring of the refractive index, absorption or light 

emission have previously been developed. However, these methods suffer either from small 

spatial or time resolution. The heterodyne scanning technique has previously been introduced for 

investigation of the current dynamics during short electrical pulses; however, it has not sufficient 

time resolution for investigation in CDM (charged device model) time domain and it requires 

repeatable stressing of the device. As a result, the device can either be destroyed or some of the 

device features like trigger pulse-to-pulse instability may be hidden. Therefore two testing 

techniques based on transient interferometric mapping (TIM) have been developed within this 

thesis: the two-dimensional (2D) multiple-time-instant single-shot technique and the two-beam 

technique with sub-nanosecond time resolution. 

The 2D TIM technique provides information about the current flow distribution in the 

device at two time instants during a single electrical stress pulse. One goal of this work was to 

develop and optimise the 2D TIM setup optical layout and the data analysis method. The setup 

enables testing of single chips and also on wafer level. The best method for the data analysis was 

found to be the Fourier transform based technique. It was shown that the device layout 

influences the final phase distribution and induces phase undulations. Therefore the spectrum 

filtering was studied in detail in order to limit the undulations and noise and with the help of 

simulation an adaptive spectrum filter was proposed. Various phase unwrapping methods were 

examined and based on this analysis a phase pre-processing was proposed, which not only 

speeds up the phase unwrapping process but also eliminates and isolates the phase artifacts and 

reduces the need for unwrapping to a local area. The 2D TIM technique enables also extraction 

of the instantaneous 2D power dissipation density. Furthermore, to estimate the measurement 
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accuracy, the effect of the device topology, camera and laser properties on the interferogram was 

analysed in detail. The setup was successfully applied to study the moving current filaments in 

coupled npn/pnp ESD protection devices and to study current flow instability and destructive 

phenomena in self-protecting vertical DMOS transistors. It was also demonstrated that the setup 

can be used for the thermal imaging using the temperature-induced changes of light absorption in 

the semiconductor bulk with nanosecond time resolution. 

For investigation in CDM time domain a setup based on the Michelson interferometer 

with sub-nanosecond time resolution was developed. Using two focused laser beams the absolute 

phase shift at two different positions on the device can be measured. The setup was optimised to 

avoid the electromagnetic pick-ups arising from the rising/falling edge of the high power stress 

pulses. The setup was applied to study short trigger delays and inhomogeneous current flow in 

ESD protection devices. 
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1 Introduction 
 

1.1 Motivation 
 

Nowadays society becomes more and more dependent on the micro-electronic circuits 

that are implemented in the daily used devices. These devices can be consumable electronics as 

well as part of automotive systems, security electronics, military devices, medicine instruments 

or communication sector. Because the failure of these circuits can lead up to the life-jeopardy 

situation, their reliability becomes more and more important. 

The most probable reason of the device failure is the self-heating. The high current in the 

device, which can be caused e.g. by an electrostatic discharge (ESD), can lead to the device local 

overheating and destruction. For the device designers it is therefore important to get the 

knowledge about the heat dissipation in the device. This knowledge can be obtained from the 

device simulation or from the device testing. 

In the simulation process the device internal behaviour is predicted. The simulation result 

is compared with the measured IV characteristics obtained by the measurement. However, the 

comparison of voltage waveforms does not verify the internal behaviour. Furthermore, the 

uncertain physical models of the semiconductors at high temperatures, the three-dimensional 

effects and the doping profile uncertainty limit the simulation accuracy. Models for physical 

effects like an avalanche multiplication rate in the high temperature regime has still to be 

developed. 

The methods for the experimental testing of the device internal behaviour can be split 

into destructive and non-destructive group. The destructive methods require a large number of 

tested devices and it is an irreversible process, which is very uncomfortable. The non-destructive 

methods can be based e.g. on optical beam testing. These non-destructive techniques provide 

information about the thermal distribution and current flow distribution in the device, which is 

not measurable by any other methods. Therefore their development is important for the industry. 

These methods either measure the signal on the device surface, but these miss the temporal or 

spatial resolution, or they measure the signal directly inside the device, accessing the device 

from the backside. The backside access is necessary due to the multilevel metal composition on 

the topside in the nowadays technology.  
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One of the well-known backside optical testing methods is the heterodyne technique. The 

advantages of this technique are the high sensitivity to the small temperature changes and the 

good spatial and temporal resolution. However this technique is not convenient for the 

measurement of the destructive phenomena and non-repetitive device triggering. This is possible 

to measure by a new two-dimensional (2D) optical testing method based on the interferometric 

mapping of the refractive index changes and absorption changes, which has been developed and 

which is in the focus of this work. The method speeds up the testing process and enables a direct 

insight into the device behaviour, which is not possible by any other method. It provides 

information about the current flow distribution in the device at any time instant for a single 

electrical stress pulse.  

Mostly in the automotive industry the understanding of the device behaviour at 

nanosecond time scale is important for the device optimisation. Within this work a new setup 

based on the Michelson interferometer is presented. This setup has a sub-nanosecond time 

resolution and thus it is a unique tool for mapping of current flow dynamics within the device 

under the fast events like ESD issuing from charged instruments. 

  

 

1.2 Outline of the thesis 
 

The purpose of this work was to develop and characterise two optical setups for 

measurement of the refractive index changes and absorption changes in the semiconductor 

devices under the short electrical pulse in the industrial-like conditions. The thesis is split into 

two parts regarding of two optical setups.  

In the first part a backside 2D transient interferometric mapping (TIM) technique is 

presented. The technique is based on the principles of holographic interferometry in reflection 

mode and uses the thermo-optical effect. The work emanates from a preliminary concept of the 

setup. The main effort was concentrated on the improvement of the setup hardware, sensitivity of 

the measurement, to evaluate the effect of device on the measurement, to interpret and examine 

the errors appearing in the result, to analyse various methods for the result evaluation in order to 

improve the measurement sensitivity and automation of the measurement process for purpose of 

implementation in the industry.  
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In the second part of this thesis a setup based on a Michelson interferometer with a sub-

ns time resolution is presented. The setup allows measurement of the heat dynamics and free 

carrier density changes in a single point or two points in the device simultaneously. The 

examples demonstrate the main features and the gain from such measurements, which can not be 

provided by any other tool.  

 

 

1.3 Electrostatic discharge 
 

The ubiquitous electrostatic discharge (ESD) is one of the most probable reasons of the 

fault of the circuits. Therefore the circuits have to be well protected against the ESD. The ESD 

can occur during the production and during the usage of the device. It is introduced by a person 

or by instrument in the vicinity. Touching the device or even coming near to the device can 

create an ESD event. The temperature in the device during the ESD event can rise up to the 

critical levels and cause an irreversible harm of the device. The nowadays device down scaling is 

accompanied by increased doping levels and leads to the increased sensitivity to the ESD 

phenomena. To avoid the device destruction, the ESD protection structures are implemented into 

the circuits. The lifetime of the device depends then on the reliability and ruggedness of this 

protection structure. 

The ESD protection structure has to protect every input-output pin of the circuit. It 

provides a discharge path for the high currents and limits the high voltage at the contact pads. 

Because the protection structure has to serve reliably but may not influence the functionality of 

the whole circuit, to design the protection structure it is necessary to understand its internal 

behaviour under the ESD stress and its interaction with the circuit. 

 

1.3.1 ESD models 
 

Two ESD events differ in duration, power and waveform depending on the environment 

conditions. Therefore the leading organisations in the industry, which investigate the ESD event, 

have created standard models for ESD testing [ESD-R, MIL-STD, EIA/JEDEC, Ame95].  
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There are two main models of the ESD event. The most important and widest used is the 

human body model (HBM). It simulates the ESD event produced by a charged human body 

touching the electronic circuit. The typical risetime of this discharge is 2-10 ns, duration around 

150 ns, amplitude of up to few amperes, see Fig. 1.1a. It is mainly responsible for the thermal 

destruction of the junction and contacts due to self-heating effect [Kel96].  

With the increasing automation in the industry the charged device model (CDM) 

becomes more and more important [Ame92]. The machine that handles the chip can be charged 

due to movement and friction. When the machine touches the chip, a short but high power 

discharge stresses the chip, mostly resulting in electrical breakdown of the gate oxide [Rei95, 

Mal88]. The typical risetime of CDM pulse is below 1 ns, duration around 3 ns and amplitude of 

several amperes, see Fig. 1.1b.  

 

(a)
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2001000
0

      (b) 
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0

1  

Fig. 1.1.  The ESD models: (a) the HBM pulse and (b) the CDM pulse, after [Ame95]. 

 

 

1.4 Optical characterisation of devices 
 

1.4.1 Overview 
 

The optical methods for the non-destructive device inspection are based on various 

principles. Some of them are commercially used in the industry. 

Optical pyrometry (infrared thermography) [Her95a] is based on the detection of the 

black body radiation with spatial resolution of several micrometers, sensitivity of 1 K and 

temporal resolution of 10 μs [Kol96, Bre97].  

 High sensitivity to the temperature up to 0.1 K is achieved in liquid crystal thermography 

by application of a liquid crystal on the device topside [Fer68, Cse95, Ver94]. The increased 

temperature in the layer leads to the change in the polarisation of the incident light, when this 
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light passes through the crystal layer. The disadvantage of these methods is the ms time 

resolution. Space resolution is a few μm.  

Similar method is a fluorescent microthermal imaging, where a fluorescent material layer 

is applied on the device top surface [Gla96, Bar95, Her98, Kol96]. The layer illuminated by an 

UV light generates a fluorescence spectrum in the visible range, which is temperature dependent. 

The spatial resolution is around 0.3 μm and the temperature sensitivity 10 mK. 

The light emission microscopy is based on the detection of the radiation, which is 

irradiated during the electron-hole recombination or the field-acceleration of a charged particle 

[Deb93, Kol92, Lun91a, Rus98]. From the spectrum analysis different mechanisms can be 

resolved, since they are correlated to different spectral characteristics. The usage of this method 

for the silicon devices is limited by absorption of the radiation in the substrate.  

 Based on time resolved light emission microscopy a method called picosecond imaging 

circuit analysis (PICA) has been introduced, which records the time and position of individual 

photons [Rem03]. The time resolution of 100 ps is achieved with a gated intensified camera. The 

main drawback is the long acquisition time (several hours) due to the detector poor quantum 

efficiency. 

 

1.4.2 Optical beam probing 
 

Large group of device testing methods is based on optical beam probing [Ble92, Lun91b, 

Pan98]. These methods monitor the changes of the refractive index or the absorption coefficient 

(simply complex refractive index) of the material due to the free carrier concentration changes 

(plasma-optical effect) [Sor87, Stu92] or temperature changes (thermo-optical effect) [McC94, 

Ber90, Ice76, Her94].  

A method based on probing with a laser light is Fabry-Perot interferometry [Pog98b, 

Don90]. The device is illuminated by a coherent light and the multiple reflections inside the 

substrate result to an interference pattern. Due to the thermo-optical and thermo-mechanical 

effect the optical path changes with the rising temperature and the temperature can be extracted.  

 Another optical beam probing method is based on the Schlieren imaging [Sch01]. A 

measurement of the heat-induced refractive index gradient changes is used here for the hot spot 

detection in devices [Nie02]. 
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1.4.2.1 Complex refractive index change 

The variation of the complex refractive index with the temperature is a consequence of 

variation of the bandgap energy with the temperature and phonon assisted absorption processes 

[Kos88]. The variation of the complex refractive index with the free carrier concentration results 

from the Maxwell equations and Drude theory of free electrons [Bor80, Sor87]. 

The refractive index change Δn can be divided into a thermal contribution Δnth, free 

electron contribution Δnfc,e and free hole contribution Δnfc,h: 

 

),,,(),,,(),,,(),,,( ,, tzyxntzyxntzyxntzyxn hfcefcth Δ+Δ+Δ=Δ   (1.1) 

where: 

( ) ( )0),,,(),,,( TntzyxTntzyxn ththth −=Δ  

)],,,(),,,([),,,( 0
''

, tzyxctzyxcktzyxn eeeefc
αα −=Δ    (1.2) 

)],,,(),,,([),,,( 0
''

, tzyxctzyxcktzyxn hhhhfc
ββ −=Δ  

 

Here nth is the refractive index at temperature T, T0 is the ambient temperature, ce and ch are the 

electron and hole concentrations at spatial coordinates x, y, z and time t, t0 is the time 

corresponding to the steady-state. The remaining parameters α’, β’, ke, kh are coefficients 

obtained from the fitting of experimental data. More details about the Δnfc,e, Δnfc,h and 

coefficients α’, β’, ke, kh are in [Sor87]. 

 The refractive index Δnth is temperature dependent. The dependence of Δnth for silicon 

according to [McC94] is plotted in Fig. 1.2. The dependence can be considered to be linear in 

first approximation. The relation for Δnth is then: 

 

( )0),,,(* TtzyxT
dT
dnnth −=Δ ,     (1.3) 

 

where dn/dT is the temperature coefficient of the refractive index (for Si at 300 K 

dn/dT = 0.00019 K-1).  
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Fig. 1.2.  Temperature dependence of silicon refractive index according to [McC94].  

 

 The absorption coefficient α can be in first approximation expressed as a sum of thermal 

and free carrier contribution αth and αfc: 

 

),()(),,( hefcthhe ccTccT ααα +=     (1.4) 

where: 

)()()( ,, TTT fcthbgthth ααα +=  

),,,(),,,(),( '' tzyxcatzyxcacc hheehefc
γδα +=         (1.5) 

 

Here αth,bg is a band-to-band absorption coefficient (see [Tim93] for details) and αth,fc is a part 

related to a temperature increase in the free carrier absorption due to the increase in the intrinsic 

concentration [Rog96]. Parameters ae, ah, δ’, γ’ are obtained from the fitting of experimental data 

in [Sor87]. The dependence of αth for silicon according to [Rog96, Tim93] is plotted in Fig. 1.3. 

 The change of the absorption coefficient α causes a change in the optical intensity from I0 

to I. If the light passes an area of length L, where the absorption coefficient α vary, the intensity 

of the transmitted light is: 

 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−= ∫

L

dzzyxIyxI
0

0 ),,(exp),( α .    (1.6) 
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Fig. 1.3.  (a) Dependence of silicon absorption coefficient on the light wavelength for different temperatures. (b) 

Temperature dependence of the silicon absorption coefficient for different wavelengths calculated after [Rog96, 

Tim93] 

 

 

1.4.3 Backside laser interferometry (BLI) 
  

A group of optical probing methods is based on backside laser interferometry (BLI). The 

device is illuminated from the substrate side with a probe laser beam, for which the substrate is 

transparent. The phase of the probe beam is thus modified by the transient refractive index of the 

substrate. The main advantage of the phase measurement methods against other optical probing 

methods is the high dynamic range. 

The probe beam can be either focused to a point [Hei86b] or to stay wide to illuminate 

the whole DUT [Kre96]. The probe beam passes through the substrate and is reflected back from 

the device topside, see Fig. 1.4. Thus the probe beam carries the information about the refractive 

index change Δn along its path. This information is extracted using the interference with a 

reference beam. The transient phase shift Δϕ of the probe beam due to Δn is expressed as: 

 

∫ Δ=Δ
L

dztzyxntyx
0

),,,(22),,(
λ
πϕ     (1.7) 
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where λ is the laser beam wavelength. The factor 2 originates from the fact, that the beam passes 

the substrate twice. According to Eq. 1.1, the phase shift can be expressed as a sum of thermo-

optical ϕth  and plasma-optical ϕfc  component: 

 

fcth ϕϕϕ +=Δ      (1.8) 

 

L
T(x,y,z,t)
n(x,y,z,t)
α(x,y,z,t)

I, λ

Si

SiO2

 
Fig. 1.4.  The principle of the backside interferometric probing. The laser beam passes the substrate and is 

reflected back from the device topside. 

 

The validity of Eq. 1.7 is limited by two restrictions: the Δn has to be finite and the 

multiple reflections inside the device have to be avoided [Sel97, Pog02c, Pog97]. The first 

restriction is fulfilled if the Δn originates from thermo-optical effect, where the temperature does 

not change abruptly on a distance of size bellow the wavelength. The second restriction is 

fulfilled if the beam is focused with an objective of high numerical aperture or a laser with short 

coherent length is used. In opposite case the optical matrix or transmission line formalism has to 

be applied. 

 

1.4.4 Concepts of backside laser interferometry 
 

One of the methods based on BLI uses a linearly polarised beam, which is split into 

reference and probe beam of orthogonal polarisation [Bla87, Hei86a, Kra92]. The reflected 

probe beam with modified phase is composed with a reference beam into one elliptically 

polarised beam, which polarisation change is detected. This method is sensitive to small 

temperature differences. 

 Another concept is based on a Michelson interferometer, where the temperature induced 

phase difference directly reflects into the intensity change of the interference signal. This 
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interference signal is composed from one reference and one probe beam. The probe beam is 

focused in one point, where the optical signal is measured. This is commercially used e.g. in IDS 

2500 probe system from Schlumberger for measuring of the transistors in flip-chip packages. 

The advantage of this concept is the high speed.  

In the heterodyne interferometer an acoustic-optic modulator is used to split an infrared 

(IR) laser beam into a probe Ip(t) and reference beam Ir(t) with a little frequency difference 

[Gol93, Fur99]. The interference of such two beams results into a heterodyne beating signal 

measured by an optical detector. The advantage of this setup is the high phase sensitivity, simple 

automation and that the detected signal is not disturbed by beam amplitude modulation.  

 The main disadvantage of the mentioned scanning setups is that the device has to be 

repetitively stressed. This excludes possibility of measurement near to the damage threshold, 

measurement of destructive events and measurement of devices exhibiting non-repetitive 

behaviour from pulse to pulse. In addition, the scanning process is a time consuming procedure. 

All this disadvantages are excluded in method based on a holographic interferometry [Kre96], 

which is introduced in the next chapter. 

 

1.4.5 Holographic interferometry 
 

 In holographic interferometry a broad probe beam illuminates the whole device area and 

therefore contains the information about the phase profile of the whole object. This is then 

recorded via a 2D recording medium (e.g. CCD camera [Sch95, Yam96]) together with a 

reference beam, resulting thus into a holographic interference pattern, called also holographic 

interferogram [Kre96].  

In the holographic interferometry, two plane waves E1 and E2 (reference and probe wave) 

of the same frequency ω but of different wave vectors 1k
r

 and 2k
r

 and different phase ϕ1 and ϕ2 

interfere: 

 
))(.(

011
11)(),( rtrkierEtrE
rrrrr ϕω +−=  

))(.(
022

22)(),( rtrkierEtrE
rrrrr ϕω +−=          (1.9) 

 

The intensity I in any point in the plane of detection is as follows: 
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(1.10) 

which can be written as: 

 

[ ]),(cos),(),(),( yxyxByxAyxI φ+≡    (1.11) 

 

This time-independent pattern is called interferogram (or interference pattern) and the fringes 

interference fringes, see example in Fig. 1.5. The first term A represents the background 

intensity, the second term B the fringe amplitude. The distance of the fringes for two plane 

waves is 2π/| 1k
r

- 2k
r

| in the direction of vector 1k
r

- 2k
r

.  

 

(a)  (b)  

100 rad

0 rad
 

Fig. 1.5.  (a) Simulated interferogram I(x, y) and (b) corresponding phase φ(x, y). 

 

 In real conditions, where the light source is not an ideal source of coherent light, the 

interference term has to be multiplied by the normalised spatio-temporal coherence function 

(degree of coherence) γ(s,τ) [Bor80, Sal91]: 

 

[ ]),(cos),(),(),(),( yxyxBsyxAyxI φτγ+=        (1.12) 

 

where s is the spatial shift of the same point of the two interfering waves in plane of observation 

and τ is the temporal shift of the waves. 
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1.4.6 Errors in the interferogram 
 

 The interferograms picked up by a 2D sensor suffer from a number of distortions, which 

degrade the interference patters and thus complicate the phase extraction [Kre96, Vro91, 

Kem03]. Some of the distortions can not be avoided during recording and depending on the 

nature of the errors the right choice of the interferogram evaluation method is important. 

The Eq. 1.11 describes a general interferogram. Here the terms A and B are not constant 

over the interferogram area due to (i) the object reflectivity variation (e.g. metals reflect more 

light than silicon), (ii) non-uniform laser beam intensity profile (e.g. Gaussian profile) and (iii) 

non-uniform sensor sensitivity (e.g. vidicon camera is more sensitive in the middle that at the 

edges of the tube). Additionally B is influenced (i) by the spatio-temporal coherence of the light 

(see Eq. 1.12) and (ii) by the speckles [Ras94, Jon89, Kad97]. The term A includes also (i) the 

electronic noise of the recording medium (thermal noise, shot noise, generation-recombination 

noise, 1/f noise, photon noise), (ii) the diffraction patterns arising from the dust particles in the 

optics and apertures and (iii) the stray reflections from the optics. 

 Moreover, the environmental distortions degrade the interferograms. These are 

mechanical vibrations in the setup, acoustic noise, which is also a source of the vibrations, and 

the air turbulence, which may cause refractive index change of the air leading thus to different 

optical path between the two interfering beams. These effects play role for long exposure times 

or if two sequentially recorded interferograms have to be compared. 

 The topology of the illuminated object can degrade the interferogram by introducing 

discontinuities to the fringes and breaking or splitting of the fringes. In addition, steep edges of 

the objects can introduce closely spaced fringes, which complicates the evaluation. Extraneous 

fringes coming from the multiple reflections disturb the fringe pattern too. Fault detection in the 

fringe patterns can be done by applying wavelet filters [Kru99, Kru01]. 

 The variations coming from the object reflectivity may occur with high spatial 

frequencies and cannot be filtered out by any spatial frequency filter. Similarly, the diffraction 

patterns lie in the same frequency bands as the desired interference pattern and cannot be filtered 

out. The electronic noise is a random fluctuation in time and can be avoided by averaging over a 

sequence of interferograms recorded at different time [Lut89].  

 The object, which is illuminated, is never ideally flat. The illuminated surface points emit 

spherical waves, which interfere and result into the speckle pattern. The speckle form a random 
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pattern in space, which is stationary in time and disturb the interference fringes in the 

interferogram, decreasing thus the resolution and accuracy of the experiment. 

 

1.4.7 Sign ambiguity, 2π-uncertainty 
 

In the interferogram the cos[φ(x, y)] instead of φ(x, y) is recorded. The extraction of the 

phase φ(x, y) from interferogram is assigned with a problem of the sign ambiguity and 2π-

uncertainty of the cosine function: 

 

)2cos()cos( nπφφ +±= , Ζ∈n      (1.13) 

 

The consequence of Eq. 1.13 is that it is not possible to say if the phase increases or decreases 

and that the value of φ can be determined just by modulo 2π (i.e. within the interval (-π, π)). The 

modulo 2π effect is shown in Fig. 1.6 for easier understanding. In the upper part several phases φ 

are shown that lead to the same function cos(φ) depicted in the lower part. The modulo 2π effects 

are corrected by the processing step called demodulation, continuation or phase unwrapping, 

which will be discussed in the Chapter 1.5. 

 

 
Fig. 1.6.  Phase ambiguity (after [Kre96]) 
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 The sign ambiguity can by avoided by doing an additional experiment [Jup88] or using of 

an additional information about the experimental conditions. This information can be e.g. a 

knowledge, if the plasma-optical or thermo-optical effect is dominant, or by recording two 

interferograms with defined shift of the object, or by introducing a carrier frequency for the 

fringes [Kre96].  

 

1.4.8 Interferogram evaluation methods – overview 
 

If the recording medium is e.g. a digital camera, the interferogram is digitised into an 

array of finite number of pixels. The I(x, y) in Eq. 1.11 is quantised into finite number of grey 

levels, where (x, y) denote the pixel coordinates. The goal of the interferogram evaluation is to 

extract the phase distribution φ(x, y), which holds information about the refractive index change 

Δn. For this various phase extraction methods have been developed. They differ in the approach 

and experiment requirements. The optimal method is chosen according to the particular 

experiment facility and conditions.  

The methods can be divided into four basic categories: fringe skeletonizing, temporal 

heterodyning, phase sampling and Fourier transform evaluation. The methods overview is well 

done in [Kre96] in Chapter Quantitative evaluation of the interference phase and in [Rob93, 

Ras94, Kuj98].  

 

1.4.8.1 Fringe skeletonizing  

 Fringe skeletonizing methods are based on fringe counting. The fringe local maximum 

and minimum are located and the phase distribution is obtained by interpolation of the skeleton 

lines. The processing scheme consists of few steps [Kre96, Ras94, Kud95, Kre91].  

First step is the signal-to-noise (S/N) ratio improvement (filtering by e.g. low-pass filter, 

median filter, Wiener filter [Lim90]) and shading correction (low-pass filter, spatial filter, 

background subtraction, Gaussian fitting). This is necessary for the local extreme localisation. 

Second step is the fringe skeleton extraction. It is realised by segmentation, fringe 

tracking or other techniques. In segmentation technique the interference pattern is segmented 

into regions representing ridges, valleys and slopes of the fringes. The skeleton is obtained by 

finding the centers of the regions. In the fringe-tracking algorithm first a line, which cuts the 
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fringes, is done and local maximum (minimum) are selected as the starting points. The tracking 

then follows the ridges (valleys) characterised by local intensity maximum (minimum) or by a 

derivative of grey levels. Another skeletonizing method is called phase-locked loop. The 

reference mirror is piezo-electrically oscillating in a short range (below the wavelength) with 

certain frequency. A bandpass filtering, centered on this frequency, yields to a signal, which is 

zero in the fringe extreme. Thus the skeleton is derived. 

After the skeleton lines are found, they are numbered. Finally the interference phase have 

to be interpolated, according to the values of the skeleton lines (e.g. by the spline method, 

bilinear interpolation or interpolation by triangulation).  

The main disadvantage of this concept is that it is sensitive to errors in the interferogram, 

noise and background correction. Any line intersection, merging or ending, missing points and 

artifacts report an error. In addition, the exact phase is extracted only at the fringe extreme and 

the phase in-between is obtained by interpolation. 

 

1.4.8.2 Temporal heterodyning  

 Temporal heterodyning means the interference of two waves of slightly different 

frequency [Kre96, Ras94, Mas79]. The two reference beam method in conjunction with the 

double time exposure holography is the standard approach. By double time exposure holography 

the two wave fields have to be recorded and reconstructed with two reference beam holography 

setup. The frequency of the two reference beams is shifted e.g. by acousto-optic modulator. The 

interference pattern reconstructed with two reference waves is then time dependent. For its 

detection a fast two-dimensional detector is necessary (which is not still on the market) or a point 

sensor have to scan over the reconstructed image.  

 Temporal heterodyning is widely used in interferometric length measurement, but has 

only a limited application in the holographic interferometry. This is mainly due to necessity of 

using of high bandwidth detector, which is only a point detector and due to necessity of a high 

mechanical stability of the setup during recording and scanning, especially due to long lasting 

scanning. More details can be found in [Kre96]. 

 

1.4.8.3 Phase sampling  

An alternative to the temporal heterodyning is the phase sampling [Kre96, Ras94, Vro91, 

Rob93, Kru97, Qua02, Kre91]. The frequency shift in one of the interfering waves of the 
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heterodyne method is substituted by a very slow continuous or stepwise phase shifting between 

the interfering waves. Sometimes these methods are called quasi-heterodyne methods. The 

intensity distribution (see Eq. 1.11) recorded in this way is expressed by phase sampling 

equation: 

[ ]Rnn yxyxByxAyxI φφ ++= ),(cos),(),(),(    n ∈ Ν  (1.14) 

 

where φRn is the shifted reference phase belonging to the n-th intensity distribution In. The 

relative phase shift φRn can be achieved by using of two-reference-beam holographic setup, 

where the two reference beams are relatively shifted. This allows simultaneous recording of two 

interferograms. Other option is to place a reference mirror on a piezo crystal to shift the mirror.

 In the case, when the reference mirror moves continually, the intensity is integrated 

during the recording time. The phase changes linearly. This is called phase shifting. The method, 

when the phase is shifted in fixed steps between two exposures and kept constant during 

recording, is called phase stepping.  

 In practice, the phase steps φRn-φRn-1 between two interferograms In and In-1 are usually 

constant and the delay between their recording is as short as possible, to minimize the vibration 

influence. In that case the non-linear system of Eqs. 1.14 is obtained. The equations can be 

rewritten to a system of linear equations for sin(φ) and cos(φ) and the wrapped phase φ can be 

simply calculated [Kre96]. The phase is then determined directly from the recorded 

interferograms, which is the main advantage of this procedure.  

 The phase step and phase shift methods, which record and evaluate a set of 

interferograms, are widely used because of their easy automation [Aim00, Bre86]. The 

interference pattern is calculated with a high accuracy at all pixels of the interferogram, even 

without sign ambiguity. These methods are even insensitive to the dark areas. The only 

disadvantage is the necessity to record several interferograms of the object with a constant light 

intensity. 

 

1.4.8.4 Fourier transform evaluation  

The next method for the interferogram interpretation is the Fourier transform evaluation 

technique [Kre96, Ras94, Tak82, Rob93, Bon86, Kre86, Kre88, Kre91]. To explain the Fourier 

transform evaluation the interferogram given by Eq. 1.11 has to be rewritten using complex 

exponential: 
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where: 
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where 1−=i  is the imaginary unit and * the complex conjugation. The two-dimensional Fast 

Fourier transform (FFT) applied to Eq. 1.15 yields to the spectrum function: 

 

),(*),(),(),( vucvucvuavui ++=     (1.17) 

 

where (u, v) are the spatial frequency coordinates. The spectrum i(u, v) is a Hermitean 

distribution, since function I(x, y) is real. It means, that i(u, v) = i*(-u, -v), i.e. the real part of 

spectrum is an even function, the imaginary part of spectrum is an odd function and the 

amplitude of the spectrum |i(u, v)| is point-symmetric with respect to point (0, 0). Function 

a(u, v) contains the zero peak i(0, 0) and low frequency variations of the background. Functions 

c(u, v) and c*(u, v) contain the same information about phase shift φ(x, y) and are placed 

symmetrically with respect to point (0, 0). 

 The basic idea of the Fourier transform evaluation is the elimination of the spatial 

frequency terms a(u, v) and c*(u, v). This is performed by bandpass filtering. The inverse Fourier 

transform applied to the remaining part c(u, v) results into a complex function C(x, y) defined in 

Eq. 1.16. From this the phase shift φ can be extracted: 

 

( )
( )),(Re

),(Imarctan),(
yxC
yxCyx =φ      (1.18) 

 

As in the case of temporal heterodyning and phase sampling, this phase is a wrapped phase and 

additional phase unwrapping process is required. 

 

Spectrum bandpass filtering 

 Filtering of the frequencies a(u, v) and c*(u, v) is not a trivial task [Kre96]. Usually it is 

not clear whether the point (u, v) belongs to the spectrum component c(u, v) or c*(u, v), or is it a 
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combination of both. In such case the easiest way is to use a half plane filter, which eliminates 

any two neighbouring quadrants of the spectrum, see Fig. 1.7. By this the spectrum becomes 

non-Hermitean. In addition, the low frequency part of the spectrum defined by a lower cut-off 

frequency (umin, vmin) is filtered out to minimize the effect of background variations and the high 

frequency part of the spectrum defined by an upper cut-off frequency (umax, vmax) is filtered out to 

minimize the random noise.  

 
   

 

 

 

 

 

(a)  

(b) 
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(umax, -vmax)

(umax, vmax)
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Fig. 1.7.  (a) Spectrum of the interferogram from Fig. 1.5a. (b) +u-half-plane spectrum filter and calculated wrapped 

phase φ. (c) +v-half-plane filter and calculated wrapped phase φ. 

 

 Usage of the half-plane filter has a disadvantage. If for example a bandpass is the +u-

half-plane (Fig. 1.7b), where only positive spatial frequencies in the horizontal (u) direction and 

both positive and negative frequencies in the vertical (v) direction can pass, the phase 

distribution with an increasing phase in the horizontal direction, but increasing and decreasing 

phase in the vertical direction is obtained (see Fig. 1.7b on the right). The information about the 

phase decreasing in the horizontal direction is missing. Phase extracted by using such a filter has 

to be combined with a phase extracted using an orthogonally oriented bandpass filter, see 

Fig. 1.7c. This can eliminate the phase error. 

 Fourier transform evaluation can be combined with phase step method. This combination 

eliminates problem of using the two half-plane filters and problem of the global sign ambiguity. 
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The second interferogram has to be recorded with an additional phase step, best in the range 

between π/3 and 2π/3. Exact value of the step does not have to be known. Both interferograms 

are processed with the same bandpass filter and a sign function is determined from their 

combination. This sign function is then applied to the interferogram phase and the phase sign 

error is eliminated. 

 

Spatial heterodyning 

 In spatial heterodyning an additional carrier frequency is added to the interference 

pattern, see Fig. 1.8a [Kre96]. This is done usually by tilting of the reference mirror or the 

object. The goal is to get equidistant linear fringes. This method requires a linear detector with 

high enough spatial resolution and uniform sensitivity. Let’s assume that the spatial carrier 

frequency is (fFx, fFy). Eq. 1.11 can be rewritten to: 

 

[ ]yfxfyxyxByxAyxI FyFx ππφ 22),(cos),(),(),( +++=   (1.19) 

 

and its Fourier transform is: 

 

),(*),(),(),( FyFxFyFx fvfucfvfucvuavui +++−−+=   (1.20) 

 

The spectrum components c and c* are moved symmetrically in the spectrum domain and are 

centered around the points (fFx, fFy) and (-fFx, -fFy), respectively, see Fig. 1.8b. The component a 

remains centered around (0, 0). If the carrier frequency is high enough, the spectrum components 

a, c and c* are well separated. This makes filtering out of components a and c* much more easy 

and precise. The remaining component c(u-fFx, v-fFy) is shifted by vector (-fFx, -fFy) to the origin 

and thus function c(u, v) is obtained. From this the wrapped phase φ(x, y) is calculated by inverse 

Fourier transform and Eq. 1.18.  

Spatial heterodyning has been used for recording of fast events in [Liu02], where three 

frames with resolution 6 ns and frame interval 12 ns were recorded in a single CCD frame by 

using three different carrier frequencies. Each individual frame is reconstructed by digital 

filtering in the spectrum domain. 
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(a)  (b) 

c*

c

 

Fig. 1.8.  (a) An interferogram corresponding to the phase φ shown in Fig. 1.5b with introduced carrier frequency 

and (b) its spectrum. In the spectrum the spectrum components c, c* are well separated. The component a is 

located only in the spectrum center [0, 0], since there are no background variations. 

 

 An analogue of the spatial heterodyning is a method called the spatial synchronous 

detection. Here the interferogram with the fringe carrier frequency (fFx, fFy) is multiplied by 

cos(2πfFxx+2πfFyy) and by sin(2πfFxx+2πfFyy). Thus the component a is shifted in the spectrum 

domain by a vector (fFx, fFy) and the c component is localised around (0, 0). After applying a low-

pass filter to the spectrum of both results, the phase is calculated by Eq. 1.18. 

 

1.4.9 Comparison of phase extraction methods 
 

 The advantages (“+”) and disadvantages (“-”) of above described phase extraction 

methods are summarised in Table 1.1. Precision of all the methods is limited by insufficient 

quantization, spurious diffraction or reflections, aberrations of the optics, vibrations, air 

turbulence, inhomogeneity of reference beam wavefront, detector nonlinearity etc. A detailed 

comparison of fringe pattern analysis methods is done in [Kuj98]. 
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Table 1.1.  Comparison of phase extraction methods.  

Category Method +/– 

Fringe tracking 

Segmentation Skeletonizing 

Phase-locked loop 

– exact phase calculated only at fringe extreme 

– inaccurate interpolation between skeleton lines 

– sign ambiguity 

– high sensitivity to noise and background variations 

Temporal 

heterodyning 

 – either need of 2D-sensor with high bandwidth or 

precisely moving point sensor 

– difficult setup arrangement  

+     high accuracy, automated, environment insensitive 

Phase shifting  

Phase sampling 

Phase stepping  

Commercially used method for static objects 

– at least 3 object interferograms necessary  

– performing of phase shift in the setup 

– sensitive to noise, detector nonlinearity, light intensity 

stability and environment stability 

+     fully automated 

+     phase calculated in all pixels, without sign  

       ambiguity 

+     indifferent to black margins 

Using of two spatial filters  

Phase step method 
– need for 2 object 

interferograms 

Spatial heterodyning 

Fourier transform 

evaluation 

Spatial synchronous 

detection 

Commercially used 

medium accuracy 

methods for dynamic 

phenomena 

– 2D spatial filtering 

– global sign ambiguity 

+    noise and intensity  

       variation filtering 

+    usually a single         

      interferogram sufficient 

 

 

1.5 Phase unwrapping 
 

 As was described in Chapter 1.4.5, the extracted phase calculated by any of the method 

has values laying between -π and +π (see Figs. 1.7b,c), due to the 2π-uncertainty of cosine 

function (see Eq. 1.13). In standard applications the phase demodulation is required to change 

the “saw-tooth” phase shape into a continuous phase distribution. The phase 2π-jumps are 

eliminated by addition or subtraction of 2π multiples to every point of the interferogram. Correct 
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addition (subtraction) can be done if exact phase in one point of the interferogram is known. The 

phase of the whole interferogram is then corrected according to this point.  

The unwrapping process is depicted in Fig. 1.9. In Fig. 1.9a the wrapped phase is shown. 

The corresponding step function shown in Fig. 1.9b must be found and added to the wrapped 

phase. This is the main task of the unwrapping. The addition results into the continuous phase in 

Fig. 1.9c. If the step function is marked like n(xi) in pixel xi, the continuous phase shift is then 

given by a sum of the step function and the wrapped phase φ(xi): 

 

( ) ( ) ( )iiicontin xnxx += φφ     (1.21) 
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Fig. 1.9.  Principle of phase unwrapping. (a) Wrapped phase, (b) step function, (c) unwrapped phase. 

 

The unwrapping methods can be generally divided into two categories: path dependent 

techniques and path independent techniques. In the path dependent techniques the order in which 

the pixels are processed is predetermined by the technique. In the path independent techniques 

the order is determined by the phase values at the pixels. The most important methods are 

described bellow. 
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1.5.1 Straightforward algorithm  
 

Straightforward algorithm [Kre96, Vro91, Rob93, Ras94] belongs to the path dependent 

techniques. The unwrapping in one line (row or column) of the interferogram is done by 

comparison of the phase difference between two neighbouring pixels. The step function n(xi) in 

pixel x1 is set e.g. to zero. The step function in pixel xi is created as following [Kre86, Vro91]: 
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where β ∈ <0, 2> is a tolerance factor, usually equal to 1. If β was equal to 2, all pixels are 

assumed to have an accurate value. 

 In the case of two-dimensional phase, the step function for e.g. one column is calculated 

according to Eq. 1.22. The pixels in this column act as starting pixels for row unwrapping, see 

Fig. 1.10a. Another trivial variations are possible. The two-dimensional data are treated like a set 

of one-dimensional data.  

 The number of the error step recognition is decreased, if the phase differences to the pixel 

above in the previous row and the one to the left in the same row are checked. If both differences 

indicate the same step function, this is taken for unwrapping. If differences disagree, the pixel is 

unwrapped later. 

 This algorithm is simple to implement but it is strongly sensitive to the phase errors (e.g. 

speckles). If a wrong step function is calculated due to the noise, this error spreads up to the last 

pixel in the row (column). 

 

1.5.2 Spiral scanning algorithm  
 

 In spiral scanning algorithm [Kre96, Vro91, Rob93, Ras94], the starting point is usually 

the center point of the two-dimensional phase, see Fig. 1.10b. The current pixel value is 

compared to the mean of a set of previously unwrapped pixels in 3x3 neighbourhood. Pixels, 

which have not been unwrapped yet, are ignored. The data is scanned spirally in order to 
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maximise the number of already unwrapped pixels in the neighbourhood. Thus in most cases 4 

unwrapped pixels are present in this neighbourhood, but 3 are usually sufficient.  

 The same restriction as for the straightforward algorithm is valid and this is, that all 

pixels have to be valid pixels, no masking of invalid pixel is allowed [Vro91]. 

 

(a) 

start pixel

unwrapped pixel

wrapped pixel

  (b)  

Fig. 1.10.  Phase unwrapping by (a) the straightforward algorithm, (b) the spiral scanning algorithm (after 

[Vro91]) 

 

 

1.5.3 Pixel queue algorithm  
 

 In the pixel queue algorithm [Vro91, Rob93] the data are scanned like a fluid spreading 

over the object but around invalid pixels, i.e. masked defects. For this, masking of the invalid 

pixels has to be done first. Then a starting point is chosen, best in the middle of the area to be 

unwrapped. A pixel queue is a one-dimensional data array, to which the pixel addresses are 

stored on one side and fetched from the other side, according to the flowchart in Fig. 1.11a. The 

process is finished when the queue is empty.  

Due to the fact, that 4 pixels sharing an edge with the current pixel are put to the queue, 

the processing propagates in a diamond shape. Other options for the queue filling up are possible 

and the shape of the propagation is then different, e.g. pixels in 3x3 neighbourhood can be stored 

to the queue [Vro91].  

The disadvantage of this method is that two areas, which are completely separated by the 

mask, have to be processed separately. 
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1.5.4 Minimum spanning tree algorithm  
 

 Minimum spanning tree algorithm [Kre96, Rob93, Chi92] belongs to the path 

independent unwrapping techniques. This method minimises spreading of erroneous phase. 

Connections between two neighbouring pixels are called arcs. The value of the arc is given by 

min{|φ(x1)-φ(x2)|, |φ(x1)-φ(x2)+2π|, |φ(x1)-φ(x2)-2π|}. The arc value interprets the pixels 

“confidence degree”. The unwrapping sequence is shown in flowchart in Fig. 1.11b. The path is 

not given in advance but the unwrapping is done in direction, where the error in the phase is least 

probable. The pixels with the highest arcs are unwrapped at the end. This algorithm can be 

modified for less computation effort, if only the arcs with values less than some threshold are 

recorded to the list.  

 

(a)

Choose
starting point

Put addresses of 4-neighboring
non-processed pixels on the

queue

YES
NO

Take next
address from

the queue

Valid pixel?

Compare mean of 8 valid and
already processed neighboring

pixels with center pixel

Correct pixel by 0, ±2π

Remove it
from queue

        (b)

Have the
arcs already been stored

in the list formerly or do they lead
to an already unwrapped

 pixel?

Choose starting point

YES

NO

Find smallest arc in the list

1) Set point at the end of the
arc as a starting point
2) Set point at the end of the
arc as an unwrapped point
3) Discard arc from the list

Correct pixel at the end of the arc
according to the pixel at the start of
the arc by 0, ±2nπ in an extra file

Take all emanating arcs of
the starting point

Add arc to the list
together with its value

Discard
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Fig. 1.11.  Flowchart of the (a) pixel queue unwrapping algorithm, (b) minimum spanning tree algorithm. 
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1.5.5 Cellular automata 
  

 The cellular automata algorithm [Kre96, Rob93] is based on the effect of large number 

of pixels. It has two steps. In the first step called local iteration, the 0 or -2π or +2π is added to 

every point of the phase. To decide this, 4 neighbouring pixels are taken into account. After 

number of local iterations, oscillation between two patterns occurs. Then the arithmetic average 

of these two states is computed. This is called global iteration. The two steps are repeated, until a 

steady state is reached.  

This algorithm is robust against distortions and noise. But there is also a possibility that it 

will never stop due to some local phase errors, or it can be very time consuming due to large 

number of pixels. 

 

1.5.6 Other algorithms and approaches 
 

 Slightly different approach to the minimum spanning tree has been proposed. The arcs of 

the current pixel are calculated and the unwrapping is done in the direction of the smallest one 

[Rob93, Kwo87]. The process repeats for the newly reached pixel.  

Radically different approach is called a bandlimit unwrapping [Kre96, Rob93]. Here all 

possible step functions are tested and the spectrum bandwidth is checked. The step function, 

which minimised the bandwidth, is selected. This is because the sharp phase steps make the 

spectrum broader. The method can fail in the case of large number of fringes.  

To avoid spreading of the error to the rest of the two-dimensional phase, the phase can be 

divided into rectangular tiles [Kre96, Rob93]. In each tile the phase is unwrapped by one of the 

unwrapping method mentioned above. Then the edges of the tiles are compared and adjusted by 

adding (subtracting) 2π for the whole tile. 

 A similar approach is to divide the phase into regions without phase errors. After local 

demodulation, the regions are phase shifted in order to minimize the discontinuities between 

them. 

 Another unwrapping technique is proposed in [Bon91], the noise immune algorithms are 

in [Kad97, Hua02]. 
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1.5.7 Comparison of phase unwrapping methods 
 

The summary of the advantages (“+”) and disadvantages (“-”) of above described phase 

unwrapping methods is in Table 1.2. 

 
Table 1.2.  Comparison of phase unwrapping methods. 

Phase unwrapping method +/- 

Straightforward algorithm 

+ simple to program 

+ high speed 

- sensitive to a single pixel phase defect 

- erroneous step identification infect rest of the image 

- invalid pixel masking not allowed 

Spiral scanning algorithm 

+ simple to program 

+ high speed 

- sensitive to phase defect, but less that straightforward method 

- erroneous step identification infect rest of the image 

- invalid pixel masking not allowed 

Pixel queue algorithm 

+ masking of invalid data allowed 

+ spreads around masked pixels 

+ unwraps all opened defects 

- masked pixels are not demodulated 

- method can fail in case of large amount of invalid pixels 

Minimum spanning tree algorithm 

+ unwrapping path adapts to the current phase  

+ pixels with low error probability are evaluated first and invalid 

pixels are unwrapped at the end 

+ all pixels are processed 

- complicated programming 

- long computation time 

- method can fail in case of large amount of invalid pixels 

Cellular automata 

+ robust against distortions and noise 

- long computation time 

- method can fail in case of very noisy data 
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1.5.8 Error sources in the unwrapping process 
 

During the phase unwrapping the 2π-steps are localised. The correct functionality of the 

unwrapping techniques is influenced by many effects. Different unwrapping techniques have 

different sensitivity to these effects. Incorrect phase step detection leads to a wrong phase 

interpretation and the error can spread over the image, sometimes resulting to a totally useless 

result. Therefore the optimal unwrapping procedure has to be chosen according to the particular 

case and the sources of the defects have to be reduced. 

The first important prerequisite for correct phase unwrapping is a sufficient interferogram 

sampling [Rob93]. If the data are undersampled (necessary at least 2-3 pixels per fringe), it can 

lead to a small phase difference between two neighbouring pixels, where a phase step occurs. 

The phase step is then not detected. If the data are oversampled, some unwrapping procedures 

can fail due to introduction of non-existing phase steps.  

 The statistical noise (e.g. electronics noise, speckle noise) in the interferogram is during 

the phase extraction process transferred to the wrapped phase. If the amplitude of the noise 

approaches 2π, the actual phase step becomes obscured [Rob93]. This effect is reduced using the 

median filter for example, which preserves the 2π-steps. The smoothing by arithmetic averaging 

is not permitted since it smoothes the sharp 2π-steps [Rob93, Vro91]. Regions of poor contrast 

of the interference pattern can lead to many errors located in a small area. These regions have to 

be flagged or masked before starting the unwrapping [Rob93]. 

 Objects with sharp edges are another source of errors, since it results into a dislocation in 

a fringe and consequently into discontinuities in the phase [Rob93]. The regions of 

discontinuities must be masked during unwrapping to avoid wrong phase interpretation and error 

spreading. If the object is not topologically connected to the rest of the area, the phase can be 

unwrapped separately within the area of the object. If there is an external information about the 

object height, the phase between the unconnected areas can be derived, as well as the absolute 

phase value.   

 The phase errors can be divided into three classes [Rob93]. A simple defect is when the 

valid data around the defect can be accessed from a number of directions, see Fig. 1.12a. Then 

e.g. unwrapping from top left to bottom right can process all valid data by counting around the 

defect. If the boundary of the defect is opened (Fig. 1.12b), then to unwrap all the valid phase 

data requires a complex scanning path chosen for this particular data set or one that can adapt to 
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the data itself. These defects are e.g. in the shape of character C. If the boundary of the defect is 

closed (Fig. 1.12c), i.e. some valid data are inside the defected area and not accessible from any 

direction, then these data can be unwrapped only independently without relation to other areas. 

 

(a) (b) (c)  
Fig. 1.12.  Classification of phase defects: (a) simple defect, (b) opened defect, (c) closed defect (after [Rob93]) 

 

In case of two-dimensional data the phase jumps can be detected by scanning through the 

phase data in different directions. The integral of the phase along any path that starts in point ‘P’ 

and ends again in the same point ‘P’ is constant and independent on the path [Rob93]. This is the 

advantage of the two-dimensional data and can be used to check the phase in any point. 

However, there is a large number of paths leading back to the same point. 

 

 

1.6 2D power dissipation density 
 

The phase shift ϕ(x, y, t) reflects the total history of the spatial and temporal dependence 

of the power dissipated in the device. It gives not an information about the instantaneous state of 

the device. This information is located in the instantaneous 2D power dissipation density P2D. 

The P2D represents the current flows at certain time instant. This is an important information for 

the study of the dynamics of moving current filaments in the devices.  

The P2D is an integral of the three dimensional power dissipation density P3D along the 

laser beam path: 
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where L is the substrate thickness and E2D is the 2D energy density. In case when the free carrier 

effect can be neglected, the temperature induced phase shift distribution ϕ(x, y, t) in the device at 

a particular time instant t is proportional to E2D in the device [Pog02c]. The P2D can be measured 

e.g. with the heterodyne setup [Pog02a, Pog03c], which is however time consuming. Neglecting 

the heat transfer to the top device layers (normal component of the heat flow vector), P2D is 

given by [Pog02a]: 
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where dn/dT is the temperature coefficient of the refractive index (1.8x10-4 K-1 for Si), cV is the 

volume specific heat (1.631x106 JK-1m-3 for Si), ϕ(x, y, t) is the measured phase shift and κ is the 

thermal conductivity (vary from 150 to 50 WK-1m-1 for temperature range from 300 to 600 K for 

Si). Thus the P2D is calculated from the time Σ and spatial Ψ derivatives of the optical phase 

shift.  
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2 2D setup 
 

 

In this part of the thesis an optical setup for the nanosecond imaging of the refractive 

index changes in the DUT is introduced. The main task of this work was to develop and optimise 

the configuration and the optics of a laboratory setup, to extend setup facility to measure devices 

of size from few micrometers to several millimeters, to analyse the errors in the interferogram, to 

find an optimal phase extraction technique for this application of the interferometry and to 

automate the phase extraction process. Based on this knowledge finally a probing system for the 

industrial measurement on the wafer level and measurement of flip-chip packages was 

developed.  

The setup hardware is based on a Michelson interferometer where the refractive index is 

imaged using a 2D holographic interferometry (see Chapter 1.4.5). A pulsed laser source is used 

in order to create an interferogram of the DUT corresponding to certain time instant during the 

stress pulse. Any optical path difference is then obtained by comparison of the interferograms 

recorded before (reference interferogram) and during the stress pulse (stressed interferogram). In 

this chapter the configuration of the setup for the measurement at one time instant and two time 

instants is shown and the setup parameters are resumed. 

 

 

2.1 Setup description 
 

2.1.1 Imaging at single time instant 
 

 The layout of the experimental setup for imaging at single time instant is shown in Fig. 

2.1a and its photograph in Fig. 2.1c. Part of the laser beam is reflected by a glass plate to the 

optical detector (DET) before it enters the Michelson interferometer. This allows alignment the 

laser pulse position according the stress pulse on the oscilloscope. The non-polarizing beam 

splitter (NPBS1) splits the beam to the probe and reference branch of the interferometer. In the 

probe branch the beam is reflected from the DUT and in the reference branch the beam is 
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reflected from a reference mirror. These two reflected beams are combined and projected by a 

lens L2 to the IR camera, where they create an interference pattern. All the optics has an 

antireflection coating for wavelength range 1050-1550 nm to minimize stray reflections. Frames 

from the camera are stored to the computer using IMAQ (image acquisition) card. The IR lamp 

allows acquisition of the backside IR images of the DUT. The DUT is mounted on a printing-

board on x-y-z-Φ stage and contacted electrically by flexible cables (see Fig. 2.1d).  
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(c)                  (d)  

Fig. 2.1.  (a) Schematic layout of the 2D TIM setup for one time instant measurements, (b) diagram showing the 

geometry of laser beam and IR light path, (c) picture of the setup and (d) detail of the DUT mounting and 

contacting. 

 

The detailed beam path is shown in Fig. 2.1b. The multi-mode laser beam is broad with a 

low divergence (< 10 mrad) when entering the interferometer. In the probe branch, the beam 

passes a telescopic optical system composed by a lens (L1) and microscope objective (MO). 
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Thus the laser beam outgoing from the objective remains quasi parallel and illuminates the 

whole DUT. Due to this geometry the beam reflected from the DUT is transformed back by the 

MO and L1 and the interference with the reference beam results into parallel fringes.  

Furthermore the optical system composed of MO, L1 and L2 serves as an image 

transformation system, which transforms the point A laying in the plane of the DUT into the 

point A’ laying in the plane of the camera (see dotted lines in Fig. 2.1b). This condition is 

necessary to create an IR image of the DUT on the camera.   

 

2.1.2 Imaging at two time instants  
 

For detailed investigation of unrepeatable behaviour and of dynamics of the destructive 

processes the measurement of the refractive index changes at second time instant during a single 

stress pulse was introduced. Investigations at two time instants are necessary for understanding 

of the device internal behaviour and physical processes in the device. With the heterodyne 

technique or any other commercially used technique the unrepeatable processes can not be 

investigated since these techniques require repetitive pulsing. Furthermore with this option the 

P2D in the device can be measured as will be described in Chapter 2.7. Such P2D measurement is 

much more time-efficient than measurement with the heterodyne technique. To obtain two 

interferograms during a single stress pulse two variants of the setup were proposed and analysed, 

see Fig. 2.2.  

 

2.1.2.1 Delay line variant 

In the first layout (Fig. 2.2a), 50 % of the laser beam is deflected by a non-polarizing 

beam splitter NPBS2 to a delay line. The delay line is composed by a series of mirrors and 

focusing lenses to avoid energy loses due to laser beam divergence. The laser beam at the output 

of the laser is linearly polarised. The geometry of the mirrors in the delay branch was chosen in 

such way, that the plane of polarisation of the beam is 90 degree rotated. The polarizing beam 

splitter cube (PBS1) is then used to merge the two laser beams to the same interferometric setup. 

The advantage of such geometry is that there are no optical power loses during merging of the 

two beams. The length of the delay line defines the delay between the two laser pulses, which 

can be then seen on the oscilloscope. After the two laser beams pass the lens L2, they are split 
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(PBS2) according to their polarisation into two cameras. Thus every camera records the 

interferogram of thermal distribution in the DUT at different time instant.  

The disadvantage of the layout in Fig. 2.2a is that the delay between the two laser pulses 

is fixed by the geometry of the delay line. It can be changed only by rearrangement of the delay 

branch, that is a time consuming process. From that reason two delay branches with different 

length have been constructed: a branch with length 6 m (20 ns delay) and a branch with length 

9 m (30 ns delay). In the case of 20 ns delay the quality of the interferogram is comparable to the 

interferogram exposed with the non-delayed beam. In the case of 30 ns delay the amplitude of 

interference fringes has decreased, see Fig. 2.3. In some areas the fringe amplitude becomes too 

small for correct phase extraction. This is due to mixing of the spatial modes of the multimode 

laser beam, which leads to the decrease of the spatial coherence of the beam. For even longer 

delay branch the fringe amplitude decreases more and the phase shift can not be extracted. 

 

2.1.2.2 Two lasers variant 

 Since in the experiments a longer delay is required and the delay branch rearrangement 

needs a lot of effort and time, a variant shown in Fig. 2.2b has been constructed. Here a second 

laser is used instead of the delay branch. The polarisation of this beam is perpendicular to the 

polarisation of the first laser beam. Therefore the two laser beams can be easily combined by the 

PBS1. The relative delay between the two laser beams is computer controlled and synchronised 

and it can vary from 0 ns to several seconds. The only disadvantage of this layout is the high 

price of the laser.  
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Fig. 2.2. Two realised layouts of the 2D TIM setup for measurement at two time instants. The delayed beam is 

realised (a) by a delay branch and (b) by a second (delayed) laser. 
 

(a)  (b)  
Fig. 2.3. Examples of the interferograms recorded in the setup in Fig. 2.2b (a) by the not-delayed laser beam and 

(b) by the beam delayed 30 ns. The laser beam passed lens 6 transitions and mirror 11 reflections in the delay 
branch. The fringe amplitude in the case of (b) has approx. 30 % decreased in average. In marked area the fringe 

contrast decreased to the level, when the phase extraction becomes difficult. 
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2.1.3 Probe station 
 

 In order to be able to contact the DUT by the needle probes and thus avoid gluing and 

bonding of the DUT, the 2D TIM setup was incorporated into a probe station SUSS MicroTec 

PM8DSP, see Fig. 2.4a. Here the wafer or the chip is placed on a kinetic chuck (see Fig. 2.4a) 

and contacted from the top by the needles. The device is inspected by the laser from the bottom 

side.  

In order to mount the optics bellow the chuck and to illuminate the device from the 

bottom side, the probe station was redesigned together with the producer according to our 

requirements. The chuck was lifted up together with the needle probes and microscope. Here a 

compromise between the space for the optics below the chuck and the mechanical stability of the 

chuck was chosen. An oval hole was made in the chuck in order to illuminated the device from 

the bottom. The optical setup was designed to be as compact as possible, see Fig. 2.4b. A special 

adapter for the optics in the probe branch was manufactured (see Fig. 2.4b). The lasers and 

cameras are placed outside the probe station. A removable mirror reflects the laser beams either 

to the probe station or to the laboratory setup. To change the field of view to 5 mm two 

kinematic mount for the lens system and for the system with microscope objective were 

designed, see Fig. 2.4e. This requires minimum of adjustment when exchanged. On the probe 

station the measurement at two time instants is possible. 

This setup was adapted for the use in the industry like environment. Therefore it allows 

analysis of DUT on the wafer level, see Fig. 2.4c. As well a special adapter was made for 

investigation of small wafer cut-outs, see Fig. 2.4d. The vacuum fixes the wafer or the sample 

adapter to the chuck. The minimum sample size that can be investigated here is 2x3 mm, the 

maximum diameter of the wafer is 300 mm. The contacting of the DUT by the needles is done 

manually and the user controls it trough the microscope mounted above the chuck.  
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Fig. 2.4.  2D TIM setup implemented into a probe station. (a) General view, (b) details of the optics, (c) probing on 

the wafer level, (d) adapter for small wafer cut-outs, (e) kinematic mounts with optics for different fields of view. 
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2.2 Detection scheme 
 

In this chapter the sequence of the measurement procedure, setup triggering, setup timing 

and the data flow is explained. 

 

2.2.1 Measurement framework 
 

The general flowchart of the measurement procedure in the 2D TIM setup is shown in 

Fig. 2.5. In Step 1 the sample is prepared for the measurement (gluing on the printing-board, 

bonding, mounting in the setup, contacting, setup alignment etc.). In Step 2 the measurement 

parameters like amplitude and duration of the stress pulse, number of stress pulses, number of 

reference interferograms, number of frames recorded per one stress pulse, optical pulse delays, 

parameters for the IV measurements, backside IR image acquisition, file names etc. are set in the 

acquisition software (programmed in LabView [Hee05]). During the measurement (Step 3) the 

interferograms and waveforms from the oscilloscope are recorded by the computer. The 

reference interferograms and the stressed interferograms are recorded fast after each other to 

minimize the influence of the vibrations and optical table instabilities. The last Step 4 is the 

interferogram processing, where the phase shift is extracted from the interferograms. For this, an 

analysis software has been developed (programmed in Matlab), see Appendix for details.  
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Fig. 2.5.  Measurement procedure flowchart. 
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2.2.2 Triggering and data acquisition 
 

 The schematic structure of the instrument interconnection and the data acquisition is 

shown in Fig. 2.6. The figure shows the triggering signals, electrical and optical signals and 

digital data flow. The triggering and the data acquisition are fully computer controlled and 

automated. The computer generates 20 Hz TTL clock signal, which triggers the flash lamp of 

laser 2 (requirement of the laser producer) and the switch box. In switch box it is divided into 

10 Hz and 1 Hz signal. The 10 Hz signal triggers the flash lamp of laser 1 (laser producer 

requires for the operation of the second laser 10 Hz repetition frequency) and the 1 Hz signal 

triggers the delay generator and the IMAQ card. The delay generator 1 controls the delay 

between the stress pulse and the first optical pulse. It has two outputs. One output triggers the 

stress pulse generator, second output controls the q-switch of the laser 1 and also triggers the 

second delay generator. The second delay generator controls the relative delay between the two 

laser pulses by controlling the q-switch of laser 2. After the computer gets the trigger pulse to the 

IMAQ card, the acquisition of the specified number of frames from the cameras starts and the 

data from the oscilloscope are downloaded.  

The typical timing diagram of the used laser is shown in Fig. 2.7. The laser flashlamp and 

Q-switch is triggered by a TTL signal. From the flash lamp trigger to the moment of maximum 

neodymium fluorescence it takes approximately 190 μs. After this time the Q-switch has to be 

opened to ensure the optimal laser generation. It was experimentally found that the delay 190 μs 

can vary in the range ± 5 μs without effecting of the generation efficiency. For shorter or longer 

delays the laser output energy decreases. 

The timing diagram of the complete 2D TIM setup is shown in Fig. 2.8. The figure is 

split into the left and right part. The timing diagram for the stress pulses shorter than 5 μs is on 

the left side, the timing diagram for the stress pulses longer than 5 μs and shorted than 100 ms is 

on the right side. The limit of 5 μs arises from the argument that the delay between the flashlamp 

and the Q-switch can vary only within 5 μs, as was explained above. Therefore for testing with 

stress pulses longer than 5 μs the timing has to be changed according to the diagram on the right 

side. Here the laser pulse has supplementary delay 100 ms, since this is the period between two 

flashlamp trigger events of laser 1. The stress pulse delay is then between 0 and 100 ms.  

For stress pulses N-times longer than 100 ms the laser q-switch has to be delayed 

Nx100 ms, where N is an integer. 
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Fig. 2.6.  Diagram of the instrument connection and the data flow. 
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Fig. 2.7.  Typical timing diagram of the pulsed laser Opolette 355 II. 
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Fig. 2.8.  2D TIM setup timing diagram for the stress pulse < 5 μs (left) and > 5 μs (right). 

 

 

2.3 Setup specifications 
 

2.3.1 Field of view 
 

The area of the inspected sample that is viewed on the camera will be called field of 

view. The maximal field of view is limited by the objective magnification and distribution of the 

light energy across the laser beam. By using the objectives with different magnification and by 

using a lens system (see Fig. 2.4e) the field of view is changed. The field of view has to be 

chosen in such way that the active area of the device (i.e. the heated area) does not cover the 

whole image. This is necessary for the phase extraction, since the exact value of the stress-

induced phase shift can be obtained only with respect to the non-heated area (2π uncertainty, see 

Chapter 1.4.7) 

The infrared microscope objectives used in the setup are manufactured by Mitutoyo. In 

Table 2.1 the field of view for the objectives that are used in the setup is given. Exchange of the 
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microscope objectives is associated with a small correction of the distance between MO and lens 

L1, see Fig. 2.1. To reach the field of view 6 mm it is necessary to exchange the objective to a 

lens system. This exchange is associated with replacing of the kinematic mounts shown in 

Fig. 2.4e. 

 
Table 2.1.  2D TIM setup specifications. 

 Objective Lens system Mitutoyo 10x Mitutoyo 20x Mitutoyo 50x 

1 Max. field of view (µm) 6000 x 6000 1500 x 1000 850 x 500 430 x 230 

2 
Pixel size in maximally 

zoomed image (µm) 
15 x 15 1 x 0.9 0.6 x 0.5 0.3 x 0.3 

3 NA 0.02 0.26 0.4 0.42 

4 ddifr (µm) 40 3 2 1.9 

 

For optimal utilisation of the setup, the zooming to the area of interest was implemented. 

The zooming is done by changing the relative distance between the camera and lens L2 and 

between the MO and DUT, see Fig. 2.2. However, the zooming causes the decrease of the light 

energy density that comes to the camera and consequently the decrease of the interferogram 

contrast. Therefore the maximal available zoom is limited by the sensitivity of the camera and by 

the energy of the laser pulse. For the given microscope objective the maximal zooming factor is 

approx. 2. 

 

2.3.2 Spatial resolution 
 

There are two significant factors, which limit the spatial resolution of the experimental 

setup: size of the pixel in the interferogram image and diffraction limit of the optical system. 

The analog signal from the IR camera is digitised by the IMAQ card to an array of pixels. 

The area of the DUT, which is imaged by a single pixel, will be called pixel size. Taking into 

account the field of view and the maximal zooming factor, the minimal pixel size can be 

calculated for every objective. The results are given in Table 2.1 in second row. 

According to the Reyleigh’s criterion, two light sources can be resolved by an optical 

system if the distance between them is more than ddifr: 
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=       (2.1) 

 

where λ is the light wavelength and NA is the numerical aperture of the objective. In the 

interferometry the diffraction limit has the following meaning: if two objects are at distance 

smaller than the diffraction limit ddifr, the fringe pattern contrast of the objects is low and the 

objects are not resolved by the interferometer. Using Eq. 2.1 the diffraction limit for the 

objectives utilised in the 2D TIM setup at wavelength 1.3 µm was calculated. The results are 

presented in Table 2.1 in the last row. 

 From the comparison of the diffraction limit and the pixel size it can be seen that the 

setup resolution is limited by the diffraction limit. However, the high number of pixels is not 

redundant since it is necessary for the fine sampling of the interference pattern. 

 

2.3.3 Time resolution 
 

The time resolution of the setup is determined by the laser pulse duration. During this 

time the DUT is illuminated and the interferogram is exposed on the camera. The duration of the 

laser pulse was measured with the oscilloscope and is shown in Fig. 2.9. From the decrease of 

the intensity to 1/e2 the typical duration of the laser pulse was found to be 2τ = 3.4 ns for laser 1 

(called Vibrant) and 2τ = 5.3 ns for laser 2 (called Opolette). The time resolution of the setup is 

therefore considered to be 5.3 ns. 
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Fig. 2.9.  Typical duration of the laser pulse of laser 1 (Vibrant) and laser 2 (Opolette). The profile is obtained by 

averaging of 50 pulses and it is fitted by a Gauss function. 
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2.3.4 Laser specifications 
 

The two lasers, Opolette 355 II and Vibrant 355 II manufactured by Opotek, are used in 

the setup shown in Fig. 2.2b. Both are based on the parametric generation of the light. The 

advantage of the OPO (optical parametrical oscillator) lasers is (i) the high power (in comparison 

to a diode laser), which is necessary to record the interferogram in the vidicon camera, (ii) the 

low coherence length (iii) a good space coherence and (iv) the possibility to tune the wavelength 

in a wide range, since for some applications and investigations different wavelengths are 

required. The disadvantage is the pulse to pulse instability and high costs. 

The OPO of the laser system consists of a non-linear optical crystal placed within an 

optical cavity. A high power laser beam (third harmonic of the pulsed Nd:YAG laser – 355 nm) 

is injected into the cavity to pump the OPO crystal. As a result of the non-linear interaction 

between the crystal and the laser beam, the signal νs and idler νi frequencies are generated. Here 

the frequency condition νp = νi + νs must be fulfilled, where νp is the frequency of the pump 

beam. These frequencies depend on the orientation of the crystal and they are changed by turning 

the crystal (rotation range is 20 degree). The two beams are orthogonally polarised and can be 

simply separated by a polarizer. The angle at which the signal and idler wavelengths are equal is 

called degeneracy point (710 nm) and here the generation efficiency is the lowest. The two lasers 

differ mainly in the output power and pulse-to-pulse stability. Their specifications are shown in 

Table 2.2.  

 
Table 2.2.  Specifications of the lasers used in the 2D TIM setup. 

 Vibrant laser Opolette laser 

Tuning range 400-2400 nm 400-2400 nm 

Output energy of the idler beam at 1300 nm 4 mJ 0.3 mJ 

Linewidth in whole tuning range (specified) 3-5 cm-1 3-5 cm-1 

Coherence length (air, measured) 2 mm 2 mm 

Pulse duration (measured) 3.4 ns 5.3 ns 

Maximal pulse repetition frequency 10 Hz 20 Hz 

Pulse-to-pulse stability (standard deviation, measured) 4  % 13 % 

 

The coherence length of the lasers Lcoh ≅ 2 mm (in the air) was measured by shifting of 

the reference mirror and measuring the fringe amplitude. Decrease of the fringe amplitude to 1/e2 
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was taken as a criterion. This is consistent with the laser specifications (specified is the linewidth 

Δ = 3-5 cm-1, from this the coherence length is L’coh = 1/Δ = 2-3.3 mm).  

 

2.3.5 Camera specifications 
 

 Two cameras are used in the setup. These are the infrared vidicon cameras produced by 

Hamamatsu, type C2400-03. Their spectral sensitivity is 400-1800 nm. The main advantage of 

the vidicon camera is the sensitivity in the near IR region (in comparison to e.g. CCD camera) 

and the low costs (in comparison to e.g. focal plane array (FPA) camera). The disadvantage is 

the lag of the vidicon tube. Several parameters of the camera that affect the recording of the 

interferograms are discussed bellow. 

 

Gamma characteristic. The relationship between the signal output Iout and the incident light Iin is 

called gamma characteristic Γ. This relationship is defined by equation Iout = Iin
Γ. It is linear for 

Γ = 1. Originally gamma of the vidicon camera differs from one, but it can be electronically well 

corrected in a camera controller. This is demonstrated in Fig. 2.10. 

Linearity of the camera is very important for the phase extraction. If the gamma differs 

from one, the interferogram recorded with the camera does not satisfy Eq. 1.10 since higher 

harmonics of the fringes appear and the phase shift is difficult to extract.  
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Fig. 2.10.  The gamma characteristic of the camera at five randomly chosen pixels for (a) Γ = 1 (after correction) 

and for (b) Γ = 0.3 (before correction). 
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Lag. Lag is a phenomenon caused when some of the output camera signal lingers after the 

incident light was interrupted. This is a typical phenomenon for vidicon cameras and it limits the 

speed of the measurement. Because there is only rough information about the lag in the camera 

manual (typical value is specified to 1 second), it was necessary to rate this phenomenon. 

The decreasing of the intensity from frame to frame after the laser pulse is shown in Fig. 

2.11a. In some cases the first frame can be overexposed and the second or third frame can be 

only processed. Therefore during the measurement the acquisition of more than one frame per 

one laser pulse in necessary.  

The lag was measured by mechanical interruption of the incident light, see Fig. 2.11b. 

After the light is interrupted, the camera output decreases from frame to frame. The decrease of 

the output to 1/e defines the lag. 

The camera controller allows controlling of the camera gain, offset and sensitivity. These 

three parameters define the camera output by relation Iout = (Iin*SENSITIVITY -

 OFFSET)*GAIN. The lag of the camera depends on the sensitivity parameter and this 

dependence is shown in Fig. 2.11c. Since the typical value of the sensitivity is 8-9 levels during 

the measurements, the recommended repetition frequency of the experiment is 1 Hz. Increasing 

of the repetition frequency results into a superposition of the previous damped interferogram 

with the new one. 

 

Resolution. The video output signal from the camera is coded in CCIR (PAL) system with frame 

rate 25 frames per second. This signal is led to the IMAQ (image acquisition card) NI PCI-1407 

manufactured by National Instruments. Here the analogue signal is digitised to 8 bit grey scale in 

format of frames 768x576 pixels. 

 

Noise. The standard deviation of the electronic noise of the camera pixels was found to be 2-4 

grey levels (depending on the gain) from frame to frame. 

 

Stability. If the camera is exposed under constant light condition, the signal on the camera slowly 

increases. After 2-3 minutes the signal increases up to 20 grey levels. This property is important 

to know if some experiments under constant light conditions are done. 
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Fig. 2.11  Lag of the vidicon camera. (a) The response of the vidicon camera to a short laser pulse. First several 

frames can be overexposed, the intensity of the frames (camera output) slowly decreases after the pulse. (b) 

Measurement of the camera lag by switching off the light. The level of sensitivity was set to 9 in the camera 

controller. (c) Interpolated dependence of the camera lag on the level of sensitivity. The lag levels correspond to 

the decrease of the camera output to 1/e. 

 

 

2.3.6 Electrical stressing 
 

In the setup three pulsers are currently available. The first one is a high voltage (HV) 

electronic switch SV4000-P produced by DEI (Direct Energy Inc). The voltage pulses generated 

by this switch are rectangular with risetime approximately 20 ns and maximal amplitude 4 kV. 

Using 1 kΩ and 50 Ω resistors the voltage pulse is converted to a current pulse, see Fig. 2.1a. A 

current probe (optionally a voltage probe) monitors the current (voltage) through the device on 

the oscilloscope. The pulse amplitude through the DUT can rise up to several amperes and the 

pulse duration can be set from 150 to 2000 ns. 
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If a shorter risetime (~7 ns) or a bias voltage is required, the Agilent Technologies pulser 

8114A is available. This device generates stress pulses up to 100 V or 2 A into 50 Ω. Its load 

impedance is adjustable.  

For the shortest pulses from 5 ns to 100 ns the Avtech pulser AVL-3AH-C is used. The 

risetime of these pulses is bellow 1 ns and maximal amplitude 450 V into 50 Ω. 

 

 

2.4 Effect of the DUT on the measurement 
 

The beam reflected from the DUT carries the information about the refractive index 

changes, but also it is modulated by the DUT reflectivity and surface too. Some of these 

properties can degrade the interferogram, but they can not be changed without influencing on the 

DUT functionality. Therefore all the properties, that effect the interferogram, have to be 

classified and their influence on the interferogram has to be analysed.  

 

2.4.1 Sample backside surface roughness (polishing) 
 

The interferogram quality is strongly influenced by the roughness of the DUT backside 

surface. The surface imperfections of size larger than the wavelength deflect the probe beam, see 

Fig. 2.12. 

The imperfections or scratches with the size comparable or smaller than wavelength of 

the laser (1.3 μm) scatter the light and cause the modulation of the fringe pattern contrast. An 

example is shown in Fig. 2.13. The light scattering causes the spatial modulation of the accuracy 

of the extracted phase. In darker regions (low contrast fringe pattern) the extracted phase is more 

noisy (up to 2 times) and contains more artifacts (see Fig. 2.13). For such interferograms an 

additional smoothing of the extracted phase is necessary. Also the scratches cause spreading of 

the a(u, v) spectrum component (see Eq. 1.17) in direction perpendicular to the scratches, which 

makes spectrum filtering more difficult. Best results are obtained if the fringes are oriented 

perpendicular to the scratches. 
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Fig. 2.12.  Deflection of the probe beam by rough surface. The surface causes a deformation of the probe beam 

wave front and results into a deformed interferogram. 

 

 

 

A

B

   

A

B

0 rad

3.5rad
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Fig. 2.13.  Scratches of the sample backside. (a) Scratches after the mechanical polishing (sample size 3x4mm). 

The scratches that are visible in (a) modulate the intensity of the reflected probe beam (b) and fringe pattern 

contrast (c). Due to this the area ‘A’ has up to two times lower fringe amplitude than the area ‘B’. Figure (d) shows 

the extracted phase map. The phase map in ‘A’ region has approx. two times higher noise than in region ‘B’. 

 

In order to avoid the problems with rough surface the roughness of the sample surfaces 

should be below the diffraction limit. The polishing with diamond paste (1 µm grain diameter) is 

sufficient. The chemical-mechanical polishing is also suitable.  
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2.4.2 Reflectivity of the sample  
 

The DUT basically consists of silicon substrate, SiO2 layer and metal layers. An electrical 

contact between two metal layers is introduced by metal contacts called “via”. An electrical 

contact between the metal layer and doped Si region is introduced by metal contacts called 

“contacts”. Layout and structure of these and any other layers (e.g. passivation layer, field oxide, 

polysilicon etc.) depend on the device technology. The electrical signal is introduced from 

outside to the metal layers by the contact pads. 

The high reflectivity of the layers is important to achieve satisfactory fringe amplitude 

and consequently the phase accuracy. The reflectivity depends on the layers geometry, thickness 

and complex refractive index. An example of the interference image and sample cross section is 

shown in Fig. 2.14. Accurate measurements of the reflectivity of the different layers for SPT51 

technology were performed on shallow junction SPT5 DEMAND2 test devices with a focused 

laser beam, see Fig. 2.15. These devices differ in the layout above the active area only. The 

results are summarised in Table 2.3. 

The best reflectivity exhibits the power metal, metal1 and metal2. Interferogram has the 

highest S/N ratio (~ 10) in these regions and thus the maximal precision of the extracted phase 

(up to 0.1 rad). The areas with contacts exhibit the worst reflectivity. The contacts consist of 

metal rectangles having size 0.6x0.6 μm2 and 0.8 μm distance in between (bottom view). They 

scatter the light and therefore are observed as dark regions in the interferogram. In these regions 

the phase precision is the lowest (around 0.8 rad). The diluted contacts exhibit a better 

reflectivity and the phase errors are smaller than for the normal contacts (~ 0.3 rad). Scattering 

and deflection of the focused light on the metal edges or layers with size smaller than the beam 

spot cause artificial peaks that are higher or lower than the real reflectivity of the layer. It has 

also been found that the reflectivity of the sample is low at the places with deposited polysilicon 

layer (material for the gate electrode).  

                                                 
1 SPT5 – Smart Power Technology, generation 5 
2 DEMAND – An Integrated Design Methodology for Enhanced Device Robustness 
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Table 2.3.  DUT reflectivity. 

Layer Relative reflectivity 

(± 5 %) 

Power metal 1 

Metal 1 0.74 

Metal 2 0.61 

Contacts 0.09 

Contacts diluted 0.32 

 

SiO2 0.23 MET.2

P-MET.

Si
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MET.1

ACTIVE
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Fig. 2.14.  The interferogram of the test sample SJ1 (SPT5) 

and its cross section. The thick black line copies the surfaces 

that reflect the most of the laser beam intensity. 
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Fig. 2.15.  The reflectivity measurement of the SJ1-SJ9 test devices (SPT5). Measurement was done with a 

focused laser beam of wavelength 1.3 μm in the heterodyne setup. The devices differ in the layout above the 

active area. For diluted contacts the contact structure is seen. 
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2.4.3 Lateral geometry of the device and fringe discontinuity 
 

At different regions of the DUT the laser beam is reflected from the different layers: 

metal1, metal2, power metal, etc. Therefore at the edges of the two layers the fringes exhibit 

distortions or discontinuities due to the abrupt changes of the phase. An example of such fringe 

discontinuities is shown in area A in Fig. 2.16a.  

Another example is an area B (see Fig. 2.16a), where the fringes at the structure edge E 

look like continuous. Nevertheless there is an abrupt phase jump at the edge E of about 28 rad, as 

calculated from the distance between the metal1 and metal2 layers. To show how the fringes 

would look in the sample with a finite phase gradient at the edges, but the same amplitude, a 

fringe simulation was performed, see Fig. 2.16b. The real path of the fringe (dashed line) can be 

traced because of the gradual phase changes at the edge.  

 

fringe discontinuities metal1
0rad

metal2
28rad

A

B

Edge E

  

metal2
+28rad

metal1
0rad       

(a)                                                                     (b)                                      (c)                          (d) 

Fig. 2.16.  Fringe discontinuities at layout edges. Ovals A and B mark two experimental examples of the fringe 

discontinuities at the layout structure in interferogram (a). In area A, a fringe kink is clearly seen. In area B the 

fringes are apparently continuous despite a 28 rad phase jump. Interferogram (b) shows the simulation of the area 

B for the case of gradual phase changes at the edges. Interferogram (c) is a detail of the edge, which in the phase 

results into localised phase distortions (marked by a rectangles). 

 

 In the experimental interferogram the structure edges have the sizes less than the 

diffraction limit. Also the laser beam is scattered on the structure edges which decreases the S/N 

ratio in these areas. These factors cause the ambiguity of the fringe continuity at the edges. 
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During the interferogram processing the phase extraction algorithm will connect the closest 

fringes of metal1 and metal2 and calculate the phase jump as a jump with respect to modulo 2π.  

It should be noticed that the useful phase signal is the phase difference between the phase 

profile with and without stress. Therefore the above type of discontinuities have a marginal 

influence on the phase extraction accuracy. Finally only the localised phase errors along the 

edges increase the noise, see Figs. 2.16c, d. 

 

2.4.4 Cellular device structure and the phase extraction accuracy 
 

By cellular structure we mean a structure with repeating small geometrical features with a 

size comparable to the fringe thickness or to the diffraction limit.  

 

DMOS device: An infrared image of a multi-cell DMOS device with a cell size 5x5 μm2 and 

5 μm distance between the cells is shown in Fig. 2.17a. The space between the cells and the cell 

size (5 µm) are larger than the diffraction limit (1.9 µm). The edges of the metal layers in a cell 

scatter the light and distort the fringe pattern (see Fig. 2.17b). The extracted heated region can be 

resolved with a good accuracy, see Fig. 2.17c. A small artifact occurs at a place with a low 

reflectivity.  

Bonding pads: A bonding pad has a cell size of 4x4 μm2 (similar to DMOS cells) and a small 

space in between (1 μm). The grey rectangles in the Fig. 2.17d are the holes in metal1. The laser 

light penetrates through these holes deeper into the SiO2 layer and the metal2 layer reflects it. 

The interferogram of such cell structure is shown in Fig. 2.17e. The inclined fringes are 

continuous with (periodical) distortions by the scattering at the cells edges. The cross section of 

the extracted phase shift is shown in Fig. 2.17f. The space between the cells is less than the 

diffraction limit and therefore the rectangular contour of the cell is not resolved in the 

interferogram. The periodicity of the cell structure can however be resolved. Nevertheless, some 

phase peaks exhibit one and some two local maximas. It is expected that if the active region was 

located in this area, the subtracted phase shift accuracy would be very bad (worse than 1 rad), 

since the one peak / two peak feature may be very sensitive to fringe position.  
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Fig. 2.17.  Broadband light image of (a) DMOS cell structure, (d) bonding pad structure and (g) contacts in active 

region. The images were made using an immersion oil objective (NA = 1.3) for better resolution of the cell 

structure. The corresponding interferograms are (b), (e) and (h), respectively. In the interferogram (b), the bending 

and amplitude modulation of the fringes is visible. In (e) the structure disturbs the fringe continuity and 

straightness. In interferogram (h) the fringes on contacts are parallel but have very low amplitude in comparison 

with the fringes on metal. Figure (c) shows the extracted phase shift for DMOS, (f) shows the extracted phase of 

the bonding pad cells and the theoretical phase profile and (i) shows the extracted phase along the white line in (h). 
 

Contact plugs: The contact plugs, that connect Si and metal1, have dimensions (size 

0.6x0.6 µm2 and 0.8 µm space in between) below the diffraction limit (see Fig. 2.17g-i). The 

contact structure is not resolved in the picture, therefore the contact area looks like a dark 
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rectangle (see Fig. 2.17g). The contacts do not distort the fringes, but the fringe pattern contrast 

in this ‘sub-diffraction’ area is approx. 5 times lower than in the metal region (see Table 2.3). 

The latter effect decreases the S/N ratio of the extracted phase. An example of the extracted 

phase cross section is given in Fig. 2.17i. The phase noise is much higher in the contact area than 

at the metal (approx. 4 times). 

 

 

2.5 Phase extraction 
 

After the interferogram is recorded, the phase shift has to be extracted from the 

interferograms. As it was shown in Chapter 2.4, the fringe amplitude and shape is modulated by 

the DUT structure, reflectivity and backside polishing. From this reason, some phase extraction 

algorithms can not be used in our case (see Chapter 1.4.8), for example: (i) fringe skeletonizing 

method is very sensitive to the fringe amplitude modulation and fringe discontinuities; (ii) phase 

sampling method requires recording of at least three phase-shifted interferograms, which may 

not differ in the intensity distribution (requires stabile pulse source and digital camera) and 

additionally it is not suitable for investigation of unrepeatable phenomena. We have established, 

that the most rigid method against the fringe modulation by DUT and even against the pulse-to-

pulse variations of the laser beam is the method based on the 2D Fourier transform. This method 

has been therefore implemented, analysed in details and adapted to our particular case in order to 

automate the phase extraction and to get result with the best S/N ratio. 

There is some software on the market, which uses the 2D FFT method for the phase 

extraction. This is e.g. IDEA (Interferometrical Data Evaluation Algorithms) developed in TU 

Graz, Austria (http://optics.tu-graz.ac.at) or Fringe Processor developed in Bremer Institut fuer 

angewandte Strahltechnik, Germany (www.bias.de, www.fringeprocessor.com). Both support 

also other phase evaluation techniques. The software includes image-processing procedures for 

improvement, segmentation, analysis, basic mathematical operations and high-end visualisation 

of images. The only disadvantage of such very sophisticated software is that the phase evaluation 

can not be calculated automatically. Automatic phase extraction rapidly increases the speed of 

the phase extraction and thus the whole investigation process of the DUT. Therefore a home-

made software was programmed. Further advantage of a home-made software is that it is 
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specially designed for our particular case and therefore it is more rigid against the artifacts 

typical for our interferograms. 

The phase extraction process can be influenced in two points: during the spectrum 

filtering and during the phase unwrapping. Therefore the effort was concentrated on these two 

processes.  

In the following part an optimal phase extraction sequence for evaluation of 

interferograms recorded in our 2D TIM setup is presented. We added several novel features into 

the standard phase extraction sequence (FFT – spectrum filtering – inverse FFT – unwrapping), 

which simplify the phase extraction, increase the speed of phase extraction and limit the number 

of artifacts in the final phase image. Next the details about the spectrum filtering like noise 

filtering, overlapping of spectral components, effect of fringe thickness on the phase extraction 

and optimal spectrum filter will be described. Then the phase unwrapping and some other factors 

that have an effect on the phase measurement will be discussed. 

 

2.5.1 Phase extraction sequence 
 

The flow chart of the optimised phase extraction sequence is shown in Fig. 2.18. The 

novelties in comparison with standard phase extraction technique are included in Steps 3, 6 and 

7. The fully automated phase extraction starts with Step 2 and ends with Step 7. It is marked by a 

grey arrow in Fig. 2.18. 

 

STEP 1: In the beginning the interferograms that will be processed are selected. Several 

interferograms of the stressed device are chosen and one reference interferogram, which was 

recorded before the stress pulse application.  

STEP 2: The 2D spectrum of the interferograms is calculated.  

STEP 3: The filtering of the spectrum components a(u, v) and c*(u, v) is done (see Eq. 1.17). 

The filtering and its consequences are investigated in detail in order to design a novel optimal 

spectrum filter, as will be shown in Chapter 2.5.2. 

STEP 4: The inverse FFT of the filtered spectrum is calculated. 

STEP 5: Phase mod 2π is obtained from the inverse FFT (see Eq. 1.18).  
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STEP 6: Subtraction of the phase mod 2π corresponding to the stressed and reference 

interferogram is performed. Phase mod 2π corresponding to the stressed interferogram contains 

the information about the refractive index changes, device vertical topology and inclination of 

the reference wave (equivalent to fringe carrier frequency). By subtraction of the phase mod 2π 

corresponding to the reference interferogram the device topology and inclination of the reference 

wave is removed. Thus the resulting phase contain information just about the refractive index 

changes. 

STEP 7: Before the unwrapping starts, the phase is pre-processed. Thanks to the pre-processing 

the unwrapping of the whole phase is not necessary and this rapidly decreases the probability of 

the error creation and increases the speed of the unwrapping. Details about the pre-processing are 

explained in Chapter 2.5.3.1.  

STEP 8: Unwrapping of the user-selected areas is the last step of the phase extraction.  

STEP 9: Before the result is saved, it can be post-processed in order to remove the noise, offset 

etc. 

 

In our software we implemented the automated phase extraction procedure described 

above, but also a manual mode. In the manual mode the user has a full control over the process at 

any step of the phase extraction. This is helpful in the case of low quality interferograms, like it 

is for example in the case of DMOS (see Chapter 2.8.3). Typical duration of the automatic phase 

extraction from one reference interferogram and one interferogram (size 768x576 pixels)  of the 

stressed device in Pentium IV, 1.8 GHz, 512 MB RAM is 10 seconds. For analysis of any further 

interferogram of the stressed device this duration increases by about 6 seconds per interferogram. 

Details on the phase extraction software are in Appendix. 
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Fig. 2.18.  Flow chart of the optimised phase extraction using the 2D FFT method. The automatic phase 

extraction is marked by grey arrow (automatic mode), the single steps of the manual mode are marked by white 

arrows. 
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2.5.2 Spectrum filtering  
 

The spectrum components a(u, v) and c*(u, v) (see Eq. 1.17) [Kre96] have to be filtered 

out to calculate the phase. Since these functions usually overlap with c(u, v) in spite of using the 

fringe carrier frequency, their filtering is not trivial. A spectrum filter usually blocks part of the 

c(u, v) component and transmits part of the a(u, v) and c*(u, v) components. This results into 

undulations in the phase. To suppress the undulations the spectrum filtering was analysed and an 

optimal filter was designed [Dub04a].  

The interferogram is a discrete array of finite number of pixels. The discreteness of the 

interferogram pixels leads to the discreteness of the spectrum. The spectrum bandwidth is limited 

to frequencies smaller than the Nyquist frequency fc = 1/2Δ [Otn78], where Δ is the sampling 

interval of the interferogram, i.e. Δ-1 is the sampling rate. In our case Δ = 1 pixel. The finite 

number of the pixels leads to the finite number of the spectrum points. The spectrum is defined 

for frequencies fn = n/NΔ, where n = -N/2, … N/2 and N is the number of the pixels in 

interferogram [Otn78]. Similarly in 2D space the spectrum is defined in frequencies (fnx, fny), 

where nx and ny vary in range -N/2 to N/2. The fringe carrier frequency will be marked like 

(fFx, fFy). The number of the pixels of the 2D spectrum is the same as the number of the pixels of 

the interferogram. In our case it is important to understand the relation between the fringe period 

TFi = 1/fFi (i = x, y) defined in pixels of the interferogram and the position in the calculated 

spectrum (nFx, nFy) in pixels: 

 

Fi
FiFi T

NNfn =Δ= , where i = x, y.    (2.2) 

 

The finite size of the interferogram is equivalent to convoluting the Fourier transform 

with sin(i)/i function [Otn78]. This results in “smearing” of the spectrum. For example, the 

parallel fringes is Fig. 2.19a are transformed into two “stars” c(u, v) and c*(u, v) centered around 

the fringe carrier frequency, see Fig. 2.19b. From this it is clear, that the spectrum components 

a(u, v), c(u, v) and c*(u, v) have the best separation if the fringes are oriented diagonally. 

In following chapters the noise filtering, overlapping of spectral components, effect of 

fringe thickness on the filtering of the spectrum components a(u, v) and c*(u, v) and the optimal 

spectrum filter will be studied.  
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2.5.2.1 Noise filtering 

The noise in the phase mod 2π disturbs the phase unwrapping, therefore it has to be 

decreased before the unwrapping process starts. There are three ways how to decrease the phase 

noise and to increase the phase sensitivity: the filtering of the high frequencies of the spectrum, 

the averaging of several images and the smoothing.  

 

High frequency filtering.  

A simulated noiseless interferogram with Gaussian phase object is shown in Fig. 2.19a.  

In this case overlapping of a(u, v), c(u, v) and c*(u, v)  can be neglected (see Fig. 2.19b) and the 

noise effect can be investigated here. Two spectral filters depicted in Figs. 2.19c, d were applied 

to the spectrum. Filter 1 (Fig. 2.19c) filters out the frequencies with the highest amplitude 

belonging to a(u, v) and c*(u, v). Filter 2 (Fig. 2.19d) filters out everything except the 

frequencies with the highest amplitude belonging to c(u, v). Using of both filters leads to phase 

without noise, see cross section in Fig. 2.19f.  
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Fig. 2.19.  (a) Simulated interferogram of a Gauss heat source, (b) its spectrum, (c) spectrum filter 1, (d) spectrum 

filter 2, (e) extracted phase, (f) cross section of the phase along the white line marked in (e). The cross section for 

the interferogram without noise is plotted in grey colour. The cross section for the interferogram with S/N = 4 and 

for the filter 1 is plotted with a thin line and for the filter 2 with a thick line. 
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If a noise is added to the interferogram in Fig. 2.19a, the application of the filter 1 leads 

to a noise in the phase, see Fig. 2.19f. Filter 2 removes the high frequency noise components 

from the spectrum, but the low frequency noise components lead to the low frequency phase 

undulations, see Fig. 2.19f. The undulations have lower amplitude than the noise resulting from 

filter 1 and therefore do not disturb the unwrapping. 

 Filtering of high frequencies limits the space resolution according to the cut-off 

frequency. Assuming the Eq. 2.2, if the cut-off frequency is in half of the spectrum (ni = N/4, see 

Fig. 2.19d), the spatial resolution of the phase decreases from one pixel to two pixels (TFi is 

changed from 2 to 4). Often the size of one pixel is below the diffraction limit (see Table 2.1, 

size of a pixel for maximal zoom for 50x objective is 0.3 μm and diffraction limit is 1.9 μm), 

therefore the filtering does not effect the setup space resolution. 

 

Smoothing. 

Smoothing of the interferogram is done by applying median, average or Wiener filter. 

The noise in the phase thus decreases. But if during the spectrum filtering the high frequencies 

are filtered out (see filter 2 in Fig. 2.19d), the effect of smoothing is negligible.  

If the interferogram contains the noise, the noise is present in the spectrum too. However, 

smoothing of the spectrum is not allowed, since it changes the amplitude of the phase shift, see 

Fig. 2.20a. 
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Fig. 2.20.  Smoothing of the spectrum. (a) Comparison of the extracted phase if the spectrum is smoothed by the 

Wiener filter. Due to the Wiener filter the amplitude of the phase peak is lower. (b) Phase cross section for five 

interferograms and the effect of averaging. Averaged were the phases and their spectrums. Averaging of the phases 

and spectrums leads to an identical result.  
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Averaging of several phases 

By averaging of the extracted phase of several interferograms the noise can be decreased 

according to the statistical laws, see example in Fig. 2.20b. However the averaging is not 

possible when the investigated phase object exhibits unstable behaviour (e.g. it randomly 

changes the location or amplitude from pulse to pulse). The averaging is a time consuming 

procedure too. 

 

Noise sources 

The electronics of the camera and the video card have a noise. This noise is visible in 

Fig. 2.41b as random fluctuations superposed on the signal. These fluctuations are transformed 

into the phase fluctuations during the phase, see Fig. 2.20b. The level of the phase fluctuations 

can be estimated by the following equation: 

 

⎟
⎠
⎞

⎜
⎝
⎛=⎟

⎠
⎞

⎜
⎝
⎛≈

NS
arctg

B
barctg

/
1δδϕ     (2.3) 

 

where the δϕ and δb are the standard deviations of the phase and interferogram noises, 

respectively, B is the amplitude of the fringes, S/N is the signal to noise ratio. Typical 

experimentally measured values of the S/N ratio and the standard deviations δϕ of the extracted 

phase in different areas of the SPT5 technology devices are presented in Table 2.4. The areas 

covered by the metal layers have the highest S/N values (see columns ‘Power metal’ and ‘Metal 

1’ in Table 2.4) due to high reflectivity. The light scattering on the contact plugs causes the small 

S/N value (see column ‘Contacts’ in Table 2.4). 

 
Table 2.4.  Noise in the interferogram and phase at different regions on the DUT. 

Area Power metal Contacts Metal 1 SiO2 

S/N 10 1 5 2.4 

δϕ (rad) 0.1 0.8 0.2 0.4 
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2.5.2.2 Spectrum overlapping 
 

Object with different phase or reflectivity 

If objects with phase step or reflectivity modulation are present in the interferogram, the 

spectrum components a(u, v), c(u, v) and c*(u, v) spread and start to overlap. This makes 

problems by filtering of a(u, v) and c*(u, v) components and cause undulations of the phase. To 

design a spectrum filter, the effect of the device on the spectrum was investigated. 

A simulated interferogram representing a rectangular step region is shown in Fig. 2.21a 

and its spectrum in Fig. 2.21b. The overlapping of the spectral components is indicated. For any 

chosen filter either a part of a(u, v) and c*(u, v) components remains in the spectrum, or a part of 

c(u, v) component is filtered out. In both cases, undulations in the extracted phase are created. 

The cross section of the extracted phase in Fig. 2.21c along the marked line is shown in 

Fig. 2.21d. The undulations are highest near the object edges. The same holds for the objects of 

different reflectivity, see Fig. 2.22. It was also found that the more objects are in the 

interferogram, the higher are the undulations. 
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Fig. 2.21. (a) Simulated interferogram of a rectangular structure, (b) its spectrum, (c) extracted phase and (d) cross 

section along the line marked in (c). 
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Fig. 2.22. (a) Simulated interferogram of a dark rectangle, (b) its spectrum, (c) extracted phase and (d) cross 

section along the line marked in (c). 

 

 

 Since the undulations are related to the device structure, they are similar in the reference 

interferogram and in the interferogram of the stressed device. If a laser source with high pulse-

to-pulse stability was used, the undulations are subtracted in the region of constant refractive 

index, see Fig. 2.23. Only in the region where the refractive index was changed during the stress 

pulse, the undulations are not fully subtracted.  

 

 

1 rad

-1 rad

(a)

(b)
 

Fig. 2.23.  (a) The phase with undulations. Phase was calculated from a single reference interferogram 

(experimentally measured). (b) The phase without undulations, only the random noise is present. Phase was 

obtained by subtraction of two reference phases. 
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Fringe thickness 

The overlapping of the spectrum components a(u, v), c(u, v) and c*(u, v) is a function of 

the fringe thickness. Therefore the effect of the fringe thickness on the undulations was 

investigated. 

The Gauss distribution of the phase with amplitude of 0.5 π and thickness of 40 pixels 

was used for the simulation of the phase object (e.g. the heating area). The fringe pattern with 

diagonal fringes and 10 pixels in period was chosen. The interferograms, spectra and the 

extracted phase for the case of thin and thick fringes are shown in Figs. 2.24 and 2.25, 

respectively.  

In the case of thin fringes, the spectrum components c(u, v) and c*(u, v) are well 

separated from each other (see Figs. 2.24b, c) and the extracted phase shift matches well to the 

original Gaussian profile (see Figs. 2.24d). In the cross section in Fig. 2.26 the extracted and the 

simulated phase are coinciding.  

 

         
(a)      (b)  

         
(c)     (d)  

Fig. 2.24.  (a) Simulated interferogram with thin fringes. The size of the interferogram is 512x512 pixels. The 

period of the fringe pattern is 10 pixels. (b) Interferogram spectrum with marked spectral components 

corresponding to the simulated phase object. (c) Difference of the spectrum of the interferogram with and without 

phase object, the spectral components related to the phase object are well seen. (d) Extracted phase.  
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In case of the thick fringes (see Fig. 2.25) the signal c(u, v) and the conjugated c*(u, v) 

spectrum components overlap (Fig. 2.25b, c) and can not be distinguished, which leads to a 

deformation of the extracted phase and phase undulations, see Fig. 2.25d. This reduces the space 

and phase resolution. The distortions are well seen in the cross section in Fig. 2.26. 

 

         
(a)     (b)  

         
(c)     (d)  

Fig. 2.25.  (a) Simulated interferogram with thick fringes, (b) interferogram spectrum with marked spectral 

components corresponding to the simulated phase object, (c) spectral components related to the phase object and 

(d) extracted phase. 

 

The effect of different fringe thickness on the extracted phase in the case of a measured 

interferogram is shown in Fig. 2.27. In the case of thin fringes (Fig. 2.27a) the rectangular heated 

region is well resolved with sharp edges and low undulations (see Fig. 2.27b). In the case of 

thick fringes (Fig. 2.27c) the edges of the heated region are less sharp and the phase exhibits 

more low frequency undulations, which reduces the phase sensitivity. 
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Fig. 2.26.  Cross section of the simulated Gaussian phase (dashed curve) and the extracted phase for thick and thin 

fringe interferograms. Big distortions in the case of the thick fringes are observed. 
 

 

(a)      

 

(b)      

Fig. 2.27.  Real interferogram of a rectangular heat source with (a) thin (8 pixels period) and (c) thick (40 pixels 

period) fringes and the corresponding extracted phase. 
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Optimal fringe thickness 

The gradient of the phase object is important for the phase extraction. The interferograms 

with the steep phase objects have a broad spectrum of the phase components a(u, v), c(u, v) and 

c*(u, v). Due to this broadening the conjugated components c(u, v) and c*(u, v) of the spectrum 

overlap and this causes the artifacts in the phase. In this chapter the criterion for the optimal 

fringe thickness is established. 

An example of the simulated pattern is shown in Fig. 2.28. The simulated phase object 

has nearly 20x higher amplitude than in Fig. 2.24 but the Gaussian width remains the same. The 

spectrum of the steep object is wider (compare Fig. 2.24b and Fig. 2.28b) because the spectrum 

contains components with space frequencies comparable to the gradient of the phase object. 

 

        

overlapping

 
(a)     (b)  

Fig. 2.28.  Thin fringes and steep phase object. The size of the interferogram (a) is 512x512 pixels, the period of 

the fringe pattern is 10 pixels. Phase object parameters: height 28 rad, Gaussian distribution with 40 pixels width. 

(b) Spectrum of the interferogram with marked components of spectrum, which correspond to the simulated 

phase object. 

 

 The criterion for the choice of the fringe period can be estimated. The overlapping of the 

conjugated spectral components is minimal if the inclination of the reference plane (or 

“steepness of the fringes”, defined by wavenumber 2πfFi) is higher than the gradient of the phase: 
 

)max(π2 ϕgradfFi > ,  i = x, y    (2.4) 

 

where term max(|gradϕ|) is a maximum of the phase gradient. The minimum number of pixels 

per fringe was experimentally found to be 5, which assures a minimum phase sensitivity of 0.5 

rad. From that the following criterion for the optimal fringe period is expressed: 
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)max(
π25

ϕgrad
TFi << ,  i = x, y    (2.5) 

 

The phase gradient gradϕ is in first approximation proportional to the ratio of the phase 

maximum and the size of the heating source. In practice it means that in the case of the high 

phase shift or small heating source the thin fringes have to be used. An example of the 

experimental interferogram with the small heating source (in comparison with the fringe width) 

is shown in Fig. 2.29. The heating source with the horizontal size of just 8 pixels (i.e. 25 µm) is 

well resolved. 

 

DUT

        

DUT

 
(a)     (b)  

Fig. 2.29.  (a) Example of the thermal mapping with small device size. DUT is marked by oval. Mitutoyo 10x 

objective was used. Device heated area is visible in (b). The heated area is 25x100 µm (8x22 pixels). 

 

 

2.5.2.3 Optimal filter design 

In previous chapters it was shown, that the undulations in the phase originate from the 

noise filtering and from the overlapping of the spectrum components (which disable filtering of 

the whole a(u, v) and c*(u, v) components). The undulations therefore can not be avoided. They 

can be only minimised by using a spectrum filter, which is a compromise between the filtering of 

a(u, v) and c*(u, v) components and the retaining of the c(u, v) component. Such a filter will be 

called optimal filter. An optimal filter minimises also the number of the phase defects and the 

noise in the extracted phase. From this it is clear, that the optimal filter must be adaptive to the 

particular spectrum and therefore varies for different interferograms. 
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The spectrum filter, that we propose, will be explained on the spectrum of the 

interferogram in Fig. 2.30a. The filter is shown in Fig. 2.30b. It is designed in the following way: 

the frequencies around the zero (ni = 0) are filtered out up to the one third of the fringe carrier 

frequency (i.e. ni,down = nFi/3 for i = x, y) (see Fig. 2.30c), that was found to be an optimal value; 

the cross of the a(u, v) component, the cross of the c*(u, v) and the whole quadrant of the 

c*(u, v) are filtered out (see Fig. 2.30d); the frequencies higher than the upper cut-off frequencies 

(ni,up) are filtered out (see Fig. 2.30e). The upper cut-off frequencies of the filter are designed in 

following way: i) the cross of the c(u, v) is smoothed and the position ni’ is calculated, where the 

signal decreases to 1/3, ii) ni’’ is defined like ni’’ = (ni’- nFi)*3, iii) if ni’’ > N/4, then ni’’ is set to 

N/4, iv) ni,up is defined like nFi ± ni’’. At the end, the fields with the pixel value smaller than the 

mean of the whole spectrum (without filter) are found and the edges of these fields are smoothed. 

These fields carry more noise than the signal, so to suppress the noise even more they are filtered 

out too (filtering out means to set the value to the zero), see Fig. 2.30b. 

 The proposed filter filters well the a(u, v) and c*(u, v) components if (i) the fringes have 

diagonal orientation (then the spectrum components are best separated), (ii) the fringe thickness 

is smaller than the size of the objects (see Fig. 2.29 and Chapter 2.5.2.2) and (iii) the tilt of the 

reference mirror is higher than the gradient of the phase object (see Eq. 2.4). Then the spreading 

and overlapping of the spectrum components is minimal. 

 The spectrum filtering becomes more difficult if the interferogram is over- or 

underexposed. This causes higher harmonics in the spectrum, see 2nFx, 2nFy, 3nFx, 3nFy in 

Fig. 2.31. If the higher harmonics are not filtered out, artificial fringes appear in the phase. 

Filtering out of the higher harmonics is not included in the proposed spectrum filter. To avoid the 

fringes in the phase, additional manual filtering out of these higher harmonics is necessary.  

The high frequency spectrum components, which are marked by ellipses on the top and 

bottom of the spectrum in Fig. 2.31, originate from the camera interlacing. The signal of the 

vidicon tube is processed in PAL system, which means that the odd lines are read out first and 

the even lines are read out afterwards. Since the signal in the vidicon tube decreases with time 

(see Fig. 2.11), the even lines exhibit lower intensity. These high frequencies are filtered out 

automatically by the proposed spectrum filter, therefore they do not effect the phase shift.  

In the phase extraction sequence (see Fig. 2.18) the same spectrum filter is used for any 

couple of reference interferogram and stressed interferogram. This minimises the phase 

undulations to minimum, as was shown in Fig. 2.23. 
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Fig. 2.30.  (a) An interferogram. (b) Proposed spectrum filter demonstrated on the interferogram in (a). (c-e) The 

building of the proposed filter in (b). 

 

nFx

2nFx

3nFx

nFy

2nFy

3nFy nx = 0

ny = 0

interlacing

 
Fig. 2.31.  The spectrum of overexposed interferogram with marked higher harmonics. The high frequencies 

marked by ellipses are caused by the camera interlacing. The interlacing is shown on the right side. 
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2.5.3 Phase unwrapping 
 

 The second procedure of the phase extraction sequence, which is not given only by strict 

mathematical rules but can be optimised using various unwrapping approaches, is the phase 

unwrapping (see Fig. 2.18). The unwrapping means removing of the 2π phase steps, which 

appear after the phase calculation. The unwrapping is very sensitive to the phase steps and noise. 

If a simple unwrapping method is used, the artifacts introduce an unwrapping error and this can 

spread into other regions of the phase. Therefore some unwrapping algorithms were investigated. 

The following phase extraction algorithms were investigated (see Chapter 1.5): the 

straightforward algorithm, spiral scanning algorithm, pixel queue algorithm and minimum 

spanning tree algorithm. In the case of the spiral and pixel queue algorithms the following 

options were implemented: (i) the number of the neighbouring points, which are taken into 2π-

step calculation, was selectable and (ii) the pixels with arcs (see Chapter 1.5.4 for 

definition) higher than π/2 were masked and not processed. As a tolerance factor β = 1 was 

considered in Eq. 1.22. That means, if the difference between the two neighbouring pixels is > π 

(or < -π), the phase is corrected by adding (subtracting) 2π.  

The invalid unwrapping occurs (i) if a phase step is not abrupt due to the defects (see 

Fig. 2.32a) or (ii) if the phase difference between two neighbouring pixels is higher than π due to 

the defects or noise (see Fig. 2.32b). In the first case, the 2π step is not recognised and phase on 

the right side from the step is not corrected (by subtracting 2π in this particular case). In the 

second case, an invalid phase step is identified and the phase on the right from the error is shifted 

by 2π up or down (down in this particular case). The first case is presented on the 2D data 

example in Fig. 2.32c. An ellipse highlights a non-abrupt phase step. Fig. 2.32d shows the phase 

after application of a straightforward unwrapping algorithm. A wrong step function is assigned 

to the phase on the right from the highlighted place (dark stripes). More sophisticated 

unwrapping algorithm has to be therefore used for unwrapping of this region. The phase after the 

application of the minimum spanning tree is shown in Fig. 2.32e. This algorithm detects the 

points with high error possibility and extracts them at the end. Similar result is obtained using the 

pixel queue algorithm, which overflows the defects and ignores them. 

An experimentally measured phase contains many defects and noises like that shown in 

Fig. 2.32. Invalid unwrapping caused by a single localised phase defect can spread to the whole  
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(a) 

2π < π

     (b) 
>π

 

 

(c)          (d)          (e)   

Fig. 2.32.  (a, b) Examples of phase defects. (c) 2D phase before unwrapping, (d) phase in (c) after application of a 

straightforward unwrapping algorithm and (e) phase in (c) after application of the minimum spanning tree 

algorithm. 

 

image. Such example is shown in Fig. 2.33. A wrapped phase image after a reference image 

subtraction is shown in Fig. 2.33a and its cross section along the marked line is in Fig. 2.33e. 

The 2π steps are positive and negative. Fig. 2.33b shows the phase after application of the 

straightforward linear scan unwrapping algorithm. The noise and defects are interpreted like 

phase steps. The error of the unwrapping propagates to the right side of the phase image. The 

phase after application of minimum spanning tree algorithm is shown in Fig. 2.33d, the 

corresponding cross section is in Fig. 2.33e. The phase is unwrapped correctly.  

From the example in Fig. 2.33 and from investigation of other phase images, we 

conclude, that the minimum spanning tree and the pixel queue algorithms are most suitable for 

unwrapping of the phases calculated from the interferograms recorded in our 2D TIM setup. 

However, this high precision is paid by the slow speed. For example, unwrapping of the whole 

phase image of size around 770x570 pixels using the minimum spanning tree algorithm takes 

seven and half hours in Pentium IV 1.8 GHz 512 MB RAM computer (in Matlab environment). 

The slow speed of these algorithms arises from the complexity of the algorithms. An example of 

the progressing of the minimum spanning tree algorithm is demonstrated in Fig. 2.34. From these 

reason (slow speed) these two algorithms are only good for unwrapping of local areas and not for 

unwrapping of the whole phase 770x570 pixels. To avoid the necessity of unwrapping of the 

whole phase, we developed a phase pre-processing procedure, which is described in following 

chapter.  
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Fig. 2.33.  (a) Phase before unwrapping, (b) phase after application of a straightforward unwrapping algorithm, (c) 

phase after pre-processing, (d) phase after application of the minimum spanning tree algorithm, (e) cross section 

along the lines marked in (a) and (d). 

 

 

(a)  (b)  (c)  (d)  

(e)  (f)  (g)   (h)

defect

 

Fig. 2.34. The demonstration of the minimum spanning tree algorithm. (a) Wrapped phase, (h) phase after 

unwrapping. Figures (b-g) demonstrate the progressing after (b) 300, (c) 1000, (d) 2000, (e) 4000, (f) 6000 and (g) 

7000 pixels have been unwrapped. They are shown in two colours, where the dark region corresponds to the 

wrapped phase and light region to the not yet unwrapped phase. In this case the algorithm processes first the points 

near the edges and only then it proceeds to the middle of the phase, where most of the defects occur.  

 



2   2D setup  75 

2.5.3.1 Phase pre-processing 

Before the pre-processing is done, the reference and the stressed wrapped phase have to 

be subtracted (Step 6 in Fig. 2.18), like it was done e.g. in Fig. 2.33a. This removes the tilt of the 

phase introduced by the fringe carrier frequency, but the 2π phase steps remain, see Fig. 2.35. 

The wrapped phase has not a “saw-tooth” profile any more, but a profile of rectangular steps. 

This is a necessary condition for the pre-processing.  

The principle of the phase pre-processing is shown in Fig. 2.36. The whole data set is 

scanned line-by-line. The intervals with phase value |ϕ| > π are detected. The value π has been 

chosen because it is in the middle between 0 and 2π. We propose, that if the interval begins or 

ends with the phase step ⏐δϕ(x1, x2)⏐ > π, where x1 and x2 are two neighbouring points, all the 

points in the interval are corrected by subtraction (addition) of 2π. This is the case of the regular 

phase steps and of the artifacts, see Figs. 2.36a, b. Otherwise it is considered to be a temperature 

induced phase shift and the interval is not corrected, see Fig. 2.36c. This method is fast (∼ 3 s for 

phase 770x570 pixels) and removes almost all 2π-steps except a part of the heated area, see 

ellipse in Fig. 2.33c. This small area has to be locally unwrapped with one of the slow 

unwrapping algorithms. Sometimes all 2π-steps are fully removed and no further unwrapping is 

necessary.  
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Fig. 2.35. Subtraction of the reference (black line) and 

stressed (grey line) wrapped phase. 

Fig. 2.36.  Principle of the phase pre-processing. (a) 

regular phase step, (b) artifact, (c) temperature-

induced phase shift. 
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2.5.4 Error sources of the phase measurement 
 

In the following part the effect of the laser pulse duration, multiple interference in the 

DUT, inhomogeneous intensity distribution in the interferogram and instability of the laser 

pulses on the measurement precision is analysed.  

 

2.5.4.1 Effect of finite pulse duration 

 The duration of the laser pulse was found to be 2τ = 5.3 ns, see Fig. 2.9. During this time 

the device is illuminated and the interferogram is created. However, the phase stays not constant 

during this time, see Fig. 2.37b. The interferogram I(x, y, t) is an integration of the interference 

signal I’(x, y, t) during the laser pulse: 
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where W(t) is a window function characterising the laser pulse shape in the time scale. In first 

approximation it is a Gauss function: 
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The phase can be considered to be linearly increasing in an interval of few nanoseconds, 

φ(x, y, t) = φ0(x, y) + ϕ(x, y, 0) + ∂ϕ(x, y)/∂t*t. Here the term φ0(x, y) represents modulation of the 

phase by DUT and the inclination of the reference mirror. The Eq. 1.11 can be rewritten as (see 

Fig. 2.37b): 
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Here t = 0 corresponds to the middle of the laser pulse, see Fig. 2.37b. Inserting Eqs. 2.7 and 2.8 

into Eq. 2.6 and performing the integration lead to: 
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The amplitude of the fringes in the interferogram is modulated by coefficient 

⎥⎦
⎤

⎢⎣
⎡

∂
∂

− 8/)),((exp2/ 2
0 τϕπτ

t
yxW . If ∂ϕ/∂t ≠ 0, the fringe amplitude decreases as a function of 

∂ϕ/∂t . Fringe amplitude decreases to 1/e2 for phase gradient ∂ϕ/∂t  = 4/τ = 4/3.15 = 1.3 rad/ns. 

In typical experiments the phase increases with speed approx. ∂ϕ/∂t  = 0.01-0.1 rad/ns (at the end 

of 100 ns stress pulse the phase shift is 1-10 rad). This is equivalent to the decrease of the fringe 

amplitude to [ ] 988.0*2/8/)*1.0(exp2/ 0
2

0 πττπτ WW =− and less. Decrease of the fringe 

amplitude 0.988-times (i.e. by 1.2 %) can not be recognised in the interferogram. From this we 

conclude, that the effect of the laser pulse duration on the phase measurement is negligible in our 

case. 

 

t0-τ τ

Stress pulse

Laser pulse

ϕ(x,t)
2ωτ

ϕ(x,0)

 
Fig. 2.37. Schematic picture of the laser pulse, stress pulse and phase shift. 

 

 

2.5.4.2 Multiple reflections in the DUT 

 The DUT is a structure formed from layers with different refractive index and thickness 

(see e.g. Fig. 2.14). The incident beam is reflected at every interface between two layers with 

different refractive index. Depending on the relation between the coherence length Lcoh of the 

beam and the distance between the interfaces L, from which the beam is reflected, three basic 
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cases are distinguished: 2nL >> Lcoh,  2nL ≈ Lcoh and  2nL << Lcoh, where n is the refractive index 

of the layer between these two interfaces (nSi = 3.42, nSiO2 = 1.46).  

The DUT basically consists of (i) Si substrate, which contains regions with different 

doping (here the heat source is located) and (ii) SiO2 layer, which contains the metal layers, see 

Fig. 2.14. Thickness of the polished Si substrate is usually LSi = 0.2-0.4 mm. The beams reflected 

from the Air-Si interface and Si-SiO2 interface correspond to the case 2nL ≈ Lcoh (2nSiLSi = 1.4-

2.7 mm). The distances between the Si-SiO2 interface and the metal layers vary in range of few 

micrometers. Therefore the beams reflected within the SiO2 layer correspond to the case 2nL << 

Lcoh. For the analysis of the influence of the multiple reflections on the phase shift a fringe 

simulation software has been developed. 

 

2nL ≈ Lcoh 

 For investigation of the effect of the reflections within the Si substrate the structure of Si-

layer and metal layer was simulated, see Fig. 2.38a. The thickness of the simulated Si-substrate 

was 300 μm. The incident beam is E0, the reflected beams are E1 (30%3 energy of incident 

beam), E2 (49% energy of incident beam), E3 (15% energy of incident beam) and E4 (4% energy 

of incident beam). Other reflected beams can be neglected in the first approximation due to their 

low intensity. Beams E1, E2, E3 and E4 interfere with the reference beam ER and the 

interferogram is given by equation: 
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where γi,j is the degree of coherence between beams Ei and Ej. The positive phase shift within the 

Si with a Gauss distribution was simulated, see Fig. 2.38b. The phase shift maximum is 4π. The 

interferogram was simulated for the coherence lengths 0 μm (see Fig. 2.38c, only beam E2 

interferes with the reference beam), 2000 μm (see Fig. 2.38e, this corresponds to our laser) and 

4000 μm (double of our laser). In the simulation we considered that the optical path of the beam 

E2 and the reference beam ER is the same. In Fig. 2.38e the fringe amplitude is modulated due to 

the multiple reflections. From these interferograms the phase shift is calculated. To see the 

                                                 
3 Reflectivity of interface between layer 1 and layer 2 is calculated by equation R12 = r12

2 = (n1 – n2)2/(n1 + n2)2. 
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difference between the extracted phase shift and the original phase shift, the original and the 

extracted phase shifts are subtracted from each other. We will call the difference between the 

extracted phase shift (corresponding to some Lcoh) and the original phase shift like phase 

deviation. The phase deviation corresponding to the Lcoh = 2000 μm is shown in Fig. 2.38d, the 

phase deviation corresponding to the Lcoh = 4000 μm is shown in Fig. 2.38f. In the first case 

(Lcoh = 2000 μm) the phase deviation varies in range (-0.15, 0.2) rad, in the second case 

(Lcoh = 4000 μm) the phase deviation varies in range (-0.5, 0.9) rad. If the Si-thickness is 

changed within the range of 2 μm, these ranges are changed, but the difference between the 

maximum and minimum of the range is preserved. From this we conclude, that the maximal 

possible phase deviation for the structure in Fig. 2.38a can be 0.2 - (-0.15) = 0.35 rad for 

Lcoh = 2000 μm and 0.9 - (-0.5) = 1.4 rad for Lcoh = 4000 μm. 

 

(a) (c) (e)

(b) (d)

E0 E1 E2 E3

r1

r2
LSi, n2, ΔϕSi

Air

Metal

E4

(f)

0 rad 4π rad -0.15 rad 0.2 rad -0.5 rad 0.9 rad  
 

Fig. 2.38.  Multiple reflection simulation (2nL ≈ Lcoh). (a) The simulated structure Air-Si-Metal and reflected laser 

beams E1, E2, E3 and E4. Thickness of Si layer LSi = 300 μm, refractive index n2 = 3.42. Reflectivity of the metal layer 

is r2 = 1. (b) The simulated Gauss phase shift. (c) Simulated interferogram for the coherence length 2000 μm. (d) 

Difference of the simulated phase shift in (b) and the phase shift extracted from (c). (e) Simulated interferogram for 

the coherence length 4000 μm. (f) Difference of the simulated phase shift in (b) and the phase shift extracted from (e). 
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 If instead of the metal layer the SiO2 layer is simulated (r2 = 1 in Fig. 2.38a changes to 

r2 = 0.4016), the phase deviation is higher. For the Lcoh = 2000 μm the maximal phase deviation 

can be 0.53 rad and for the Lcoh = 4000 μm the maximal phase deviation can be 3.1 rad. 

 With thinning of the Si substrate the effect of the multiple reflections increases. For 

example, if the Si thickness is 200 μm, the phase deviation for Lcoh = 2000 μm increases to 1 rad 

(Air-Si-Metal) or 1.7 rad (Air-Si-SiO2) and the phase deviation for Lcoh = 4000 μm increases to 

1.8 rad (Air-Si-Metal) or even unlimited (Air-Si-SiO2).  

 The results from above are summarised in Table 2.5, where also data for the Si substrate 

thickness 400 μm are shown.  

 
Table 2.5.  Phase deviation induced by the multiple reflections. 

  Lcoh = 2000 μm Lcoh = 4000 μm 

Air-Si-Metal 0.07 rad 0.95 rad 
LSi = 400 μm 

Air-Si-SiO2 0.11 rad 1.9 rad 

Air-Si-Metal 0.35 rad 1.4 rad 
LSi = 300 μm 

Air-Si-SiO2 0.53 rad 3.1 rad 

Air-Si-Metal 1 rad 1.8 rad 
LSi = 200 μm 

Air-Si-SiO2 1.7 rad unlimited 

 

 

 In our setup we use the lasers with coherence length Lcoh ≅ 2000 μm (see Table 2.2) and 

the most of the samples have the substrate thickness LSi = 300-400 μm. From this we conclude 

according to the Table 2.5, that the deviation of the measured phase shift from the real phase 

shift is less than 0.53 rad. Since deviation by 0.53 rad is the limited case, in most cases the 

deviation is smaller. The thicker the substrate, the smaller is the deviation.  

 

2nL << Lcoh 

In the case of reflections within the SiO2 layer, the analytical solution for the interference 

of the multiply reflected beams with the reference beam ER can be calculated. Let consider a 

layer structure shown in Fig. 2.39a and a heat Δϕ located inside the Si layer only (this is the most 

frequent case). The reflections within the Si layer are not considered (they were discussed in the 

previous part). Because of condition 2nL << Lcoh, the degree of coherence is equal to one for all 

beams. The interferogram is given by the following equation: 
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Here ϕR is the phase of the reference beam. This equation shows that due to the multiple 

reflections within the SiO2 layer the fringe amplitude and fringe phase is modulated. However 

the modulation is identical in the reference and in the stressed interferogram and therefore the 

measurement of the phase shift 2Δϕ is not influenced by this effect. 

Examples of the interlayer reflections are shown in Figs. 2.39b-e. Fig. 2.39b shows a 

parasitic fringe pattern highlighted by the oval around the bonding pads. It is caused by the 

interference of the beams reflected within the passivation layer with varying thickness, see 

Fig. 2.39c. Figs. 2.39d, e illustrate another case of the interlayer interference. Here the DUT is 

illuminated by a convergent beam. The interference between the laser beam reflected from the 

metal and Si-SiO2 interface causes the parasitic fringe pattern highlighted by the oval in 

Fig. 2.39d.  

 

Antireflection coating 

The antireflection coating of the Si backside prevents multiple reflections of the beam 

within the Si substrate (see Fig. 2.38). The coating decreases the intensities of the multiply 

reflected beams in Si. The less optical power is distributed into the undesirable beams E1, E3, E4 

etc., the more power has the probe beam E2 (see Fig. 2.38a) and the higher is the accuracy of the 

phase measurement. Fig. 2.40 compares the interferograms with and without antireflection 

coating, showing that in the case of sample with the antireflection coating the S/N ratio increases 
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from 8 to 13. Correspondingly the standard deviation of the noise in the extracted phase 

decreases from 0.13 rad to 0.07 rad on the metal. 
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Metal
SiO2
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SiO2

Si
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SiO2
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Metal, passivation, …

 
Fig. 2.39.  Multiple reflection (2nL << Lcoh). (a) Multiple reflections within the SiO2 layer. (b, c) Metal pad viewed 

by a parallel beam and the corresponding schematic drawing. (d, e) Metal pad viewed by a convergent beam and 

the corresponding schematic drawing.  

 

 

 

       
(a)       (b) 

Fig. 2.40.  Interferogram of a sample (a) without and (b) with antireflection coating. The S/N on the metal in the (a) 

case is 8, in the (b) case 13.  
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Conclusion 

 From the results shown above we conclude following for the case of the coherence length 

of the laser used in the 2D TIM setup (Lcoh = 2000 μm): 

• in the case of the Si-thickness LSi ≥ 300 μm, which is the most case of our experiments, the 

phase deviation of the extracted phase, caused by the multiple reflections within the device, 

is comparable with the phase sensitivity δϕ (above the metal and above the SiO2, see 

Table 2.4). The phase deviation can in a limited case reach the maximal value 0.53 rad. The 

thicker the substrate, the smaller is this deviation. 

• in a case when the Si-thickness is LSi ~ 200 μm, the measured phase can differ from the real 

phase by up to 1.7 rad. This is a value comparable with the usual amplitude of the phase shift 

and therefore such thin substrates should be avoided. 

• the multiple interference within the SiO2 layers does not create any phase deviation. 

• to decrease the phase deviation caused by the multiple interference within the Si substrate, a 

light source with lower coherence length has to be used, or the substrate thickness should be 

higher, or an antireflection coating has to be applied on the Si backside.  

 

2.5.4.3 Effect of inhomogeneous laser intensity distribution 

The laser used in the 2D TIM setup is a multimode laser with non-uniform intensity 

distribution across the beam. This causes variation of the fringe amplitude over the 

interferogram. The typical experimental interferogram and its cross section are shown in 

Fig. 2.41. The fringe pattern amplitude (B(x, y) in Eq. 1.11) and offset intensity (A(x, y) in 

Eq. 1.11) varies along the device cross section. The maximum amplitude is at the centre 

(S/N = 5) and the minimal is at the corners (S/N = 1).  

The maximum of the offset intensity variation is located near the centre of the 

interferogram spectrum. This part of the spectrum is filtered out during the phase extraction (see 

Chapter 2.5.2.3) and therefore it has no influence on the phase extraction. The variation of the 

fringe amplitude is equivalent to the variation caused by the varying reflectivity of the DUT. 

This effect has influence on the phase and it was discussed in Chapter 2.5.2.2. 
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Fig. 2.41.  (a) Interferogram and (b) its cross section along the white arrow. The offset intensity variation and 

fringe amplitude variation due to the inhomogeneous laser beam profile are shown. 

 
2.5.4.4 Pulse to pulse instabilities of the laser beam  

The lasers used in the 2D TIM setup exhibit pulse to pulse instabilities of the beam 

intensity and spatial distribution of the phase front. Due to this the reference and the stressed 

interferogram may differ in this distribution. This effect can limit the precision of the phase 

measurement. To demonstrate this effect, the following examples were recorded with the 

Opolette laser, which exhibits much higher pulse-to-pulse instabilities than Vibrant laser. The 

reason is that the Opolette laser operates close to the threshold of the light generation, where the 

generation is less stabile. 

An extreme case of the pulse to pulse instability of the beam intensity is shown in 

Fig. 2.42. The laser light distribution over the field of view changes from pulse to pulse. The 

simulations of this effect show that the extracted phase shift (obtained by the FFT – based 

method) is relatively unaffected by such kind of instability.  
 

(a)            (b)  

Fig. 2.42.  Modulation of the sample interferogram at two pulses due pulse-to-pulse instability of the beam 

intensity (recorded with the Opolette laser). 
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An extreme case of the pulse to pulse instability of the beam phase front is shown in 

Fig. 2.43. Fig. 2.43a shows the interferogram of a metal pad, Figs. 2.43b-d show the phase 

difference between two reference interferograms. Since there is no stress-induced phase shift, the 

source of the phase fluctuations in Fig. 2.43b-d is the instability of the beam wavefront. The 

fluctuation amplitude reaches the value 0.5 rad in these extreme examples. For the Vibrant laser 

the fluctuations are usually below 0.2 rad. The fluctuations are superimposed to the measured 

phase shift, therefore the fluctuations limit the sensitivity of the phase measurement to 0.2 rad in 

the case of the Vibrant laser. 

 

 
 

(a)     (b)  

(c)     (d)  

-0.5 rad 0.5 rad  
 

Fig. 2.43. Pulse to pulse instability of the Opolette laser phase front. (a) Interferogram of a metal pad. (b)-(d) Three 

extreme examples of the phase calculated from two reference interferograms. The phase fluctuates in range (-

0.5, 0.5) rad. 
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2.6 Conclusion – optimal measurement parameters 
 

Based on the previous chapters the following conclusions and optimal parameters for the 

measurements were found: 

 

1. The field of view has to be chosen in such way that the region of the heat-induced phase shift 

is approx. 50 % of the interferogram.  

2. For rectangular devices, the edges of the investigated device should be parallel to the edges 

of the interferogram. 

3. The optical path between the probe and reference beams should be balanced in a way that the 

interference image occurs from the device and not from the substrate backside. 

4. The reference mirror has to be adjusted in order to choose the optimal fringe thickness 

(Eq. 2.5). The thinner the fringes, the simpler is the spectrum filtering, but the smaller is the 

phase sensitivity. 

5. The fringe orientation should be approx. 45° with respect to the edges of the interferogram to 

assure optimal conditions for the spectrum filtering. 

6. The constant fringe amplitude over the whole field of view should be ensured for the best 

result.  

7. The optimal settings of the camera sensitivity and laser pulse energy should be engaged to 

avoid over- and underexposure of the interferogram.  

8. Using of the optimal spectrum filter (Fig. 2.30) for the spectrum filtering minimises the 

undulations and artifact number. 

9. The best way to highlight the difference between stressed and reference interferograms is to 

use the same spectrum filter for their processing and to subtract the corresponding wrapped 

phases. Next step should be the phase pre-processing (see Chapter 2.5.3.1), which removes 

almost all 2π phase steps except a part of the heated area. 

10. For the local unwrapping the pixel queue method or the minimum spanning tree method are 

recommended. 

11. Polishing of the sample backside increases the sensitivity. 

12. For samples with substrate thickness bellow 300 μm the antireflection coating of the device 

backside is necessary, otherwise the phase shift will be strongly influenced by the internal 

interference. 
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2.7 2D power dissipation density  
 

As was already written in Chapter 1.6 the thermally induced phase shift does not reflect 

the instantaneous state of the device. To see where the current flows at certain time instant, the 

2D power dissipation density P2D has to be calculated by Eq. 1.24. In this chapter we show that 

in the 2D TIM setup the P2D can be extracted very time-efficiently in comparison with e.g. 

heterodyne setup. 

The space derivatives Ψ of the phase shift ϕ in Eq. 1.24 can be calculated e.g. using 

Savitzky-Golay algorithm [Sav64, Pre92], which is applied to the phase recorded in the 2D TIM 

setup. Savitzky-Golay algorithm is a method for 1D data smoothing and derivative calculation. 

Distinctive feature of this smoothing is that it can perform satisfactory differentiation of the 

noisy data. 

For the time derivative Σ calculation in Eq. 1.24 a single phase detection is not sufficient. 

The time derivative term can be approximated using the finite difference between two phases 

ϕ(x, y, t) and ϕ(x, y, t-δt) recorded one after the other during the same stress pulse: 

 

t
ttyxtyxcV δ

δϕϕ ),,(),,( −−
≈Σ     (2.12) 

 

For this the 2D TIM setup with possibility to record two interferograms at two time instants 

during a single stress pulse is an optimal tool. The delay δt between the two laser pulses must be 

as small as possible to keep the correctness of this discretisation. On the other hand, in the case 

of an experimentally recorded interferogram the noise is present in the phase and small δt leads 

to a small S/N ratio in P2D, as will be shown later. Therefore an optimal value of δt has to be 

found. 

 In the following part we discuss the role of the time (Σ) and space (Ψ) derivative terms in 

Eq. 1.24 with respect to the thermal diffusion length Lth in Si. The thermal diffusion length Lth(t) 

is the distance in which the heat is spread after time t. The thermal diffusion length Lth in Si is 

given by following relation: 

 

μm3*
100

]ns[)( ttLth = .     (2.13) 
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We distinguish three basic cases:  2Lth < Ldev, 2Lth > Ldev and 2Lth ≈ Ldev, where Ldev is the device 

size. The coefficient 2 originates from the fact that the heat spreads to the left and right side from 

the device too. 

 

2Lth < Ldev 

 To estimate the role of the time and space derivative terms if the size of the device is 

much higher than the thermal diffusion length, a rectangular homogeneous heat source of size 

50x100 μm was simulated. For this device the phase shift corresponding to the dissipating power 

44 mW/μm2 at time 50 ns (ϕ(t=50ns), see Fig. 2.44a) and 80 ns (ϕ(t=80ns)) was simulated using 

the thermal diffusion equation in silicon. The 2Lth(80ns) ~ 6 μm therefore the condition 

2Lth << Ldev is well fulfilled. The P2D extracted by Eq. 1.24 is shown in Fig. 2.44b. Fig. 2.44c 

shows the cross section of the phase and of P2D. P2D copies exactly the shape of the simulated 

heat source. 

In Eq. 1.24 the space derivatives can be calculated either from ϕ(t=50ns) or from 

ϕ(t=80ns). Fig. 2.44c shows the cross section of the time derivative (curve A), space derivative 

calculated from ϕ(t=50ns) (line B) and space derivative calculated from ϕ(t=80ns) (line C). The 

difference between the two space derivatives is very small. Using of these two space derivatives 

in Eq. 1.24 leads to the curves D and E. The average of curves D and E is the actual value of P2D.  
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Fig. 2.44.  (a) Simulated phase shift corresponding to the heat source of size 50x100 μm and dissipated power 

44 mW/μm2 at the end of 80 ns stress pulse, (b) extracted P2D and (c) cross section of the phase shift and P2D. 

 

The experimentally measured phase is shown in Fig. 2.45. The space derivative terms 

(Fig. 2.45d) are much smaller than the time derivative term (Fig. 2.45c) and due to the noise in 

the phase (Fig. 2.45b) the space derivative terms can be neglected. The P2D (Fig. 2.45e) is thus 
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given by the time derivative term. The amplitude of the extracted P2D matches well with the 

theoretical P2D value of 35 mW/μm2, which is calculated from the measured voltage, current and 

the area of the device. The shape of the extracted P2D fits well to the heat source, except the 

edges of the heat source, which are relative noisy. 
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Fig. 2.45.  (a) Backside IR image of a resistor of size 50x100 μm. (b) Measured phase shift, (c) time derivative 

term, (d) space derivative term, (e) P2D and (d) the cross section for the resistor during stress pulse 2.5 A at time 

200 ns (dissipated power 35 mW/μm2) 

 

2Lth > Ldev 

 To estimate the role of the time and space derivative terms if the size of the device is 

much smaller than the thermal diffusion length, a rectangular homogeneous heat source of size 

30x70 μm was simulated. In this case the phase shift corresponding to the dissipating power 

2.8 μW/μm2 at time 20 μs (ϕ(t=20μs), see Fig. 2.46a) and 17 μs (ϕ(t=17μs)) was simulated. The 

2Lth(20μs) ~ 84 μm therefore the condition 2Lth > Ldev is again fulfilled, considering 

Ldev = 30 μm. The P2D extracted by Eq. 1.24 is shown in Fig. 2.46b. Fig. 2.46c shows the cross 

section of the phase and the P2D. The shape and size of the heat source can not be recognised 

from the phase shift, since the heat spreads significantly in such long time scale. However the 

P2D reproduces nicely the rectangular heat source, see Fig. 2.46b. 

Fig. 2.46c shows the cross section of the time derivative (curve A), space derivative 

calculated from ϕ(t=20μs) (line B) and space derivative calculated from ϕ(t=17μs) (line C). The 

difference between the two space derivatives is again very small as well as the difference 
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between the corresponding curves D and E, calculated by Eq. 1.24. The average of D and E is 

the actual value of P2D.  
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Fig. 2.46.  (a) Simulated phase shift corresponding to the heat source of size 30x70 μm and dissipated power 

2.8 μW/μm2 at the end of 20 μs stress pulse, (b) extracted P2D and (c) cross section of the phase shift and P2D. 

 

The experimentally measured phase is shown in Fig. 2.47. In this case the space 

derivative terms (Fig. 2.47d) are much higher than the time derivative term (Fig. 2.47c). The 

time derivative term can be neglected due to the noise in the phase (Fig. 2.47b). The P2D 

(Fig. 2.47e) is thus given only by the space derivative terms.  

The extracted P2D is more than two times higher than the expected value 2.3 mW/μm2 

(calculated from the measured voltage, current and the area of the device). This is a consequence 

of the temperature dependence of the thermal conductivity κ in the space derivative terms in 

Eq. 1.24, which has not been considered (κ = 50-150 WK-1m-1 for temperature range 600-

300 K). In the P2D extraction process the value for κ = 150 WK-1m-1 was used and therefore the 

extracted P2D is higher than the real value. 
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Fig. 2.47.  (a) Backside IR image of a resistor of size 30x70 μm. (b) Measured phase shift, (c) time derivative term, 

(d) space derivative term, (e) P2D and (d) the cross section for the resistor during stress pulse 0.35 A at time 200 μs 

(dissipated power 2.3 mW/μm2).  

 

2Lth ≈ Ldev 

 In previous two parts it was shown, that for 2Lth < Ldev the space derivative terms Ψ in 

Eq. 1.24 are much smaller than the time derivative term Σ and can be neglected due to the noise. 

For 2Lth > Ldev it is vice versa and the time derivative term Σ can be neglected. These are two 

extreme cases. In the case 2Lth ≈ Ldev all derivative terms are comparable and to extract the P2D 

all terms have to be calculated. 

 

The experimentally obtained sensitivity of the P2D measurement is summarised in 

Table 2.6. 

 
Table 2.6.  P2D measurements sensitivity. 

Stress pulse length (μs) P2D sensitivity estimation (mW/μm2) 

0.2 - 2  20  

2 - 20 4 

20 - 200 2 
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2.7.1 Optimal delay δt 
 

 There is no exact criterion for choosing an optimal delay between the two time instants δt 

in Eq. 2.12. On one hand the delay has to be as short as possible to keep the approximation of 

Eq. 2.12. On the other hand it cannot be too short since the noise in P2D would be higher than the 

signal. The optimal value of δt depends on the dissipated power, time scale, noise and speed of 

current filament.  

In Fig. 2.48 the P2D in an ESD protection device at time 200 ns for different delay δt is 

calculated. For δt = 10 ns a current filament is recognised but its size and amplitude is not 

possible to measure due to the noise. The optimal delay has been found to be δt = 30 ns in this 

case, since the filament size and amplitude are clearly recognised. If a longer delay was used, the 

calculated filament size would be larger than the real size.  

 

(c)(b)(a)
 

Fig. 2.48. P2D in ESD protection device calculated for different delays δt between the two laser beams: (a) 10 ns 

delay, (b) 20 ns delay and (c) 30 ns delay. All three images are shown in the same scale (-30, 30) mW/μm2. 

 

 

2.8 Examples 
 

2.8.1 Example 1 – Phase calibration 
 

To compare the phase measurement precision of the 2D TIM setup with the heterodyne 

scanning setup, a diode structure was investigated both setups under the same conditions, see 

Fig. 2.49a. The device was stressed with current pulses of amplitude 0.75 A and duration 100 ns. 

The interferogram of the device, the phase shift at the end of the stress pulse and the comparison 

of the results from 2D TIM setup and heterodyne setup are in Fig. 2.49. The phase shift from the 

2D TIM setup is noisier and with undulations, but quantitatively the results match very well. The 

undulations were discussed in Chapter 2.5.2.  
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Fig. 2.49.  Calibration of the 2D TIM setup. (a) Backside IR image of the diode device, the anode size is 

30x100 μm. (b) Interferogram of the device before the stress pulse, (c) extracted temperature induced phase shift, 

(d) vertical cross section of the phase shift along the device width (thin line) in comparison with the phase shift 

measured in the heterodyne scanning setup (thick line). 

 

2.8.2 Example 2 – Moving current filament 
 

 A coupled npn/pnp ESD protection device was investigated in the 2D TIM setup with the 

goal to detect the current filament movement [Dub04b]. The device backside IR image is in 

Fig. 2.50a. It is a combination of vertical npn and lateral pnp transistor, see cross section in 

Fig. 2.50f. Device deep buried layer serves as a collector of npn transistors. The buried layer is 

connected by an n-sinker to the silicon surface. In the breakdown a voltage drop in the p-body is 

created due to the internal p-body resistance and the vertical transistor is triggered into the snap 

back. The lateral pnp transistor opens at currents higher then used in this experiment.  

 The measured phase shifts and the corresponding P2D at four time instants are shown in 

Fig. 2.50. In order to calculate the P2D the second laser beam was placed 30 ns after the first one. 
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Due to the negative differential resistance [Esm00] of the device in snap back, a current filament 

(represented by a spatially localised P2D) is formed in the middle of the device at the pulse 

beginning, see Fig. 2.50g. Due to the negative temperature dependence of the impact ionisation 

rates, the current filament starts to move into a cooler region along the device width [Den04, 

Pog05]. The direction of the movement to the left or to the right is random from pulse to pulse. 

In case shown in Fig. 2.50 it moves to the left corner. When the filament reaches the corner of 

the device, it is “reflected” back (Fig. 2.50i) and moves again to the middle and toward the 

opposite corner of the device (Fig. 2.50j). The current filament amplitude is about 30 mW/μm2, 

which is consistent with the results obtained previously using the time-consuming scanning 

method [Dub04b, Pog05]. 
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Fig. 2.50.  (a) Backside IR image of the ESD PD and (f) device cross section. The anode area is approximately 

40x130 μm. (b)-(e) Phase shift distribution ϕ(x,y,t) in the ESD PD at four time instants during current pulses of 0.25 A, 

600 ns duration. The heating causes a positive phase shift, which is displayed by light colour. (g)-(j) show the P2D, 

representing the current filament position. The dashed arrow and the small white arrows denote the movement direction. 
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2.8.3 Example 3 – Unrepeatable device triggering in power DMOS 
 

 The P2D in a self-protecting vertical DMOS transistor with 440 cells was measured in 

order to understand the current flow distribution in snap-back [Dub04b]. The backside IR image 

of the DMOS device is shown in Fig. 2.51a and its cross section in Fig. 2.51b. Figs. 2.51c and 

2.51d show a sequence of images for two different single pulses at two time instants. At snap 

back, when the parasitic bipolar transistor of the DMOS turns on, a few cells take over the 

current and localised current filaments are formed [Den03, Den04]. The position and number of 

the filaments vary randomly and non-repeatedly from pulse to pulse, as seen by comparing Fig. 

2.51c and 2.51d. Shortly after the pulse beginning (see images at t = 60 ns), the filaments are 

formed along the source field termination [Den04]. Five and three filaments are active in the 

case of Fig. 2.51c and 2.51d, respectively. With time, the filaments penetrate into cooler regions 

either along the termination or inside the device (see Figs. 2.51c,d at t = 120 ns and 200 ns, 

respectively). In the example Fig. 2.51c, one of the filaments (marked by circle “A”) splits into 

two branches, whereas another filament (marked by circle “B”) neither moves with time, nor the 

temperature in it increases. This means that the current in it is negligible at later times. 

In order to extract the P2D in the DMOS device, the two imaging laser beams were placed at 

time instants 120 ns and 150 ns, see the corresponding phase shifts in Fig. 2.52 on the left side. 

The P2D calculated corresponding to t = 150 ns is shown on the right in Fig. 2.52. At this instant, 

DMOS cells inside of the source field are active (i.e. carry current). Some particularities can be 

observed. The filament marked by circle ‘A’ is probably a single filament, which later splits into 

two filaments. The filament ‘B’ as well as the filaments in ‘A’ are localised in few DMOS cells. 

In some case we also observe that the filament extends or splits in a relatively large area as for 

example the filament in circle ‘C’. 
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Fig. 2.51.  Moving filaments in the vertical DMOS structure during a 3 A, 200 ns stress pulse. (a) Backside IR 

image of the DMOS, (b) cross section of two DMOS cells with marked DMOS transistor and parasitic vertical 

bipolar transistor. Two examples of triggering behaviour are shown: (c) five filaments at 60 ns and 120 ns after the 

pulse beginning, (d) three filaments at 60 ns and 200 ns after the pulse beginning. 
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Fig. 2.52.  Phase shift distribution in the vertical DMOS at 120 ns and 150 ns during a 3 A, 200 ns stress pulse (left 

side) and P2D calculated from this two phase shifts (right side). The current filaments are highlighted by circles. 

 

The advantage of the P2D measurement compared to the one-time-instant 2D TIM method or 

a heterodyne setup is that it allows investigation of unrepeatable effects. Here one clearly finds 

(i) whether a specific filament stays active or not during the stress, (ii) where the active filament 

moves and (iii) what is the approximate extension of the current filament.  



2   2D setup  97 

2.8.4 Example 4 – Destructive phenomena measurement 
 

The main reason of the failure in power and ESD protection devices is the thermal 

destruction due to the second breakdown [Dwy90, Ame93]. The 2D simulation cannot accurately 

predict the failure level and pathways due to inaccurate physical models at high temperatures and 

3D effects. The current filaments are possible to measure in the 2D TIM setup. Here an example 

of the destructive process is analysed in the vertical DMOS structure, which was introduced in 

the previous example. 

The DMOS structure was stressed with a series of constant current pulses and after each 

series the stress current was increased. After applying of six stress pulses to the device with the 

stress amplitude 3 A the damage occurred. In Fig. 2.53a the voltage and current waveforms of 

the destructive pulse are shown. The voltage on the device drops at time approx. 160 ns from the 

pulse beginning (arrow A), when the device goes to second breakdown. First laser pulse 

illuminated the device before the second breakdown (at 60 ns), second laser beam during the 

second breakdown (210 ns). Corresponding phase shifts are shown in Fig. 2.53b,c, respectively. 

In Fig. 2.53c the destructive current filament is marked in a circle. The temperature (phase shift) 

in this point increases enormously, since all the current flows in a single localised area. The 

filament formation results in a permanent damage with the same size as the filament. The 

damage can be seen as a dark spot in the device backside IR image in Fig. 2.53d. Every next 

stress pulse drives the DMOS into second breakdown represented by a current filament at the 

same place. Similar effect but in different structure were published in [Pog03b]. 
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Fig. 2.53.  Destructive stress pulse (3 A, 250 ns). (a) Current and voltage waveform of the stress pulse and the two 

laser-beams positions. (b) Phase shift at time 60 ns and (c) at 210 ns, (d) the backside IR image with marked 

position of the damage. 

 

 

2.9 Thermal imaging using absorption measurements 
 

Another option for the nanosecond imaging of temperature and free carrier concentration 

changes in the DUT under the electrical stress pulse is the measurement of the light absorption in 

the semiconductor bulk in the 2D TIM setup [Pog03a]. For this the reference branch of the setup 

(see Fig. 2.1a) is blocked and only the probe beam creates an image on the camera. Thus any 

interference is avoided. 

As was already described in Chapter 1.4.2, the absorption coefficient locally increases 

with increasing temperature or free carrier concentration in the silicon substrate. The intensity of 

the reflected light therefore decreases. During the experiment a reference image Ir(x, y) is 

recorded before the stress pulse is applied to the device and a stressed image Is(x, y) is recorded 

during the stress pulse, as well as in the interferometric measurement. Using the Eq. 1.6, the 

normalised intensity change of the reflected light beam ΔI / Ir at a lateral position (x, y) can be 

expressed as follows: 
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where Δα = αs - αr is the change in the absorption coefficient introduced by the electrical stress 

pulse. αr and αs are the absorption coefficients before the stress pulse and during the stress pulse 

at certain time instant, respectively. The integration in Eq. 2.14 is taken along the laser beam 

path, where L is the substrate thickness. The coefficient χ is equal to 1 for a laser source without 

pulse-to-pulse instability. For the laser source with pulse instability, like the lasers used in the 2D 

TIM setup, coefficient χ is not a constant and it is a function of lateral position (x, y). 

 Since the absorption depends on the light wavelength and the temperature, correct 

selection of the wavelength is important, see Fig. 1.3b. If the ambient temperature during the 

experiment is around 300 K, the highest change of the absorption takes place for wavelengths 

around 1264 nm according to the Fig. 1.3b. Using of a light source with wavelength around 

1264 nm therefore leads to the best measurement sensitivity. For higher or smaller wavelengths 

the change of the absorption with temperature is less relevant (gradient of the curve is smaller) 

and the measurement sensitivity decreases. Additionally, for smaller wavelength (around 

1164 nm) the absorption of light in silicon at ambient temperature is high and the quality of the 

images therefore decreases resulting into even smaller sensitivity.  

 From Fig. 1.3b it can be seen that the absorption coefficient does not change linearly with 

the temperature. If e.g. the wavelength 1264 nm is used, the absorption increases rapidly during 

first 100 K and then it increases just slowly with increasing temperature. This is different from 

the interferometric method, which shows a monotonic increase of the measured phase shift with 

temperature. Consequently the dynamic range of the absorption imaging method has an upper 

limit, in comparison with the interferometric method. 

 

2.9.1 Example – Spreading current filament 
 

The absorption measurement technique is used here to study the current flow 

distributions in a npn bipolar transistor with short circuited base/emitter region and a buried 

collector [Pog02b]. Figs. 2.54a and 2.54b show typical single-shot images of the sample before 

(Ir) and during (Is) the stress pulse, respectively. The reflectivity image in Fig. 2.54b was 
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recorded at time 50 ns after the pulse beginning. A dark region due to temperature-induced 

increase of absorption can be observed in half of the device (see the parentheses). This indicates 

an inhomogeneous current flow in the device shortly after the beginning of the stress pulse.  

 In order to highlight the temperature-induced absorption, the intensity change ΔI = Ir - Is 

is plotted. Figs. 2.54c and 2.54d show ΔI of the device at time 50 ns and at time 150 ns after the 

pulse beginning, respectively. Compared to the image at 50ns, at 150ns the absorptive region 

spreads over the whole device width. This demonstrates that the heated region (current filament) 

spreads out with time during the stress pulse. 

 

(a) (b) (c) (d)  
Fig. 2.54.  Absorption in ESD protection device. Dashed rectangle indicates the anode area. (a) Reference image of 

device (before the stress pulse was applied), (b) image of device at time 50 ns after the beginning of 3 A stress 

pulse. The parentheses indicate the position of the hot region. (c) Subtraction ΔI of images (a) and (b). Light colour 

indicates region of absorption. (d) Subtraction of reference image (a) and image recorded at time 150 ns. 

 

 

2.10 Setup further development 
 

 There are several further improvements of the 2D TIM setup which are possible in the 

future, but limited by the state-of the art technology. The most relevant is the replacement of the 

expensive high power OPO laser by a cheaper and more compact laser source. The best 

candidates are pulsed semiconductor lasers and fiber lasers. Another improvement is the use of 

InGaAs IR focal plane array camera with high sensitivity in near IR region. 

At the present time two high power lasers are used for creating images. If a much simpler 

pulsed laser diode could be used for the imaging, the system would be more compact, simplified, 

the maintenance would be simpler and the pulse to pulse instability would be avoided. There 

would be no need for the exchange of the water deionising filter and laser system realignment. 
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As well the setup cost would be reduced. However, the state-of-the-art power semiconductor 

pulsed laser diodes exhibit several order of magnitude lower power compared the presently used 

Q-switch lasers. Therefore a more sensitive camera detector would be needed. Focal plane array 

(FPA) camera based on InGaAs in combination with a high power pulsed laser diode represents 

one possible alternative. It was experimentally confirmed that the sensitivity of the FPA camera 

is 2-3 orders of magnitude higher than that of the presently used vidicon camera. The estimation 

based on our tests shows that the peak power of a semiconductor laser diode should be at least 

20-50 W (100-250 nJ for 5 ns pulse width, see Fig. 2.55) in order to obtain images with a 

sufficient signal to noise ratio in FPA camera. However, the power of a best available single 

element pulse laser diode (Perkin&Elmers) is not yet sufficient (e.g. max 4 W) for imaging with 

5 nanosecond time resolution. There exist laser diode modules with power as high as several tens 

of Watts but such systems are composed of several parallel laser diodes. The disadvantage of a 

parallel diode combination is the lost of the space coherence of the laser source (only the light 

emitted by a single element is coherent). This is necessary to achieve the interference contrast. It 

is expected that in few years such a single emitter diode with enough power will be available on 

the market.  

 

(a)  (b)  

Fig. 2.55.  Interferograms recorded in FPA camera using different laser sources: (a) pulsed laser diode (wavelength 

1300 nm, peak power on the camera chip 0.22 mW, pulse duration 10 μs), (b) Opolette laser (wavelength 1300 nm, 

peak power on the camera chip 3.6 W, pulse duration 5 ns). The laser beam is approx. 5 times attenuated by the 

setup.  

 

The imaging using a presently available semiconductor laser diode and a FPA camera 

would be possible with time resolution 50-100 ns or longer. Such a resolution is not suitable for 

the analysis of ESD phenomena occurring in the 100 ns time scale. The time resolution is 
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however suitable for imaging of devices subjected to long pulses (µs to ms range), such as power 

DMOS in short-circuit operation. 

Another option is to use a high power pulsed fiber source e.g. produced by OZ Optics. 

This fiber laser provides a single mode beam with peak power up to 20 kW at wavelength 

1550 nm and has a short coherence length 0.6 mm. The only disadvantage of this laser is that it is 

a high repetition rate (operates in kHz-rates) and an addition shutter would be necessary to install 

into the setup. 

Next suitable laser source is a diode pumped solid state (DPSS) laser, where a laser 

crystal is pumped by light of an LED array. Such a system is more compact as the used OPO 

system. At the present, the disadvantage of the available DPSS lasers is either a long laser pulse 

length or a passive Q-switch.  

By selecting of the correct laser source a short coherence length (< 2 mm in the air) and 

single spatial mode operation should be assured. 
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3 Dual-beam interferometer 
 

3.1 Introduction 
 

For investigation of semiconductor devices in the CDM time domain a setup with sub-

nanosecond time resolution is needed. The time resolution of the 2D TIM setup is limited by 

duration of the laser pulse to 5 ns (see Chapter 2.3.4). The time resolution of the heterodyne 

setup is limited by the detector bandwidth to few nanoseconds [Lit03]. This is a trade-off 

between the bandwidth and S/N ratio. The differential interferometers [Fur99, Dil97, Dil99] 

provide information only on the difference phase signal, therefore some important device 

behaviour may be hidden or interpretation of the measurement is not straightforward. Therefore 

a dual-beam Michelson interferometer (MI) has been developed with the time resolution of 

0.4 ns. In this setup the absolute phase shift caused by the refractive index changes at two 

different positions is simultaneously measured. This allows sub-nanosecond investigation of 

device behaviour (e.g. trigger instabilities, trigger delays) during a single stress pulse, which is 

not possible by a single beam setup. 

 

 

3.2 Setup description 
 

In this chapter the dual-beam interferometer is introduced, the setup parameters are shown 

and timing of the setup is described. This setup is an extension of single-beam setup also 

developed within this work. 

 

3.2.1 Optical layout 
 

The dual-beam interferometer consists of two independent MIs combined into one setup. 

The setup schematic is depicted in Fig. 3.1a, the setup photograph is in Fig. 3.2. Two laser 

diodes of wavelength 1.3 µm with distributed feedback (DFB) are used here. Due to the DFB the 

coherence length of the diodes is several hundreds of millimeters. In order to reduce the optical 
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losses when combining these two probe beams, the beams have an orthogonal polarisation and 

are combined using a polarizing cube beam splitter PBS (see Fig. 3.1a). The orthogonal 

polarisation is achieved by using of a λ/2 wave plate in combination with cube polarizer (see 

Attenuator in Fig. 3.1a). The two beams are focused by the microscope objective on the DUT 

(see also Fig. 3.1b), which is mounted on x-y-z and rotational stage. Each reference branch is 

piezo-controlled for the adjustment of the working point. One of the beams has a fixed position, 

while the position of the second beam can be adjusted by mirror 3. The position of the beam 

spots on the device can be visualised using an infrared vidicon camera and the broadband light 

source. The interference signals related to two interferometers are detected by two InGaAs 

detectors (New Focus 1611-AC). The detectors, current and voltage waveforms are sampled with 

a 4 GHz digital oscilloscope (Tektronix TDS 7404). 
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Fig. 3.1.  (a) Simplified schematic of the dual-beam Michelson interferometer setup: BS- beamsplitter, PBS- 

polarisation beamsplitter, MO- microscope objective, DUT- device under test. (b) Focusing of the two laser beams. 
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Fig. 3.2.  Picture of the dual-beam interferometer. 

 

 

3.2.2 Setup parameters 
 

The beam spot diameter is determined by the objective magnification, see Table 3.1. For 

the objective with 50x magnification the beam spot size in the DUT is approx. 2.3 µm. This spot 

size determines the spatial resolution of the setup. In Table 3.1 also other parameters are shown 

like the field of view and maximal beam separation, which is described in Fig. 3.1b. 

 
Table 3.1.  Dual-beam interferometer parameters. 

Objective Mitutoyo 10x Mitutoyo 20x Mitutoyo 50x 

Field of view (µm) 1050 x 810 520 x 390 210 x 160 

Pixel size (µm) 1.4 0.6806 0.2786 

Beam spot diameter 

FWHM (µm) 
14 6.1 2.3 

Maximal beam 

separation* (µm) 
230 110 34 
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The time resolution of the setup is limited by the rise time of the detectors to 0.4 ns 

(detectors bandwidth is 1 GHz). The detector with this bandwidth was chosen as a trade-off 

between the acceptable S/N ratio and the speed.  

The phase sensitivity is better than 0.1 rad for the single pulse measurement, depending on 

the reflectivity of the device (see Table 2.3). For devices without pulse to pulse instability in 

current flow the signal can be averaged during several pulses to improve the S/N ratio.  

 

3.2.3 Electrical device testing 
 

For characterisation of the device behaviour under the ESD the repetitive pulsing is 

necessary. The repetitive pulsing is achieved by pulsers based on transmission line pulse (TLP) 

technique [Mal85, Gier99]. Two TLP generators are used in this work: the TLP system for 

emulation of the HBM ESD and the very fast TLP (vf-TLP) system for emulation of the CDM 

ESD. 

 

3.2.3.1 TLP technique 

The TLP technique is applied to generate the current pulses of length 100-150 ns for 

investigation in the HBM time domain. Its scheme is shown in Fig. 3.3. A coaxial cable 

(transmission line – TL) is charged to a high voltage (HV) Vcharge and then discharged by closing 

a reed relay (SW). By this a rectangular voltage pulse is generated, which length 

τTLP = 2LTLP/vcoax depends on the length LTLP of the cable (TL) and speed of the electromagnetic 

wave in the cable vcoax. To create a current pulse a 1 kΩ resistor is put in series with the DUT, 

which impedance is usually much smaller. A 50 Ω resistor placed parallel to this system to avoid 

the back-reflections. A current probe (CP) and voltage probe (VP) measures the current through 

the DUT and the voltage on the DUT, respectively. The current IDUT through the device is 

following: 

 

Ω
=

k12
1 argech

DUT

V
I .     (3.1) 

 



3   Dual-beam interferometer  107 
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Fig. 3.3.  The diagram of the (a) TLP and (b) very fast TLP pulser. Bellow each diagram a typical pulse waveform 

and time intervals are illustrated. 

 

The presented TLP pulser is not usable in 2D TIM setup, since the reed relay SW has a 

jitter in the range of 0.1-1 microsecond that disables the synchronisation between the electrical 

and optical pulse. 

 

3.2.3.2 vf-TLP technique 

 For investigation in the CDM time domain, the coaxial cable TL1 is discharged through 

the transmission line TL2 directly to the device, see Fig. 3.3b. This method is based on the time 

domain reflectometry (TDR) [Gie99]. The voltage probe VP measures the incident voltage 

waveform (amplitude Vi), coming from the coaxial cable TL1, and the waveform reflected from 

the DUT (amplitude Vr). The line TL2 has to be long enough to avoid overlapping of these two 

waveforms in the oscilloscope. The voltage and current waveforms on the DUT can be then 

calculated [Gie99]: 

 

Ω
−

=

+=

50
ri

DUT

riDUT

VVI

VVV
      (3.2) 

 

The risetime of the pulses is 400 ps. This method is called very-fast TLP (vf-TLP) 

[Gie98] to distinguish from the current source TLP.  
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3.3 Phase measurement and calculation 
 

In this chapter we show how the phase shift is calculated from the detector signal. The 

dual-beam setup is designed for the measurement of small phase signals bellow π. Therefore also 

the phase calculation shown bellow is valid only for such small phase shifts. In the case of phase 

shifts higher than π the one-dimensional unwrapping would be necessary similar to that shown in 

the Chapter 2.5.3. 

The two laser beams are focused in two fixed points (x1, y1) and (x2, y2) on the DUT. The 

signal in these points is a function of time t and the Eq. 1.11 can be written in form: 

 

[ ] [ ])(sin)(cos)( 0 tBAtBAtI ϕϕφ Δ++=+= ,    (3.3) 

 

where ϕ0 is called working point. Before the measurement starts, the working point ϕ0 is 

specified by the phase of the reference beam (i.e. position of the reference mirror). For the 

measurement of small phase shift (< π/2), the working point should be placed in the region of 

maximal sensitivity. This is either in the zero-crossing point of the sinusoid (see Fig. 3.4a), or 

near to the middle (see Fig. 3.4b).  
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Fig. 3.4.  Phase shift measurement. (a) The working point is in the zero-crossing point of the sinusoid, (b) the 

working point is not in the zero-crossing point of sinusoid. In case (b) high sensitivity in longer range of phase Δϕ is 

reached. Since the AC output cut-off frequency is 30 kHz and the stress repetition rate is 1 Hz, the signal in the 

working point is always zero volts. 
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The detector has two separated outputs: DC and AC output (with cut-off frequency 

30 kHz). The heat-induced phase shift Δϕ(t) is measured by the AC output. In the AC output the 

offset A = Bsin(ϕ0) in Eq. 3.3 is filtered out.  Due to this the I(t) is always zero in the working 

point ϕ0 and a constant Bsin(ϕ0) has to be subtracted from I(t) in Eq. 3.3 (see Fig. 3.4b). The 

signal in the AC channel is then: 

 

[ ] [ ]00 sin)(sin)( ϕϕϕ BtBtI −Δ+= .     (3.4) 

  

The phase shift is then calculated from the measured signal I(t) by following equation: 

 

0
0 )sin()(arcsin)( ϕϕϕ −⎟

⎠
⎞

⎜
⎝
⎛ +

=Δ
B

BtIt .    (3.5) 

 

If the working point ϕ0 = 0 rad, the Eq. 3.5 simplifies to Δϕ = arcsin[I(t)/B]. If the term in the 

parenthesis reaches value ±1 (signal I(t) reaches a local extreme of the sinusoid), the resulting 

phase is modulo π. For small phase shift the unwrapping is not needed. 

 

Determination of constant B 

The AC and DC outputs of the detector have a different amplification. The ratio of the AC 

and DC output amplification was experimentally found to be around 0.1 (exact value depends on 

the particular detector). The constant BDC for the DC output in a particular point (x, y) can be 

measured e.g. by introducing the mechanical vibrations to the reference mirror. The 

corresponding constant B for the AC output is then calculated from the amplification ratio 

B = 0.1*BDC. 

 

3.3.1 Signal timing  
 

In the nanosecond time scale the speed of the electrical signal in the cables and the speed 

of the light in the air is important to take into account. The signals recorded by the oscilloscope 

have to be correctly shifted in time by the delays caused by the cables and by the distances of the 

instruments. 
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The timing diagram of the dual-beam interferometer for the case of TLP and vf-TLP 

stressing is shown in Fig. 3.5. From the delays A, B, C, and D the correct delay of the voltage 

(current) waveform and the phase waveform is calculated. In the case of TLP the current probe is 

used to measure the current through the DUT, in the case of vf-TLP the voltage on the DUT is 

calculated from the difference of the incident waveform and the waveform reflected from the 

DUT.  
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Fig. 3.5.  Timing diagram of the dual-beam interferometer for (a) TLP and (b) vf-TLP stressing. Bold lines indicate 

the signal on the oscilloscope, dashed lines and grey rectangles the signal on the DUT. 

 

The cables used in the setup are coaxial 50 Ω matched cables. An electrical signal passes 

one meter of the cable in time 4.8-5.1 ns (depending on the cable propagation coefficient), the 

light passes one meter of the air in time 3.3 ns. Therefore to keep the setup precision at 0.4 ns, 

the electrical path has to be measured with precision better than 8 cm and the optical path with 

precision better than 12 cm. 

 

 

3.4 Error sources 
 

In the following part the influence of the vibrations, optical feedback and electromagnetic 

pick-ups on the measurement is analysed. 
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3.4.1 Vibrations 
 

The Michelson interferometer is generally very sensitive to any mechanical vibrations of 

the setup components. This limits the sensitivity of the phase measurement. In the measurement 

of phase changes in the nanosecond time range the mechanical vibrations can be neglected, since 

they are much slower. They have influence on the balancing of the working point only. 

Therefore in the case of repetitive measurement where the waveforms are averaged, the 

vibrations have to be minimised or compensated by a feedback to the reference mirror. In our 

setup the reference mirror is moved with piezo crystal to balance the working point. The correct 

voltage on the crystal is set according to the signal from the DC detector channel. 

 

3.4.2 Optical feedback 
 

Part of the laser light is reflected from the optical components and returned back to the 

laser diode. This is called optical feedback. The feedback can cause amplitude fluctuation, 

frequency shift, modulation bandwidth limitation, noise and even a damage. With a simple 

experimental setup shown in Fig. 3.6a the relevance of the feedback was estimated. In Fig. 3.6c a 

special case of the signal from the DC and AC detector output is shown, where the feedback is 

unstable in time. The diode is switching between two operational modes. The standard deviation 

of noise in the AC channel is either 2.7 mV or 14 mV. Simultaneously the changes in the power 

of the laser beam are detected in the DC channel.  

The noise is transmitted to the phase according to Eq. 2.3. The noise standard deviation 

may reach values up to 45 mV in some cases. If in such case the interference signal amplitude is 

50 mV, then the phase error is around 0.7 rad (calculated by Eq. 2.3). 

To remove the optical feedback a Faraday isolator is placed behind the laser diode, see 

Fig. 3.6b. The isolator transmits the light in one direction and prevents the reflected or scattered 

light to return back to the laser. The isolation is 46 dB (produced by Döhrer Elektrooptik) and it 

significantly reduces the noises on the AC output allowing thus single pulse measurement with 

precision better than 0.1 rad. 
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Fig. 3.6.  (a, b) Experimental setups for the optical feedback measurement, (c) example of the feedback induced 

noise. 

 

 

3.4.3 Electromagnetic pick-ups 
 

The pulser, connectors, bonding wires and sample itself emit the electromagnetic 

radiation. Since the stress pulses in the setup have amplitude up to 10 A, this radiation is 

received by the laser diode and its power source and disturbs the laser generation. Consequently 

wide spectral range electromagnetic pick-ups appear in the phase signal during and after the 

electrical pulse, see Fig. 3.7. The amplitude of the pick-ups depends on the current amplitude, 

setup and cable geometry, cable lengths and DUT too. The pick-ups limit strongly the phase 

sensitivity and time resolution. The same pick-ups are reproduced from pulse to pulse and 

therefore can not be reduced by averaging. Spectral filtering of the pick-ups would decrease the 

time resolution of the setup. 

To decrease the pick-ups the metallic shielding boxes for the DUT and for the laser diodes 

are used, see Fig. 3.8. The laser diodes are supplied from the batteries and placed in a metallic 

box isolated from the optical table. The alternating electromagnetic field induces an alternating 

current in the metal, which exponentially decreases with the depth. The penetration depth δ is 

given by relation [Mei92]: 

][64][ MHzfm ημδ =     (3.6) 
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(b) 

Fig. 3.7.  Examples of the electromagnetic pick-ups in the phase for 10 ns and 100 ns current pulse. In case (a) the 

black line shows the signal with suppressed pick-ups, recorded in the shielded setup. 

 

where η is a material factor and f is the electrical field frequency. δ characterises the depth where 

the alternating current density decreases to 1/e. Some examples of δ for various materials and 

field frequencies are given in Table 3.2. For shielding of the DUT the Cu box of wall thickness 

1 mm is used, for shielding of the laser diodes the Al box of wall thickness 2.5 mm is used. The 

effect of shielding is shown in Fig. 3.7a, where the black line shows the signal with suppressed 

pick-ups. 
 

Lasers

DUT

(a)

(b) (c)  
Fig. 3.8.  Shielding against the pick-ups. (a) Laser and the battery power supply are electrically isolated from all 

other instruments, (b) covered box for laser shielding, (c) shielding of the DUT. 
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Table 3.2.  The penetration depth of an alternating current. 

Material η δ @ 10 GHz δ @ 1 GHz δ @ 100 MHz δ @ 10 MHz 

Steel 6.7 4.3 μm 14 μm 43 μm 140 μm 

Al 1.35 0.86 μm 2.7 μm 8.6 μm 27 μm 

Cu 1.03 0.66 μm 2.1 μm 6.6 μm 21 μm 

 

 

 

3.5 Examples 

3.5.1 Example 1 – Phase calibration 
 

To compare the phase measurement precision of the dual-beam interferometer with the 

heterodyne scanning setup a simple diode structure was measured in both setups and the result 

was compared. The IR image of the diode is shown in Fig. 3.9a. One example for the reverse 

biased diode and 250 mA current stress pulse is shown in Fig. 3.9b. The phase shifts measured in 

both setups overlap very well.  
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Fig. 3.9.  (a) IR image of a diode. (b) Phase shift in the diode structure for forward (negative phase shift) and reverse 

(positive phase shift) bias under the current stress pulses of 60 ns duration with different amplitude. The signals are 

five times averaged. For comparison the signal from the heterodyne setup is also shown. 
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The thermal and the free carrier effects can be well distinguished in the setup. In the 

reverse biased diode the thermal effect (positive values) is dominant, in the forward biased diode 

the free carrier effect (negative values) is dominant [Byc02, Pog02c], see Fig. 3.9. During the 

stress pulse, the thermal signal increases approx. linearly, but the free carrier signal saturates. 

After the pulse end the thermal signal decreases much slower than the free carrier signal. 

 

3.5.2 Example 2 – Separation of thermal and free carrier contribution 
 

In some cases the thermal and the free carrier contribution to the phase shift are both 

relevant and present simultaneously at the same position. The separation of these two signals is 

difficult [Gol03, Tha98]. An approximate estimation of these two contributions can be done, as 

will be shown on an example bellow. 

The npn transistor ESD protection device with a lateral and buried layer collector and a 

short-circuited base/emitter was investigated [Bla02, Bla03, Dub03]. In order to find out if both 

the lateral npn and vertical npn transistors are active simultaneously, we have focused the two 

laser beams in the corresponding positions on the device, see Fig. 3.10a. Fig. 3.10b shows the 

phase shift evolution at these two positions during a 3 A and 10 ns long vf-TLP pulse. 

 

L VA A’

 

(a)  n+ buried layer

Base+EmitterCollector

p body/p well
p+n+/nn+/n

n epi
n+
sink

 

 
 

-10 0 10 20 30 40
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2

vertical npn

lateral npn

C
ur

re
nt

 (A
)

P
ha

se
 s

hi
ft 

(r
ad

)

Time (ns)

0

1

2

3

 

 
(b) 

Fig. 3.10.  (a) Backside IR image of the npn structure (normal bipolar) with marked laser beam positions and 

device cross section, (b) the phase shift development in marked positions from (a). 
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At the position of the lateral npn transistor, immediately with the beginning of the pulse 

the phase shift increases nearly linearly due to the self-heating effect in the impact ionisation 

region of the base-collector junction. After the end of the pulse the heat spreads to the 

surrounding. At the position of the vertical transistor a rapid decrease occurs immediately after 

the beginning of the pulse, which is followed by a phase increase. The start signals from the 

lateral and vertical npn is well aligned, indicating that there is trigger delay less than 0.4 ns.  

The signal at the vertical npn is caused by a superposition of a free carrier negative signal, 

dominant in a short time scale and a thermal signal, which is much slower (Fig. 3.10b). These 

two components are tentatively separated and plotted, see dotted lines. The steady state of the 

free carrier signal is obtained after some 2 ns. Since this moment the free carrier signal is 

constant and the increasing of the phase is caused by the thermal signal only. Assuming this the 

thermal signal during the pulse can be extracted. By subtracting the thermal signal and the 

measured phase (total signal) the free carrier signal is determined. 

After the pulse end the free carrier signal decreases in range of several nanoseconds to tens 

on nanoseconds (this depends on the device) and the thermal signal starts to be dominant 

(thermal signal decreases in the range of microseconds). By extrapolation of this thermal phase 

component toward the stress pulse the thermal component just after the stress pulse end is 

obtained. The thermal component exhibits a small rise after the pulse end in this particular case, 

which is due to the heat transfer from the surrounding region. 

 

3.5.3 Example 3 – Measurement of small trigger delay 
 

The moving current filament in a coupled npn/pnp ESD protection device was investigated 

with the 2D TIM setup in Chapter 2.8.2. At higher stress currents the lateral transistor (see 

Fig. 2.50f) is triggered. The delay between triggering of the vertical npn and lateral pnp 

transistor was investigated by the dual-beam interferometer [Byc02]. 

The IR image of the device with the two laser spots is shown in Fig. 3.11a. The device 

was stressed using the vf-TLP technique with 20 ns pulse duration. The current through the 

device was 2, 3.5 and 5 A. The laser beam marked by L is placed over the active region of the 

lateral transistor and the laser beam marked by V is placed over the active region of the vertical 

transistor. Fig. 3.11b shows the time evolution of the phase shift in these two positions. In the 
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area ‘I’ the current flows homogeneously in the whole device. The vertical transistor is triggered 

3 ns after the current pulse beginning, see positive phase shift in area ‘II’. After next 2 ns the 

lateral transistor triggers, see a gentle negative phase shift in area ‘III’. The steady state of the 

free carrier signal is obtained after next 2 ns and then the phase shift starts to increase due to the 

thermal effect. We also notice, that after the lateral transistor is triggered, the current is 

redistributed between these two transistors. Since the total current is constant, the slope of the 

phase shift at vertical transistor decreases, compare the grey lines ‘A’ and ‘B’.  
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Fig. 3.11.  The coupled npn/pnp ESD protection device. (a) The IR image of the device with marked laser beams 

spots. (b) The phase shift measured at position of lateral (L) and vertical (V) transistor under different stress 

conditions: 2, 3.5 and 5 A. 

 

 

3.5.4 Example 4 – Measurement of unrepeatable phenomena 
 

The pulse to pulse instability of the vertical DMOS transistor was investigated by the 2D 

TIM setup in Chapter 2.8.3. It was shown that the current filament creation is a random process 

and that the filaments do not spread, but move from cell to cell. From the 2D measurements it is 

still not clear if the current filaments coexist at the same time, or if the current oscillates between 

the hot spots within the period lower than 5 ns (time resolution of the 2D TIM setup) [Den04]. 

To answer this question, the DMOS was investigated in the dual-beam interferometer.  

The two laser beams were focused near the drain contact, see Fig. 3.12a. Three typical 

examples of the phase shift evolution are shown in Figs. 3.12b-d. The three graphs show three 
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triggering modes: in case (b) single or more filaments were created and they appeared in the 

measured positions at different time instants, in case (c) only one filament appeared in position 2 

and in case (d) two coexisting filaments are shown. The last case confirms the coexistence of two 

current filaments. After some time the phase increasing stops and the phase stays constant, 

indicating that the filament has moved to another region. The phase waveforms differ from pulse 

to pulse in the risetime (different instantaneous P2D in the current position) and in the amplitude 

(different dissipated energy in the local position). In Fig. 3.12d the phase shift in position 2 starts 

to increase again at time 90 ns indicating that the current filament has returned to this position or 

one of the existing filaments proceeded to this area. 
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Fig. 3.12.  (a) IR image of the vertical DMOS with 440 cells. The laser beam positions are marked. (b-d) Examples 

of the phase shift: (b) first current filament is created in position 2, later next one in position 1, (c) only one 

filament is created in position 2, (d) two coexisting filaments. 

 

 

 

 

3.6 Summary 
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The dual-beam setup based on Michelson interferometer has been introduced. The setup 

time resolution is 0.4 ns and spatial resolution 2 μm. The phase sensitivity of the setup depends 

on the DUT reflectivity, for the metal surface the phase bellow 0.1 rad can be detected. For 

devices with repeatable internal behaviour the sensitivity can be improved by averaging directly 

in the oscilloscope down to milliradians. To reach this sensitivity, the optical feedback had to be 

avoided and the electromagnetic pick-ups suppressed. In this setup the phase shift at two 

positions in maximal relative distance 230 μm is measured simultaneously. This allows 

measurement of sub-nanosecond trigger delays between these two points. 
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4 Summary 
 

Two optical techniques based on the backside laser interferometry for the characterisation 

of semiconductor devices under a short electrical pulse were developed and demonstrated. These 

non-destructive techniques provide information about the thermal and current flow distributions 

in semiconductor devices during a single stress pulse, which can not be obtained by any other 

method.  

The 2D TIM setup was developed and built in two variants: the laboratory variant, 

flexible for research purposes and the compact probe station variant, suitable for implementation 

in the industry. With the 2D TIM technique the thermal distribution in the device at two time 

instants can be obtained during a single stress pulse with a time resolution of 5 ns, spatial 

resolution up to 2 μm and variable field of view from 230 μm to 6 mm. The two time instants 

can be chosen arbitrarily up to several seconds.  

The method based on Fourier transform was found to be the optimal method for the data 

analysis. The phase extraction methodology was adapted in order to optimise the evaluation of 

interferograms recorded in the 2D TIM setup. It was shown that the low-frequency undulations 

in the extracted phase originate from the device topology and that they are a consequence of 

overlapping of the Fourier spectrum components and the noise filtering. Therefore an optimised 

adaptive spectrum filter was proposed, which reduces the undulations and simultaneously 

minimises the number of the phase defects and noise in the extracted phase. 

Since the unwrapping of the wrapped phase is very sensitive to the phase defects and 

noise, several phase unwrapping methods were tested. Based on this testing a phase pre-

processing method was proposed, which rapidly decreases the probability of a phase step error 

creation and error propagation to the surrounding area, isolating thus the phase artifacts. Pre-

processing reduces the necessity of phase unwrapping of the whole phase map and significantly 

speeds up the phase unwrapping process. 

The device properties like backside polishing, geometry, topology and surface reflectivity 

were classified and their effect on the phase shift was analysed. The best reflectivity has the 

power metal where the phase extraction precision is 0.1 rad and the worst have the contact vias 

where the phase sensitivity degrades up to 0.8 rad due to low S/N ratio. The device edges have 

marginal influence on the extracted phase shift since the phase errors are localised around the 
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device edges. In the case of laser with coherence length 2 mm and device substrate thickness 

400 μm the phase error resulting from the multiple interference within the substrate is maximally 

0.1 rad and for thinner substrates it increases. The effect of the laser pulse duration on the phase 

measurement was found to be negligible. It was observed that the laser pulse-to-pulse instability 

brings additional phase variation up to 0.2 rad. Form this we conclude that the typical phase 

sensitivity of the 2D measurement is around 0.5 rad and it depends mainly on the device 

topology. 

It was shown that by measuring of the phase shift at two nearby time instants and by 

using an approximation for the time derivative the instantaneous 2D power dissipation density 

can be extracted. If the size of the device is smaller than the thermal diffusion length, the 

experimentally obtained 2D power dissipation density agrees with expected value and shape, 

otherwise its amplitude is overestimated. 

Using the 2D TIM setup the moving current filaments in the ESD protection element has 

been detected. In the DMOS transistor structure inhomogeneous current flow dynamics was 

revealed for the first time and the measurement of the current dynamics during a destructive 

stress pulse was possible to perform.  

Thanks to the laser wavelength tuning the optimal wavelength for the temperature-

induced absorption changes measurement was established. The absorption measurement 

technique was found to show smaller dynamic range and sensitivity than the interferometric 

technique. Both techniques are suitable for measurements in millisecond time range too.  

The dual-beam interferometer enables independent measurement in two positions on the 

device in maximal distance 230 μm with 0.4 nanosecond time resolution, which is especially 

convenient for the investigation in CDM time domain. The spatial resolution is approx. 2 μm and 

the phase sensitivity is better than 0.1 rad for the single pulse measurement, depending on the 

reflectivity of the device. For devices without pulse to pulse instability in current flow the signal 

can be averaged during several pulses to improve the S/N ratio. The sensitivity is limited by the 

electromagnetic pick-ups, which originate from the high power short stress pulses. The pick-ups 

were reduced by an appropriate shielding of the setup. With this setup the sub-nanosecond 

trigger delays and current flow instabilities during a single stress pulse were measured, as it was 

shown in examples, which makes this setup an unique tool in the device analysis.  

The results of current flow distribution and triggering behaviour were used for 

verification of simulated data (3D simulation models) of our industrial partners. 
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Appendix 
 

Analysis software for phase shift extraction 
 

Processing overview 
 

The simplified data flow chart of the interferogram analysis software is shown in 

Fig. A.1. The input files are the interferogram bitmaps, which were saved during the experiment. 

The flow chart contains two branches: manual processing mode and automatic processing mode. 

In the manual mode the interferogram processing is fully controlled by the user whereas in the 

automatic mode the processing is fully automated. Notice also that in the automatic mode the 

multiple interferograms can be processed at once. The result of the processing is the 2D phase 

map that can be further manually refined before saving. The output of the program consists of 

the data files such as 2D phase maps and their cross-sections that can be saved on hard disc. 

 

Interferogram bitmaps

Manual
processing

 mode

Automatic
processing

mode

Single interferogram
processing

Multiple interferogram
processing

File input:

Post processing
Refinement

2D phase map
Cross-section of the map

File saving:

 
Fig. A.1.  Simplified data flow chart of the interferogram analysis software. 
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Manual processing mode  
 

A detailed flow chart of the interferogram processing is shown in Fig. 2.18. The white 

arrows in Fig. 2.18 mark the processing flow for the manual mode. The flow chart of the data 

processing consists of 9 steps described in Chapter 2.5.1. More details about these steps in the 

manual processing mode are described bellow: 

1) Input interferograms. User loads a single interferogram bitmap file of the unstressed device 

from the file exchange interface. 

2) FFT. The spectrum of the loaded interferogram is calculated with the Fast Fourier transform 

algorithm and shown to the user. As well the user can visualise the absolute and phase 

values, real and imaginary parts of the spectrum in linear or logarithmic scales. 

3) Spectrum filtering. In the manual mode the spectrum filtering can be done in four different 

ways:  

a) automatic filtering by an optimal filter described in Chapter 2.5.2.3, 

b) load the filter from the hard disk and apply it to the spectrum,  

c) using an interactive graphic interface the user can create its own spectrum filter and 

apply it to the spectrum. The special helping functions such as filter symmetrisation 

were implemented. The created spectrum filter can be saved in a file for further 

exploitation, 

d) combination of two previous methods: load existing spectrum filter, modify it with 

the graphical interface and apply it to the spectrum. 

Optionally the filtered spectrum can be shifted to the point [0, 0] of the coordinate system 

(spatial heterodyning). For some types of interferograms this operation gives advantages in the 

unwrapping process. 

4) Inverse FFT. User can visualise the absolute value, real and imaginary parts of the 

calculated result on the screen. This information helps to investigate the nature of artifacts 

present in the 2D phase map. 

5) Phase mod 2π. The wrapped phase is calculated from the real and imaginary parts. Result is 

shown in a separate window. At this point user is asked to input of the filename of the 

interferogram of the device under the stress. The stressed interferogram will be loaded and 

processed (steps 1-5) with exactly the same parameters as it was done with the reference 

interferogram.  
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6) Subtraction. The wrapped phase maps (reference and stressed) are subtracted.  

7) Pre-processing. This was described in Chapter 2.5.3.1. 

8) Unwrapping. The several unwrapping algorithms were implemented in the software due to 

different reliability and speed: 

a) Straightforward algorithm (fast but not reliable, causes spreading of artifacts). The 

unwrapping procedure processes the columns or rows of the 2D phase map. User can 

choose row processing, column processing and direction in which the processing will be 

done. For instance for the column processing the user can chose from top to down and 

from down to top directions. 

b) Spiral algorithm (slower than (a) algorithm and more reliable). The unwrapping process 

is done along a spiral path. The neighbour points to the processing point are taken into 

account during unwrapping.  

c) Pixel-queue algorithm (slower than (b) algorithm but reliable) is similar to the spiral 

algorithm but more accurately takes into account the neighbour points.  

d) Minimum spanning tree algorithm (slowest but most reliable) Points where unwrapping 

is more stabile are processed first. Unwrapping process automatically choose the optimal 

path for the phase unwrapping according the priorities.  

9) Post processing and result saving – several algorithms for data visualisation and processing 

are implemented as well as additional phase unwrapping procedures are available: 

- data filtering with median filter or Savitzky-Golay filter for reduction of local artifacts 

- invert operation for 2D phase map for correction of phase shift sign 

- subtraction of the plane for removing of the phase surface slope 

- add constant for 2D phase map for removing artificial constant background 

- line and circular cross section of the 2D phase map for detailed visualisation of local 

regions and comparison of several images 

- cropping of the 2D phase map for removing of useless margins 

- zooming In/Out of phase map 

- adding, subtracting, multiplying and dividing of the phase by a different phase map 

- visualisation of the 2D map in different scales and different colours 

- calculation of space derivatives of the phase shift using the Savitzky-Golay algorithm 

The post processing suppresses the artifacts, which are mainly related to areas of low 

reflectivity of the sample and pulse to pulse laser instability.  
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The result can be saved in different file formats: binary files, picture file (user could choose 

following formats: *.bmp, *.tif, *.jpg), text file (ASCII data). The cross section data can be 

saved as text file (ASCII data file) for further analysis and plotting in programs like 

MicrocalTM OriginTM or Microsoft® Excel. 

 

Notice that in the manual mode user can save or load result (or previously saved data) of 

the data processing at any step (1-9). It is also possible to make a cross sections of all data at any 

step. 

 

 

Automatic processing mode  
 

This mode does processing (see steps 2-7 in Fig. 2.18) of the multiple interferograms at 

once fully automatically. The algorithm uses the same processing core, which was described for 

manual processing mode but with automatic masking of the spectrum.  

The file-loading interface was enhanced in comparison with manual mode (see Fig. A.2). 

Following file interface features were implemented: 

- browsing through the all interferogram images in the chosen directory 

- previewing of the selected interferogram file on the screen 

- choice of the multiple interferogram files for processing 

- automatic saving of the results for all processed interferograms 

- cross section for all interferograms in the same area at once 

- colour map and range changes of all resulting phase maps at once 

The screenshot of the analysis software, demonstrating the above features, is shown in Fig. A.3.  
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Fig. A.2.  The file loading interface for the auto-mode. The list of the files of the directory (1) is shown in (2) and 

the selected file is viewed in (3). The files chosen for the evaluation are in (4). 

 

5
1

4

3

2

 

Fig. A.3.  The screenshot of the fringe analysis software Proϕ. (1) - main window, (2) - operational window of 

auto mode, (3) - example of a spectrum, (4) - example of a phase map and (5) - cross section of a phase map on the 

marked position (white line in 4). 
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