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Zusammenfassung (German)

Gemetrische Toleranzanalysebefasst sich mit ungenau definierten geometrischen Ob-
jekten und den numerischen Problemen in diesem Kontext. „Geometrische Objekte“
können sein: Punkte, Gerade, Unterräume, Kurven, Flächen und so weiter. Wir be-
trachten geometrische Objekte, die nur ungenau gegeben sind – genauer solche, wo die
Ungenauigkeit durch eine Menge spezifiziert wird, in der das Objekt liegen soll. Einer
unserer Schwerpunkt liegt auf dem Rechnen mit solchen Mengen, die in diesem Zu-
sammenhangToleranzzonenheißen. Diese Dissertation bearbeitet zwei Themenkreise
aus diesem Bereich.

Das erste Kapitel dieser Arbeit beschäftigt sich mit Punktwolken in der euklidischen
Bewegungsgruppe, wobei eine solche Punktwolke die Toleranzzone einer Position ei-
nes starren Körpers beschreibt. Wir betrachten die Wirkung einer solchen Positions-
Wolke auf starre Körper, das heißt, wir berechnen das Volumen, das von einem starren
Körper überstrichen wird, wenn er alle Positionen aus der Wolke annimmt. Ein Spe-
zialfall davon ist, daß die Wolke eine (diskrete) Kurve, also einen einparametrigen
Bewegungsvorgang, repräsentiert. Hier beschäftigen wir uns mit Mengen von Posi-
tionen, deren Dimension gleich der Dimension der Bewegungsgruppe ist. Neben der
Interpretation als Toleranzzone hat eine solche Punktwolke in der Bewegungsgruppe
auch noch eine andere: Diese Positionen können durch Messungen oder Simulation
gefunden worden sein. Wir analysieren geometrische Eigenschaften von solchen Men-
gen, und geben Algorithmen zum Bestimmen des überstrichenen Volumens an. Die
Dimension des Problems, a priori gleich sechs, wird auf zwei reduziert. Diese Ergeb-
nisse sind in [40] erschienen.

Das zweite Kapitel erforscht Beziehungen zwischen geometrischen Objekten im drei-
dimensionalen euklidischen Raum vom Standpunkt der Toleranzanalyse aus. Unsere
Untersuchungen basieren auf einer Ungleichung aus [38], die den Linearisierungsfeh-
ler bei implizit gegebenen geometrischen Objekten betrifft. Durch das Sammeln von
numerisch-experimentellen Daten und die Analyse von Grenzfällen untersuchen wir
den Einfluss der Wahl des Koordinatensystems auf die Toleranzanalyse von quadrati-
schen Bedingungen für die gegenseitige Lage von geometrischen Objekten. Wir unter-
suchen auch, wie eine geeignete Wahl von Koordinaten für geometrische Objekte die
Abschätzung des Linearisierungsfehlers beeinflusst. Eine kurze Fassung dieser Arbeit
findet sich in [39].
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Preface

Geometric tolerance analysisis concerned with imprecisely located geometric objects
and the computational problems arising in this context. Here “geometric objects” may
be points, lines, subspaces, curves, surfaces, and so on. We consider geometric objects
which are given imprecisely, such that the amount of uncertainty is specified by a
certain set (atolerance zone) where the object is known to be contained in. We are
interested in computations with such tolerance zones. This thesis collects work on two
specific topics within the context of geometric tolerance analysis.

The first chapter considers a cloud of poses (i.e., positions of a rigid body in three-
dimensional Euclidean space), which represents the tolerance zone of a pose. We
consider the action of such a pose cloud on bodies in space. I.e., we investigate the
volume swept by a bodyX if it assumes all positions represented by the cloud. A
special case of this is a one-parameter motion ofX, where the set of poses is curve-like.
Here we consider a full- dimensional subset of the motion group. Beside the tolerance
interpretation, there is also another one important for applications: The pose cloud
may have been obtained by measurements or simulation. We analyze the geometric
properties of such sets of poses and give algorithms for computing the swept volume.
The dimension of the problem, which equals six a priori, is reduced to two. This work
is published in [40].

The second chapter investigates relations between geometric objects in EuclideanR3

from the viewpoint of tolerance analysis. Our investigations are based on an inequal-
ity concerning the linearization error in geometric constraint solving which is given
in [38]. By collecting numerical data and looking at limit cases we investigate the
influence of the choice of coordinate system on analysis of a collection of quadratic
constraint equations, which represent geometric problems in Euclidean space. We also
investigate how modifying the coordinates used for geometric objects affect estimating
the linearization error. A short version of this chapter is published in [39].

I would like to take this opportunity to express my gratitude to the supervisor of this
thesis, Johannes Wallner, for his continuous support of my work. This thesis could not
have been achieved without his ideas, suggestions and comments. I also want to thank
all members of the Institute of Discrete Mathematics and Geometry of Vienna Uni-
versity of Technology. Especially I owe thanks to Stefan Leopoldseder, Shimin Hu,
Hans-Peter Schröcker, Martin Peternell, Helmut Pottmann, Hellmuth Stachel, Yang
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Vienna, July 2005 Qinmin Yang
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Chapter 1

Swept volumes of many poses

1.1 Introduction

The volume swept by a moving rigid body is a topic of great interest and is extensively
studied in the literature. We do not attempt to give an exhaustive list of references, but
mention only [1] for an overview, [23] for computation, and [5] for some mathematical
methods. The available literature deals mostly with one-parameter sweeps.

Speaking from a more general and abstract viewpoint, we could say that a rigid bodyX
moveswhen it assumes any of a given setA of positions. We useposeas a synonym
for position. Theswept volumemeans the union of all positionsα i(X) of the rigid
bodyX, asα

i runs throughA . We writeA (X) for this swept volume.

An important special case of this concept is thatX moves only by translations: The
new positionα(X) of the rigid body under consideration is the setX +y, wherey is a
translation vector taken from a setY:

A (X) = {X +y | y∈Y}= {x+y | x∈ X, y∈Y}= X +Y. (1.1)

We see that the swept volume coincides with theMinkowski sum X+Y of the setsX
andY. Minkowski sums are an active area of research. The list of references given
here [2, 9, 13, 20, 35, 15] is by no means exhaustive.

If A is a one-parameter set, either in the discrete or the continuous sense, thenX
undergoes a one-parameter motion, moving from one pose to the next. An example
of a higher-dimensional motion is provided by the Minkowski sum case above, where
X moves by translations: IfY has interior points, then it has dimension three, andX
undergoes a three-dimensional motion, assuming a three-dimensional set of positions
in space. We deal with a full-dimensional subsetA of the Euclidean motion group,
whose dimension equals six.

Such a set of poses can have the following two interpretations: One is that a poseα

is imprecisely defined, and the amount of uncertainty is specified by atolerance zone
A , which is a neighbourhood ofα. The other interpretation is thatX undergoes a
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A (X) = α
1(X)∪α

2(X)∪ . . .

A (X)

Figure 1.1: The difference between Boolean union (top) and envelope (bottom) in the
case of a discrete 1-parameter motion. Differences are in the smoothness of the swept
volume’s boundary∂A (X) and the computational cost.

small unstructured motion, and posesα
1,α

2, . . . have been obtained by measurements
or simulation. This collection of poses then is a point cloud-like object (apose cloud),
whose shape is that of a 6-dimensional subset of the Euclidean motion group.

§ 1.1.1 The continuous case and the discrete case

There is a continuous version of the concepts mentioned above (rigid body, set of
poses, swept volume), and also a discrete one. For computational purposes, the rigid
bodyX is represented by its boundary as triangle mesh, and the setA of poses by a
pose cloud. The swept volume will be given by a triangle mesh again. Computation-
ally, there are two approaches to compute the swept volume, which for the 1-dimen-
sional case are illustrated by Figure 1.1.

For given posesα1,α
2, . . . , we can compute the Boolean unionα

1(X)∪α
2(X)∪ . . . .

The result is an approximation (e.g., via a triangle mesh) of the volumeA (X). As
Figure 1.1 clearly shows, the smoothness of the volume computed in this way often
does not adequately reproduce the smoothness of the volumeA (X). Boolean union
not only results in insufficient smoothness, also its computational cost is high. It is
therefore often important to find candidates for the boundary points ofA (X) without
having to resort to Boolean set operations. Thus one is led to consider theenvelopeof
a moving surface (the boundary ofX) with respect to a smooth motion. This approach
works well if both the bodyX and the set of posesA are at least piecewise smooth.
This chapter approaches the computation ofA (X) via envelopes.
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§ 1.1.2 The relation to tolerance analysis

The concept of tolerance zone which represents an imprecisely defined object [33,
22, 21] has been used in a geometric context e.g. in [31] and [37], where geometric
constructions occurring in Computer-Aided geometric design are analyzed from the
tolerancing viewpoint. Tolerance zones for motions are studied in [34] from an abstract
point of view. There is also related work on geometric transformations in the 2D case
[10, 11, 12].

Within the tolerance analysis context, we solve the worst case tolerancing problem of
computing a bounding volume for the positionα(X) of a rigid bodyX, where the pose
α is only known to be contained in some setA . X itself may already be the tolerance
zone of a point.

§ 1.1.3 Applications: computing bounding volumes

The sequential nature of time does not allow genuine multi-parameter motions to take
place in the real world. However, there are situations where a rigid body executes a
one-parameter motion of a complicated, chaotic, or unknown nature, and nevertheless
one is interested in a bounding volume which contains all possible positionsα(X).
In that case measurements or simulation may provide a collection of poses which more
or less densely covers a certain subsetA of the Euclidean motion group. The latter
has dimension six, so the dimension ofA can be any of 0, . . . ,6. In this chapter we
are not concerned with the issue of estimating that dimension. We consider the full-
dimensional case and are aware of the fact that pose clouds can be “thin” and thus
represent lower-dimensional shapes.

§ 1.1.4 Overview

We first present elementary Euclidean kinematics in Section 1.2: poses, velocities, and
infinitesimal motions. Because we later need them for theoretical investigations, also
the matrix exponential function and logarithm are introduced. Section 1.3 deals with
tolerance zonesA of poses, i.e., full-dimensional subsets of the Euclidean motion
group, and with the question what happens if a rigid bodyX assumes all poses inA .
We consider the abstract question of outward normal vectors of tolerance zones and
derive a theoretical result on the oriented envelope of a rigid bodyX with respect toA .
Section 1.4 deals with pose clouds, their support planes, and the actual computation
of the swept volume, in part using the matrix logarithm. In Section § 1.4.3 we show
how to avoid the matrix logarithm in computations. We further consider a smoothing
process which takes the tolerancing side conditions into account. Numerical examples
(Section 1.6) conclude this chapter. Most of the material presented here has been
published in [40].
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1.2 The Euclidean motion group

In Section 1.2 we present facts about kinematics and its relations to line geometry
which can be found e.g. in [6] or [32].

The position of a rigid bodyX in 3-dimensional Euclidean space is given by an or-
thogonal matrixA and a translation vectora. We writeα = (A,a)∈R3×3+3 to indicate
such a position. IfX assumes positionα, it is moved toα(X), which means thatx∈ X
is transformed to the pointy= Ax+a. We do not consider orientation-reversing poses,
so we forbid detA =−1 and require detA = 1. The Euclidean motion group is the set
of such poses and denoted by SE3:

SE3 = {(A,a) ∈ R3×3+3 | ATA = E3, detA > 0}. (1.2)

It is a six-dimensional surface in the spaceR3×3+3 of matrix/vector pairs.

We further use the following property of skew-symmetric matrices: For any skew-
symmetric 3 by 3 matrixV, there is a vectorc such thatVx = c× x for all x. The
corresponding notation is as follows:

c = (c1,c2,c3), V =

 0 −c3 c2

c3 0 −c1

−c2 c1 0

⇐⇒ {c = axis(V),

V = Skew(c).
(1.3)

§ 1.2.1 Smooth motions and their velocities

With the real parametert as time, a smooth motionα(t) = (A(t),a(t)) consists of a
matrix-valued smooth functionA(t) and a vector-valued smooth functiona(t) such
that α(t) is a pose in SE3 for all t. The trajectory of the pointx under this smooth
motion is the curveα(t) ·x = A(t)x+a(t). The smooth motion itself can be seen as a
curve lying in SE3.

The velocity vector of the pointx is the derivative

α̇(t) ·x =
d
dt

(A(t)x+a(t)) = Ȧ(t)x+ ȧ(t), (1.4)

but we also employ thevelocity with respect to the coordinate system attached to X.
This means the velocity vectorvt(x) such thatAvt(x) equals the velocity vector ofx:

vt(x) = A(t)−1Ȧ(t)x+A(t)−1ȧ(t). (1.5)

Differentiating A(t)TA(t) = E3 with respect to the timet shows thatA(t)TȦ(t) +
(A(t)TȦ(t))T = 0, so the matrixA(t)TȦ(t), namelyA(t)−1Ȧ(t), is skew-symmetric,
so we can define two vectorsd, d̄ by

vt(x) = d(t)×x+ d̄(t), where (1.6)

d̄(t) = A(t)−1ȧ(t), d(t) = axis(A(t)−1Ȧ(t)). (1.7)
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It is convenient to identify poses, their derivatives and the velocities with block matri-
ces as follows:

α(t)≡
[

1 0
a(t) A(t)

]
, α̇(t)≡

[
0 0

ȧ(t) Ȧ(t)

]
, vt ≡

[
0 0

d̄(t) Skew(d(t))

]
. (1.8)

Now that poses are matrices, we can multiply and invert them. It is elementary that
(A,a) · (B,b) = (AB,Ab+ a) and(A,a)−1 = (A−1,−A−1a), with A−1 = AT . Further,
the vectorsd(t), d̄(t) of (1.6) fulfill the relation[

0 0
d̄(t) Skew(d(t))

]
= α(t)−1

α̇(t). (1.9)

Observe that ifα andα̇ are replaced byβα andβα̇ for any poseβ , then[
0 0

d̄(t) Skew(d(t))

]
= (βα)(t)−1(βα̇(t)) = α(t)−1

α̇(t). (1.10)

Namely, the vectorsd, d̄ do not change in the operation of any pose.

§ 1.2.2 Velocities and the tangent spaces ofSE3

Any surfaceM has a tangent space in each of its points. It consists of the derivative
vectors of curves in the surface which pass through that point. For the surface SE3,
points are poses, and curves are smooth motions. A time-dependent poseα(t), either
seen as a matrix/vector pair, or as a block matrix in the sense of (1.8), has a derivative
α̇(t), which either is seen as a matrix/vector pair, or as a block matrix according to
(1.8). As the derivativėα = (Ȧ, ȧ) assigns a velocity vector to points ofR3, it is called
aninfinitesimal motionattached to the poseα = (A,a). For each poseα = (A,a), there
is a six-dimensional space of infinitesimal motions

T(A,a)SE3 = {(Ȧ, ȧ) ∈ R3×3+3 | (A−1Ȧ)T =−A−1Ȧ} (1.11)

attached to it. The space of infinitesimal motions attached to the identity pose(E3,0)
is denoted by

se3 = T(E3,0)SE3 = {(Ȧ, ȧ) ∈ R3×3+3 | ȦT =−Ȧ}. (1.12)

We use the vectorsd, d̄ computed with (1.9) or (1.7) as coordinates for infinitesimal
motions. According to (1.10), the six-dimensional abstract tangent space of SE3 at any
given pose is identified with se3, as well as the space ofd, d̄’s.

Recall that a straight line parallel to the vectorl which passes through the pointx is
assigned the Plücker coordinatesl , l̄ with l̄ = x× l . These coordinates have the property
that l̄ does not depend on the choice ofx on the line, and the line is recovered from the
coordinatesl , l̄ as the solution set of the three linear equationsl̄ = x× l in the variable
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x. Any pair l , l̄ with 〈l , l̄〉 = 0 and l 6= 0 occurs as Plücker coordinates of a line in
Euclidean three-space.

If a bodyX in three-space has a smooth boundary, we can select a boundary pointx and
consider an outward normal vectorn there. The line orthogonal to the boundary in the
point x (the surface normal) has the Plücker coordinatesn, n̄ with n̄ = x×n according
to the previous paragraph. Choose a poseα = (A,a). Then the outward normal vector
of α(X) at the boundary pointAx+a is given byAn. We are interested in infinitesimal
motions attached to the poseα which movex towards the inside ofα(X).
The infinitesimal motioṅα does not movex towards the outside ofα(X), if and only
if the velocity vectorα̇ · x of (1.4) does not point towards the outside ofα(X). With
the normal vectorn, this relation is expressed by

〈Ȧx+ ȧ,An〉 ≤ 0. (1.13)

When using coordinate vectorsd, d̄ for the infinitesimal motion, and the Plücker coor-
dinatesn, n̄ for the surface normal, this is equivalent to

〈d, n̄〉+ 〈d̄,n〉 ≤ 0. (1.14)

(as follows from〈Ȧx+ ȧ,An〉= 〈A−1Ȧx+A−1a,n〉= 〈d×x+ d̄,n〉.)
Remark: The velocity vector ofx is tangentto the boundary ofα(X) if and only if
〈d, n̄〉+ 〈d̄,n〉 = 0 holds. This is the condition familiar from kinematics that the line
with Plücker coordinatesn, n̄ is a path normal of the infinitesimal motioṅα.

§ 1.2.3 The matrix exponential and logarithm

The exponential function of a square matrixM is defined by the power series:

exp(M) = ∑
k≥0

Mk

k!
. (1.15)

The sum at the right hand side obviously converges, so exp(M) exists. There are two
elementary properties of the matrix exponential:

1. If another square matrixN commutes withM, i.e., MN = NM, then exp(M +
N) = exp(M)exp(N).

2. If t is a scalar, then exp(tM) = et exp(M).

The exponential of matrix-valued curves have an interesting relation in the derivatives.

Proposition 1. Let M(t) be a matrix-valued curve such that M(0) = 0, then the matrix
curveexp(M(t)) has the same derivative as M(t) at t = 0.
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Proof:
d
dt

exp(M(t))
∣∣∣
t=0

= ∑
k≥0

d
dt

(M(t))k

k!

∣∣∣
t=0

=
d
dt

M(t)
∣∣∣
t=0

. (1.16)

�

For computing exp(M), we compute∑s
k=0

Mk

k! instead, wheres is big enough.

For measuring distortion we use the Frobenius norm of a matrix defined by‖M‖2 :=
tr(MTM). It is multiplicative in the sense that‖M ·N‖ ≤ ‖M‖ · ‖N‖ for all M andN.

Then the computational error of the matrix exponential is∥∥∥∥∥ ∞

∑
k=s+1

Mk

k!

∥∥∥∥∥≤ ∞

∑
k=s+1

‖M‖k

k!
=
‖M‖s+1

(s+1)!

∞

∑
k=s+1

‖M‖k−s−1

(s+2)(s+3) · · ·k

≤ ‖M‖s+1

(s+1)!

∞

∑
j=0

‖M‖ j

j!
=
‖M‖s+1

(s+1)!
e‖M‖. (1.17)

Thus we prefer the small magnitude ofM. We have the following algorithm.

Algorithm 1. Suppose that M is an n by n matrix andε is a small positive value, we
want to compute R≈ exp(M), such that‖R−exp(M)‖ ≤ ε.

1. Let R= N = En, k = 1, compute m= ‖M‖;

2. If m≤ 1
2, let a= m, repeat N= NM

k , a = am
k+1, R= R+ N and k= k+ 1 until

aem < ε.

3. If m > 1
2, let M = M

2m and a= 1
2, repeat N= NM

k , a = a
2(k+1) , R= R+ N and

k = k+1 until ae
4m+1

2 < ε, let R= e2mR.

The matrix exponential provides a good mapping from se3, as well asR3+3, to SE3.

Proposition 2. In the notation of(1.8), the exponential of any infinitesimal motion in
se3 is a pose. Conversely, for any pose inSE3 we can find an infinitesimal motion in
se3 whose exponential is the given pose.

Proof: If (V, v̄) is an infinitesimal motion in se3, then

[
0 0
v̄ V

]k

=
[

0 0
Vk−1v̄ Vk

]
and the

exponential

exp

[
0 0
v̄ V

]
=

[
1 0

f(V)v̄ exp(V)

]
, where f(V) = ∑

k≥0

Vk

(k+1)!
. (1.18)

This is a pose, as

(exp(V))T exp(V) = exp(VT)exp(V) = exp(−V)exp(V) = exp(03×3) = E3
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and det(exp(V))= 1.

For the second part of the proof, we let

R=

 cosφ −sinφ 0
sinφ cosφ 0

0 0 1

, q =

 0
0
p

, Q =

 0 −φ 0
φ 0 0
0 0 0

 (1.19)

Through elementary computation, we know that exp(
[

0 0
q Q

]
) =

[
1 0
q R

]
. For an arbi-

trary pose(A,a), we choose an appropriate Cartesian coordinate system (b;b1,b2,b3),
a scalarp, and an angleφ ∈ (−π,π] such that(A,a) is exactly expressed as the pose
(R,q) in the new coordinate system, i.e.,

B̃−1
[

1 0
a A

]
B̃ =

[
1 0
q R

]
, where B̃ =

[
1 0
b B

]
, B = (b1,b2,b3).

ThenB̃

[
0 0
q Q

]
B̃−1 =

[
0 0

Bq−BQBTb BQBT

]
and

exp(B̃
[

0 0
q Q

]
B̃−1) = B̃exp(

[
0 0
q Q

]
)B̃−1 = B̃

[
1 0
q R

]
B̃−1 =

[
1 0
a A

]
.

So, for an arbitrary pose(A,a) we have found an infinitesimal motion(BQBT ,Bq−
BQBTb) in se3 such that

exp(
[

0 0
Bq−BQBTb BQBT

]
) =

[
1 0
a A

]
. (1.20)

�

Especially the exponential of the zero infinitesimal motion is the identity pose. The
matrix logarithm is the local inverse of the exponential such that log(E) = 0. From the
proof of Prop. 2 we get an algorithm to compute the logarithm of a pose.

Algorithm 2. Suppose(A,a) is a pose, we look forlog(
[

1 0
a A

]
).

1. Compute a unit vector b3 ∈ R3 such that(A− I3)b3 = 0;

2. Compute a unit vector b1 ∈ R3 such that(A2 +(1− tr (A))A+ I3)b1 = 0;

3. b2 = b3×b1; p = 〈a,b3〉;

4. Computesint andcost in R from R= BTAB and determine the angle t∈ (−π,π]
from the value ofsint andcost;
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5. Compute a vector b∈ R3 such that(A− I3)b = pb3−a;

6. log(
[

1 0
a A

]
) =

[
0 0

Bq−BQBTb BQBT

]
.

“log” is only locally unique, just as the arcsine and arccos functions. Obviously “log”
can be unambiguously defined in the neighbourhood of the identity defined by−π <
φ ≤ π.

§ 1.2.4 StraighteningSE3

A parameterization of the surface SE3 is given by the matrix exponential function: A
pose depends on(v, v̄) ∈ R3+3 via

α(v, v̄) = exp

[
0 0
v̄ Skew(v)

]
=

[
1 0

a(v, v̄) A(v, v̄)

]
. (1.21)

We use the notationα = exp(v, v̄), (v, v̄) = logα. For the actual computation “exp”
and “log” see Algorithms 1 and 2. Moreover, according to (1.18), we can compute
exp(v, v̄) by computing exp(V) and f(V)v̄ separately, whereV = Skew(v). From the
definition off in (1.18), we get

f(M) =
1
2

exp(
M
2

)
[
f(

M
2

)+ f(−M
2

)
]
, (1.22)

and whenM is regular,
f(M) = M−1(exp(M)−E). (1.23)

So we have the following algorithm to computef(M).

Algorithm 3. Suppose that M is an n by n matrix andε is a small positive value. We
want to compute R≈ f(M) such that‖R− f(M)‖ ≤ ε.

1. If det(M) 6= 0, compute R= M−1(exp(M)−E).

2. Otherwise, compute m= ‖M‖.

3. If m< 1
2, then let R= N = En, k= 2, a= m

2 ; repeat N= NM
k , a= am

k+1, R= R+N
and k= k+1 until aem < ε.

4. Otherwise, compute

R=
1
2

exp(
M
2

)
[
f(

M
2

)+ f(−M
2

)
]
.
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It is well known that “exp” maps the domain defined by‖v‖ < π diffeomorphically
onto the set of poses whose rotation angle is less thanπ.

Near the identity pose(E,0), we have the approximate identity

exp(v, v̄)≈ (E +Skew(v), v̄), (1.24)

which is made more precise below by (1.28). This means that near the identity we
may usev, v̄ as coordinates for poses, and we may use the matrix logarithm (at least
theoretically) for flattening SE3 and analyzing small subsets of it.

The power series of the exponential function has the following easy estimate:

‖exp(M)− (En +M)‖= ‖∑
k≥2

Mk

k!
‖ ≤ ∑

k≥2

‖M‖k

k!
= g(‖M‖), (1.25)

whereg(t) = et − 1− t. If α = (A,a) is a pose anḋβ with coordinatesd, d̄ is an
infinitesimal motion, the block matrices which representα andβ have the norms

‖β̇‖2 = tr

([
0 d̄T

0 Skew(−d)

][
0 0
d̄ Skew(d)

])
= 2‖d‖2 +‖d̄‖2, (1.26)

‖α‖2 = tr

([
1 a
0 AT

][
1 0
a A

])
= 4+‖a‖2. (1.27)

For the special case of block matrices for infinitesimal motions as in (1.8), (1.25) leads
to the inequality

‖exp(v, v̄)− (E +Skew(v), v̄)‖ ≤ g(R), (1.28)

whereR is the norm of the infinitesimal motion with coordinatesv, v̄. Namely,R2 =
2‖v‖2 + ‖v̄‖2. The functiong(t) hasg(0) = ġ(0) = 0, so the approximation is very
good if bothv, v̄ are small. For biggerv, v̄, this inequality gives only little information,
becauseg(t) grows rapidly.

The following well known property of the logarithm is an easy consequence of the
previous inequality or Prop. :

Proposition 3. If α(t) is a smooth one-parameter motion which passes through the
identity pose(E,0) for t = 0 and has the tangent vector (i.e., infinitesimal motion)
with coordinates d, d̄ there, then also the curvelogα(t) in R6 has the tangent vector
(d, d̄) ∈ R6 at t = 0.

For straightening a piece of SE3 around a poseα, we use

logα (β) := log(α
−1

β). (1.29)

(1.29) is a way to represent poses nearα by vectors inR3+3. A domain where logα can
be unambiguously defined is e.g. the set of posesβ where the rotation angle between
α andβ is less thanπ. The mapping logα is schematically illustrated by Figure 1.2.
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(C,c)

(E,0)

(0,0)
A (C,c)−1A

log(C,c)(A )

SE3

Figure 1.2: Schematic illustration of a tolerance zoneA in SE3, poses(C,c) and
(E,0), and the matrix logarithm.

X A ′(X) A ′′(X)

(a) (b) (c)

Figure 1.3: From left to right: The setsX, A ′(X), andA ′′(X) for different non-smooth
tolerance zones. The diameters ofA ′ andA ′′ are 0.2 and 0.5, respectively.

1.3 Tolerance zones

It is an aim of this chapter to deal with discrete “pose clouds”. Like in the case ofR3,
where point clouds represent solids or surfaces, pose clouds represent six-dimensional
solids in SE3. We first have a look at the continuous case, i.e., the case of a domain
with smooth boundary inside SE3. Later we consider pose clouds which represent such
solids.

Suppose thatA is such a set of poses in SE3. We assume thatA is the closure of its
interior (topological properties refer to the manifold SE3, not to ambient spaceR3×3+3)
and is compact. The diameter ofA could be expressed in terms of the Frobenius norm.

§ 1.3.1 Swept volumes

The swept volumeA (X) of a rigid bodyX which assumes every pose in the setA
is defined as the union of allα(X) asα ranges inA . Such volumes are illustrated
in Figure 1.3. We are interested in the boundary∂A (X). The following elementary
statement, which is a first step in this direction, uses the boundaries∂X and∂A of the
bodiesX andA .
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Proposition 4. For a point x∈ X and a poseα ∈A , the pointα ·x is contained in the
boundary∂A (X) of the swept volume only if x is a boundary point of X and the pose
α is a boundary pose ofA .

As has been remarked in the introduction, the computing of Minkowski sums could
be seen as a special case of this chapter, if all motions are translations. Prop. 4 has a
counterpart in the Minkowski sum context: Ifx∈X andy∈Y, thenx+y is a boundary
point ofX +Y only if bothx∈ ∂X andy∈ ∂Y.

Proof: (i) If x is not a boundary point ofX, then neither isα · x a boundary point of
α(X). It follows thatα ·x is no boundary point ofA (X). (ii) If α is in A , but not in
the boundary, then small translations in all directions will changeα such that it is still
contained inA . It follows that for anyx, α · x can still be translated in all directions
without leavingα(X). Thus it is no boundary point of the swept volume. �

§ 1.3.2 Tangent spaces of tolerance zones

The boundary surface∂A of the tolerance zoneA has five-dimensional tangent spaces.
The tangent space at the poseα is a subspace of the six-dimensional space of infinites-
imal motions attached toα. Fortunately our introduction of coordinatesd, d̄ for in-
finitesimal motions by (1.6) identifies the space of infinitesimal motions attached to a
poseα with the vector spaceR3+3 of pairsd, d̄, so a five-dimensional subspace is de-
termined byonelinear relation between the six coordinates ofd, d̄: We are numbering
the coordinates ofd, d̄ such thatd =(d1, d2, d3) andd̄ =(d4, d5, d6). Thecoefficients
in the linear relation are numbered in an unorthodox way:

n4d1 +n5d2 +n6d3 +n1d4 +n2d5 +n3d6 = 0. (1.30)

We collect the coefficientsni in two vectorsn, n̄ such thatn=(n1, n2, n3) andn̄=(n4,
n5, n6). Then (1.30) reads

〈n̄,d〉+ 〈n, d̄〉= 0. (1.31)

§ 1.3.3 Flattening tolerance zones inSE3

The reason why we apply mappings like the logarithm to poses is that a vector space
is a friendly environment with regard to computing tangent spaces and their linear
equations. Moreover, the logarithm has the following nice property:

Proposition 5. The equation of the boundary’s tangent space is the same forα in A
and for0 in logα (A ).

Proof: The coordinatesd, d̄ for an infinitesimal motioṅβ attached toα do not change
if we multiply both β̇ andα with the same pose from the left. ThusA has atα the
same tangent space equation asB := α

−1 ·A has atα−1 ·α.

19



By Prop. 3, taking the logarithm does not change the coordinates of tangent vectors.
So if the identity pose happens to be a boundary pose ofB, then logα (A ) = log(B)
has in(0,0) the same tangent vectors asB has in(E,0). �

§ 1.3.4 Envelopes

§ 1.3.4 contains the main theoretical results of this chapter. We extend the concept
of normal vector pointing outwardswhich is well known in the context of smoothly
bounded solids to tolerance zones. We define theoriented envelopeof a rigid body
with respect to a tolerance zone and show that the boundary of the swept volume is
contained in this envelope. By the passage to so-calledouter part, equality is achieved.
This is the basis of our algorithms given later — we compute the boundary of the swept
volume via computing the oriented envelope.

The well known Minkowski sum case

If X andY are bodies inR3 with a smooth boundary, then boundary pointsx∈ ∂X and
y∈ ∂Y can contribute to a boundary pointx+ y of the Minkowski sumX +Y only if
the tangent spaces ofX at x and ofY at y are parallel. This is the so-calledenvelope
condition. If it is possible to queryY for boundary points whose tangent plane has a
given orientation, computation of the Minkowski sum’s boundary is two-dimensional
in nature: For a sample of boundary pointsx1,x2, . . . of X, we search for corresponding
points inY and thus get a surface-shaped collection of points. It is called theenvelope
of the boundary∂X with respect to the translations defined by the boundary∂Y. The
actual boundary ofX +Y is contained in that surface. Another name for the envelope
is convolution surfaceof the boundaries∂X and∂Y.

Without much effort it is possible to refine the envelope condition: Each boundary
point of eitherX orY is given a normal vector which points towards the outside. Then
x+y is a boundary point ofX +Y only if the outward normal vectors associated with
the pointsx andy coincide. Again, for a samplex1,x2, . . . of boundary points inX we
can query the boundary ofY for pointsyi, j such thatxi andyi, j has the same normal
vector. The boundary of the Minkowski sum is contained in theoriented envelopeof X
with respect toY, which is the surface which contains all sumsxi +yi, j . The envelope
usually is twice as big as the oriented envelope.

It is the purpose of the following sections to generalize these concepts to sets of poses.

Outward normal vectors

In general, the vectorn is anoutward normal vectorof a solid in a boundary point,
if for all vectorsv which donot point toward the outside ofX in that point, we have
〈n,x〉 ≤ 0. For a tolerance zoneA (which is not a solid in a vector space) we do the
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following: In view of Prop. 5, the tangent space ofA at a boundary poseα occurs
also as tangent space of logα A . When grouping the coefficients in the linear equation
of this tangent space as in (1.31),(n̄,n) is a normal vector of logα A . By multiplying
bothn andn̄ with −1 if necessary, we can make the vector(n̄,n) point outward, and
we say it is anoutward normal vectorof A . The fact that(n̄,n) points outward means
that for all vectors(d, d̄) pointing inwards, we have

d1n3 +d2n4 +d3n5 +d4n1 +d5n2 +d6n3 ≤ 0. (1.32)

As the boundary of the swept volume is two-dimensional, and the boundary of a tol-
erance zone has dimension five, only a small part (in fact, a two-dimensional one) can
be expected to contribute to the boundary of the swept volume. With the solidX, this
is different: Its boundary already has the right dimension, so we can expect that a
substantial part of∂X contributes to∂A (X). Below follows a nice geometric relation
between normal vectors ofA and those poses which contribute to the swept volume’s
boundary.

Oriented Envelopes Def. 1 defines the concept of oriented envelope of a solid with
respect to a full-dimensional setA of poses (its computation is the topic of Section
1.4). The purpose of this definition is to find a set which is not much larger than the
boundary of the swept volume we are looking for.

Definition 1. Suppose that x is a boundary point of X with outward normal vector n.
If (n̄,n) with n̄ = x× n is an outward normal vector of the tolerance zoneA at the
boundary poseβ , thenβ ·x is a point of the oriented envelope of X with respect toA .

Proposition 6. The boundary of the swept volumeA (X) is contained in the oriented
envelope of X with respect toA .

Proof: We assume thatx, n andβ are as in Def. 1. The solidβ(X) is contained in
the swept volumeA (X) and touches∂A (X) from the inside in the pointβ · x. Any
smooth one-parameter motionα(t) which starts withα(0) = β and hasα(t) ∈A for
all t movesX inside the swept volume. So the velocity vectorα̇ · x at t = 0 points
towards the inside ofA (X), and therefore towards the inside ofβ(X). If we use
coordinate vectorsd, d̄ for the infinitesimal motionα̇, this fact is expressed by the
inequality (1.14). This is the same inequality as (1.32) which says that(n̄,n) is an
outward normal vector. �

The outer boundary of a solid In the context of this chapter we are not interested
in any interior holes the compact solidsX andA (X) may have. We therefore employ
the concept ofouter boundary: For any compact setY, the difference setRn \Y has
exactly one unbounded component (theoutsideof Y). The part of the boundary of
Y which is adjacent to the outside ofY is called theouter boundaryof Y. If Y is a
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surface, then∂
outY exists, but we call itouter partof Y in order not to apply the word

“boundary” to something which is boundary-shaped already.

The operation of computing the outer part of a surface is e.g. built in software which
handles triangle meshes. It consists of the trimming away of interior surface compo-
nents.

Proposition 7. If X is a solid andA is a tolerance zone, then the outer boundary of
the swept volume is the same as the outer part of the oriented envelope.

Proof: The implication∂X⊂Y⊂X =⇒ ∂
outX = ∂

outY is obvious from the definition
of ∂

out. With Y as the oriented envelope, the result follows from Prop. 6. �

If we specialize this result to the case of Minkowski sums, we get the statement that
∂

out(X +Y) is the same as the outer part of of the convolution surface of∂X and∂Y.

All normal vectors occur If M is a compact smooth surface in Euclidean space, it
is easy to show that every unit vectorn occurs as an outward normal vector in some
pointx (choose the pointx in M where〈x,n〉 is maximal). With tolerance zones in SE3,
such simple arguments are not available, as the meaning of ‘normal vector’ is different
and depends on the coordinates we have introduced for infinitesimal motions. There is
however the following property of tolerance zones of simple shape, whose proof uses
a topological argument.

Proposition 8. Assume that the tolerance zoneA is smooth, has the topology of a
ball, and is contained in a subset ofSE3 where the mappinglogα is well defined, for
someα. Then for every unit vector(n̄,n) ∈R3+3 there isβ ∈ ∂A such that(n̄,n) is an
outward normal vector at the poseβ .

The proof uses the concept of Brouwer degree of a mapping, its homotopy invariance
and the following facts: the degree of a diffeomorphism equals±1, and the degree of
a mapping which is not onto equals zero [30].

Proof: Normal vectors ofA do not change if we multiplyA with a poseβ from the
left. Thus we can without loss of generality assume thatα = (E,0) and logα = log.
We consider the mappingν0 which assigns to a pose its outward unit normal vector.
It is well known that there is a smooth isotopy of log(∂A ) to a sphere, which without
loss of generality can be made arbitrarily small and close to(0,0)∈R3+3. By applying
“exp” we get a smooth isotopy from∂A to a surfaceM1, which is the exponential of a
small sphere. With (1.28) the normal vectors ofM1 are arbitrarily close to the normal
vectors of a sphere, so the mappingν1 which assigns to each pose inM1 the outward
unit normal vector is 1-1 and onto. It follows that deg(ν1) = deg(ν0) = ±1, soν0 is
onto. �
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1.4 Point clouds and envelope computation

We now consider pose clouds in SE3, which are still denoted byA . The poses con-
tained inA are denoted by the symbolsα

1, α
2 and so on. Algorithm 6 given below

employs the matrix logarithm, which means higher computational complexity than
necessary. Section § 1.4.3 shows how to get rid of logarithms.

§ 1.4.1 Normal vectors of point clouds

We define outward normal vectors as below.

Definition 2. The vector n is called an outward normal vector of aconvexpoint cloud
x1, . . . , xr in a vertex xi0, if 〈xi0,n〉 ≥ 〈xi ,n〉 for all i.

It means that the entire cloud is contained in the halfspace with equation〈n,x〉 ≤
〈n,xi0〉. This halfspace is bounded by asupport planeof the cloud. Of course, if the
point cloud is dense and approximates a smooth surface, a normal vector defined in
this way approximates the normal vector in the sense of differential geometry. For a
given point cloud and normal vectorn, there is always a vertex where this vector is an
outward normal vector.

For a non-convex point cloudA , this definition of outward normal vector is no longer
useful. However, if we choosen from a uniform sample of points in the unit sphere and
compute corresponding half-spaces which containA , then the intersection of those
half-spaces approximatesA ’s convex hull. The domain associated with the cloud in
this way is not smaller than the domain represented by the cloud itself, and it is close
to it if A happens to have convex shape. We collect the instructions for computing
thisapproximate convex hulltogether with the points where given vectors are outward
normal vectors in the following algorithm:

Algorithm 4. Suppose x1, . . . ,xr is a point cloud, and n1, . . . ,ns is a point cloud rep-
resenting the surface of the unit sphere. Compute all values〈x j ,ni〉 and for each i,
choose an index j(i) such that〈x j(i),ni〉 ≥ 〈x j ,ni〉 for all j. Then the vertex xj(i) has ni

as an outward normal vector, and the intersection of the half-spaces〈x,ni〉 ≤ 〈x j(i),ni〉
is an approximate convex hull of the point cloud. ♦

§ 1.4.2 Normal vectors of pose clouds

We cannot apply Algorithm 4 to a pose cloudA directly. But by definition,(n̄,n) is
an outward normal vector at the boundary poseα, if it is an outward normal vector of
logα A at the origin of the coordinate system. This property can be used fortestingif
givenn̄,n andα fulfill the normal vector condition. Searching forα when onlyn̄,n are
given, is done in a way similar to Algorithm 4, using the fact that the matrix logarithm
has low distortion for small pose clouds.
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Suppose that a rigid body is triangulated, with verticesxi and outward normal vectors
ni at xi . We compute Plücker coordinatesni , n̄i with n̄i = xi ×ni . For eachi, we want
to find a poseα j(i) of the given pose cloud where(n̄i ,ni) is an outward normal vector.
Similar to Algorithm 4, we do not search the entire pose cloud, but a convex hull-like
object associated with the pose cloud. IfA represents a tolerance zone, this operation
means convexification and thus enlarging the tolerance zone, i.e., an error on the safe
side.

Algorithm 5. Suppose a pose cloudα1, . . . ,α
r and vectorsn̄,n are given. Compute

poses where(n̄,n) is an outward normal vector of the pose cloud as follows:

1. For each index i in1, . . . , r, compute the point cloudV = logα i(A ), which con-
sists of((v1, v̄1), . . . (vr , v̄r)). By construction,(vi , v̄i) = 0. If 〈n, v̄ j〉+ 〈n̄,v j〉 ≤ 0
holds for all index j, thenα i is a pose we are looking for.

2. Collect all such index i in a sequence iN−k, . . . , iN−1. ♦

This procedure is rather slow, as its computational complexity grows withO(N2),
whereN is the number of poses in the cloud. A faster algorithm is proposed below,
which does the following: We take any logarithm ofA and look for a pose where the
given vector is a normal vector. This is only an approximate answer, however. So we
now take the logarithm with respect to the pose thus found, and repeat the process until
it becomes stationary.

Algorithm 6. Suppose a pose cloudα1, . . . ,α
r and vectorsn̄,n are given. Compute

poses where(n̄,n) is an outward normal vector of the pose cloud as follows:

1. Let N= 0 and choose an index i0 with 1≤ i0 ≤ r.

2. Compute the point cloudV = logα iN (A ), which consists of((v1, v̄1), . . . (vr ,
v̄r)). By construction,(viN , v̄iN) = 0.

3. Find imax such that〈n, v̄i〉+ 〈n̄, vi〉 is maximal for i= imax.

4. Let iN+1 = imax, increment N.

5. If the sequence of indices computed has become periodic with period k (i.e.,
iN = iN−k), terminate with the output iN−k, . . . , iN−1. Otherwise continue with
2. ♦

If Algorithms 5 or 6 terminate with a unique indexiN, we have found a poseα iN

where(n̄,n) is an outward normal vector. Otherwise there arek > 1 candidates for that
pose. Which to choose, is the topic of Section § 1.4.4 below. Before that, we give an
elementary interpretation of Algorithms 5 and 6.
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§ 1.4.3 An elementary interpretation

In the proof of Prop. 6 we encountered the following situation: A poseβ in A and
a boundary pointx of X with outward normal vectorn have the property thatβ · x
is a boundary point of the swept volumeA (X). Then necessarilyβ(X) touches the
boundary ofA (X) from the inside. Any velocity vectoṙα · x attached toβ which
points towards the inside ofA must fulfill

〈α̇ ·x,Bn〉 ≤ 0 (β = (B,b)). (1.33)

As explained in that proof, this expresses the fact that any one-parameter motion inside
A which starts inβ assigns a velocity vector tox which points towards the inside of
the swept volume. The inequality (1.33) also expresses the fact that(n× x,n) is an
outward normal vector ofA .

Now A = α
1, . . . ,α

r is a pose cloud. Assume thatβ = α
i0. All difference vectors

α
i −β are vectors attached toβ pointing towards the inside ofA . The denserA , the

better the set of difference vectors approximates the set of vectors pointing towards the
inside.

It is easy to set up an algorithm which for givenx andn finds a boundary poseβ such
that (1.33) is fulfilled. In view of the discussion above, this is in principle the same as
Algorithms 5 or 6, which find poses where(x×n,n) is an outward normal vector of
A . It goes as follows: First, (1.33) is rewritten as

〈Bn,(Ai −B)x+(ai −b)〉 ≤ 0 (i = 1, . . . , r). (1.34)

This is equivalent to

〈n,B−1(Ai −B)x+B−1(ai −b)〉 ≤ 0,

and in view ofβ−1
α

i = (B−1Ai ,B−1(ai −b)) also equivalent to

〈n,β
−1

α
i ·x〉 ≤ 〈n,x〉 (i = 1, . . . , r). (1.35)

Thus we have the following Algorithms 7 and 8, which are corresponding to Algo-
rithms 5 and 6 respectively, for finding poses which for a given boundary point ofX
contribute to the oriented envelope:

Algorithm 7. Suppose that a pose cloudα
1, . . . ,α

r and a boundary point x∈ ∂X with
an outward normal vector n are given. Compute poses where(n̄,n) is an outward
normal vector of the pose cloud as follows:

1. For each index i in1, . . . , r, if 〈(α
i)−1

α
j ·x,n〉 ≤ 〈x,n〉 holds for all index j, then

α
i is a pose we are looking for.

2. Collect all such indices i in a sequence iN−k, . . . , iN−1. ♦
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Algorithm 8. Suppose a pose cloudα1, . . . ,α
r and a boundary point x∈ ∂X with an

outward normal vector n are given. Compute poses where(n̄,n) is an outward normal
vector of the pose cloud as follows:

1. Let N= 0 and choose an index i0 with 1≤ i0 ≤ r.

2. Find imax such that i7→ 〈(α
iN)−1

α
i ·x,n〉 attains its maximum for i= imax.

3. Let iN+1 = imax and increment N. Terminate if the sequence of iN’s becomes
constant or periodic, otherwise start again with 2. ♦

Algorithms 7 and 8 can be used as substitutes for Algorithms 5 and 6 respectively
in the later Algorithms 9 and 10. They are an entire order of magnitude faster and
numerical experience shows that they indeed find the same indices as Algorithms 5
and 6.

§ 1.4.4 Making the result unique

As the purpose of Algorithms 5, 6, 7, and 8 is to compute, for a given pointx∈ ∂X with
an outward normal vectorn, a poseα such thatα ·x is a boundary point of the swept
volume, it is not difficult to decide which of thek candidates suggested by Algorithms
5, 6, 7, or 8 is the right one:

Algorithm 9. Suppose a pose cloudα
1, . . . ,α

r and vectors n, n̄ = x×n are given. We
want to compute a poseα i where(n̄,n) is an outward normal vector ofA .

1. Compute indices iN−k, . . . , iN−1 with Algorithms 5, 6, 7, or 8.

2. Compute a mean normal vector of the bodiesα
iN− j (X) in the pointsα

iN− j ·x by
letting nmean= ∑k

j=1AiN− j n.

3. Choose i∈ {iN−k, . . . , iN−1} such that〈α i ·x,nmean〉 is maximal, i.e., x is moved
as far as possible in direction nmean. ♦

The following algorithm computes a discrete version of the oriented envelope of a
triangulated rigid bodyX with respect to a pose cloudA .

Algorithm 10. Suppose that∂X is given as a triangle mesh with vertices xj and out-
ward normal vectors nj . Further, a pose cloudA is given. For all xj , use Algorithm 9
to compute an index i( j) from xj , nj andA . Then the pointα i( j) ·x j is a vertex of the
oriented envelope of X with respect toA . The connectivity of the triangulation of the
oriented envelope is the same as the one of∂X. ♦

According to Prop. 7, the outer part of the oriented envelope equals the boundary of the
swept volume. A tame example, where the swept volume is bounded by the oriented
envelope, is illustrated in Figure 1.4.
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(a) (b)

Figure 1.4: (a): Triangle mesh representing the boundary of an ellipsoidX. (b): The
boundary of a swept volumeA (X).

1.5 Trimming and smoothing

The result of the algorithms above usually has self-intersections, especially if the rigid
bodyX we started with is not convex (cf. Figure 1.11.e). Fortunately computing the
outer part of a surface is a built in feature of various software packages, and we will
not consider that problem here.

§ 1.5.1 Smoothing

Another topic is smoothness of the swept volume’s boundary. High-dimensional point
clouds must have much more points in order to represent a smooth object faithfully.
We cannot expect that pose clouds have this property. Numerical experience shows
that smoothing∂A (X) is often necessary. In the spirit of tolerance analysis, we must
not makeA (X) smaller by smoothing, so we suggest the simple procedure below. It
depends on the fact that the normal vectors in a boundary pointAx+ a of the swept
volume is given byAn, if n is the normal vector ofX atx:

Algorithm 11. Assume a triangle mesh with vertices yi and normal vectors̃ni in the
vertices.

1. For all i store the neighbours of the vertex yi in the set Ci (cf. Figure 1.5).

2. Consider the forces Fi = ∑ j∈Ci

y j−yi
‖y j−yi‖ exerted on yi from its neighbours.

3. Vertices yi where〈Fi , ñi〉 > 0 are moved into an equilibrium position: Consider
Fi as a function of yi and choose d such that〈Fi(yi + dñi), ñi〉 = 0. Move yi to
yi +dñi . ♦

§ 1.5.2 Rounding off sharp edges

Rounding off sharp edges in a triangulated data setX with tubular surfaces of very
small radius or even zero radius has the effect that the normal vector does not abruptly
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Figure 1.5: A vertex in the triangle mesh with its neighbours.

change from one face to the next. This rounding procedure (Algorithm 12) has been
applied to the car partX in Section § 1.6.2.

Algorithm 12. Assume a triangle mesh with vertex set P, face set F and normal vec-
tors set N of the vertices, and a given threshold angleω (i.e. the biggest angle) of the
sharp edge, we want to modify the triangulation such that there is no sharp edge.

1. Look for all the sharp edges. (a) Compute the normal vectors of all faces ac-
cording to the positions of their vertices; (b) For each pair of adjacent faces,
compute the angle between them using the normal vectors in (a). If the angle is
less thanω, then the edge connecting the two faces is a sharp edge.

2. Introduce new edges along each sharp edge. Suppose that p1p2 is a sharp edge
connecting faces p1p4p2 and p1p2p3, (cf. Figure 1.6). Suppose the unit normal
vectors of the faces p1p4p2 and p1p2p3 are n1 and n2, respectively. Choose a
number n (e.g. n= 5). Introduce new vertices

p1,1 = p1,2 = · · ·= p1,n = p1

and
p2,1 = p2,2 = . . . ,= p2,n = p2.

The normal vectors at both new vertices p1,k and p2,k are given by

(1− i−1
n−1

)n1 +
i−1
n−1

n2 (i = 1, . . . ,n).

Delete the faces p1p4p2 and p1p2p3 from the face set. Introduce new faces:

p1p4p1,1, p1,1p4p2,1, p2,1p4p2, p2p3p2,n, p3p1,np2,n, p1,np3p1,

p1p1,i p1,i+1, p2p2,i+1p2,i , p1,i p2,i p1,i+1, p2,i p1,i+1p2,i+1,(i = 1, . . . ,n−1).
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Figure 1.6: Adding edges with the purpose of rounding sharp edges.

3. Delete the vertices that connect exactly two modified edges. As shown in Figure
1.7, the vertex p2 will be deleted, and all faces containing it undergo some modi-
fication. For i= 1, . . . ,n−1, the faces p2,i+1p2,i p2 are replaced by p2,i+1p2,i p′2,i ,
and the faces p′2,i p

′
2,i+1p2 are replaced by p′2,i p

′
2,i+1p2,i+1. For all other faces

that contain the vertex p2, the vertex p2 is replaced by p′2,n or p1,2 which de-
pends on which sides the face is located to the edge p1p2. In detail, if p2pi p j ,
p j p2pi or pi p j p2 is a face containing p2, we will consider the inner product
〈p j − pi , p2− p1〉. If it is positive, p2 will be replaced by p′2,n in this face; other-
wise it will be replaced by p2,1.

Figure 1.8 shows an example of rounding the sharp edges of a cube.

1.6 Numerical examples

We experienced computation times of 10−5 seconds per vertex and pose on a PC with
1.0 GHz in computing the oriented envelope, without trimming and smoothing. De-
pending on the size of the pose cloud, up to 7 % of points with non-unique index in
Algorithms 6 and 8 were observed.

§ 1.6.1 Pose clouds of varying smoothness

To show numerical examples, we consider the pose clouds:Ak = α
1, . . . ,α

r (k =
1,2, . . . ,5), whereα

i = exp(di , d̄i), anddi and d̄i are 3-vectors which are chosen as
follows:

1. In A1, r = 200,(di , d̄i) are randomly chosen such that‖di‖2 +‖d̄i‖2 ≤ 0.2.
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Figure 1.7: Deleting vertices in rounding sharp edges.

2. A2 is the same asA1, but 0.1≤ ‖di‖2 +‖d̄i‖2 ≤ 0.2.

3. A3 is the same asA1, but‖di‖ ≤ 0.2, ‖d̄i‖ ≤ 0.2.

4. In A4, we letr = 26 and take(di , d̄i) as the vertices of the cube 0.2· [0,1]6.

5. In A5, we letr = 202 and choose bothdi andd̄i as one of 20 evenly distributed
points on a sphere of radius 0.2 inR3. These 20 evenly distributed points are,
e.g.,0.2p

‖p‖ , where

p = (i1(0,0,3)+ i2(2
√

2,0,−1)+ i3(−
√

2,
√

6,−1)+ i4(−
√

2,−
√

6,−1),
(1.36)
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(a) (b) (c)

Figure 1.8: rounding the sharp edges of a cube. (a) the original cube; (b) the cube after
rounding sharp edges, where only a slight difference in shading is visible; (c) the offset
surface of (b), where the verticespi with outward unit normal vectorni are moved to
pi +2ni .

andi1, . . . , i4 are non-negative integers withi1 + i2 + i3 + i4 = 3.

We apply these pose clouds to a 3D model courtesy of Vienna University of Tech-
nology and the well known Stanford dragon respectively. The oriented envelopes are
computed by Algorithm 10, and Figures 1.9 and 1.10 show these swept volumes.

§ 1.6.2 Swept volumes of vibrating parts

Figure 1.11.a shows the evenly sampled surface of a car partX, which assumes all
poses in some cloudA . The motion of the part, i.e., the poses inA , could for example
be given by simulating vibration. The result of the action ofA on X is shown in
Figures 1.11.b and 1.11.c. Details of the oriented envelope is shown in Figures 1.11.d–
i.

The pose cloudA used in the figure of the simulating vibration does not come from
an actual simulation but is designed as below:

A = {α
i | i = 1,2, . . . ,200}, α

i = exp(di , d̄i), (di , d̄i) =
8

∑
j=1

r j sin(ω j i)Vj , (1.37)

whereVj are eight random unit vectors inR6, and

ω = (1.12321,2.2134,3.3421,4.4532,5.5643,7.75,8.89,10.0),

r = (0.01,0.006,0.004,0.0026,0.0017,0.0008,0.0004,0.0002).
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(a) (b) (c)

(d) (e) (f)

Figure 1.9: (a) A 3D model courtesy of Vienna University of Technology; (b)–
(f) Swept volumes of the object corresponding toA1, . . . ,A5 of Section § 1.6.1, re-
spectively.

1.7 Conclusion

We have shown how to compute the swept volume of a solid given by a triangle mesh
under the action of a full-dimensional set of poses, which can be thought of either
as tolerance zone of an imprecisely defined pose, or as a set of poses obtained by
measurements or simulation. The algorithms are based on geometric properties of
normal vectors of pose clouds and oriented envelopes. Thus the problem which a
priori is difficult and requires searching in high dimensions, is reduced to dimension
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(a) (b)

(c) (d)

(e) (f)

Figure 1.10: (a) The Stanford dragon; (b)–(f) Swept volumes of the Stanford dragon
corresponding toA1, . . . ,A5 of Section § 1.6.1, respectively.
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(a) (b)

(c) (d)

(e) (f)

(g) (h) (i)

Figure 1.11: (a) Car part courtesy AVL List GmbH. (b) Swept volume for a pose cloud
representing vibration. (c) the mixture image of the original and the swept. (d)–(i) Part
surface and the oriented envelope. Here trimming is necessary.
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two.
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Chapter 2

Asymptotic analysis of implicit
tolerance problems

2.1 Introduction

Geometric constraint solvingmeans the problems which arise when the location of
geometric objects is described via relations between them. Issues important in ap-
plications of this concept aresolvability of constraint problems and theirsensitivity
to errors [21]. Many methods have been proposed for geometric constraint solving:
based on dependency graphs [7, 27, 14, 26, 29], rule-based [8, 16, 17, 36] and numer-
ical ones [25, 28], and methods based on symbolic computing [16, 17, 24]. See also
the survey article [22].

This chapter is concerned with the propagation of errors through implicit constraints,
based on the concept oftolerance zone[22, 31, 33, 37]. The present chapter is a
sequel of [38], which describes a general analysis of the propagation of tolerance zones
through implicit constraints, with a focus on geometric constructions.

We assume that a certain number of geometric objects are given imprecisely – each
of them is known to be contained in a certain tolerance zone. Other geometric objects
are located via constraints, and we want to give tolerance zones for them. This is done
by linearizing the system of constraints and estimating the linearization error. For
each configuration, this works only up to a certain maximum size of tolerance zones,
dependent on the particular instance of the constraint problem we wish to analyze, on
the number of objects and constraints involved, and on the behavior of the constraints’
derivatives.

Estimating the linearization error in the way presented here is most efficient if the
constraints are quadratic polynomials. The reason for this is that these constraints are
reproduced exactly by their second order Taylor expansion. As it is hard to think of ge-
ometric relations which are not expressible via quadratic polynomials, this means that
for many applications estimating the norms of second derivatives in a certain region
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as described in Section § 2.3.3 can be replaced by computing those norms once. A
short discussion of the relation of this work and tolerance zones in general to interval
arithmetic can be also found in the introductions to [37] and [38]. Most of the material
in this chapter is also contained in the technical report [39].

2.2 Preliminaries

We consider two kinds of entities: thefixedvariablesx = (x1, . . . , xn), and themoving
variablesy = (y1, . . . , ym) with xi , y j ∈ R. The constraintsimposed onx and y are
collected in aC2 functionF as follows:

F : U×V →W : F(x,y) = (F1(x,y), . . . ,Fm(x,y)) (U = Rn,V = W = Rm), (2.1)

where each componentFi(x,y) represents a constraint. Solving the constraint problem
means findingy for givenx such thatF(x,y) = 0.

We shortly discuss solvability and uniqueness of a solution: Suppose thatF(u,v) =
0. A local solution of the constraint problem which extends the solution(u,v) is a
functionG : U →V, defined in a connected neighbourhood ofu such thatF(x,G(x)) =
0 for all x whereG is defined. It follows from the inverse function theorem that such
a local solution exists ifF,y(u,v) is nonsingular. If we are interested in only oney j , we
write y j = G j(x).

§ 2.2.1 Linear and bilinear mappings: notation

For the convenience of the reader we repeat some facts concerning linear and bilinear
operators, their norms, and their relation to the Taylor expansion in Section § 2.2.1—
Section § 2.2.4.

We use the symbolsU , V, W for linear spaces.L(U,W) andB(U,V,W) denote the
spaces of linear mappings fromU to W and bilinear mappings fromU ×V to W,
respectively. We employ the notation “α ·u” and “β [u,v]” to indicate that we applyα
to u andβ to the pair(u,v). “α(u)” is a linear mapping which depends onu. For each
β ∈ B(U,V,W) there are associated mappings

β
φ ∈ L(U,L(V,W)), β

ψ ∈ L(V,L(U,W)), with β [u,v] = β
φ (u) ·v = β

ψ(v) ·u. (2.2)

Subscripts indicate coefficients of vectors with respect to previously defined bases:
α ∈ L(U,W) andβ ∈ B(U,V,W) have the coordinate representations

[α ·u]r = ∑
i

α ri ui and β [u,v]r = ∑
i, j

β ri j uiv j , (2.3)
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respectively. Thecoordinate matrixof α contains the coefficientsα ri . It is elementary
that the coordinate matrices of the linear mappingsβ

φ (u) andβ
ψ(v) consist of

[βφ (u)]r j = ∑
i

uiβ ri j and [β ψ(v)]ri = ∑
j

v jβ ri j , (2.4)

respectively.

§ 2.2.2 Taylor expansion of the constraints

Derivatives of the functionF of (2.1) with respect tox andy at (u,v) are the linear
mappings

F,x(u,v) ∈ L(U,W), F,y(u,v) ∈ L(V,W) (U = Rn,V = W = Rm), (2.5)

whose coefficients are given by the partial derivatives∂ Fr
∂ xi

and ∂ Fr
∂ yi

, respectively. Sec-

ond derivatives ofF are the bilinear mappings

F,xx∈ B(U,U,W),F,xy∈ B(U,V,W),F,yy∈ B(V,V,W) (U =Rn,V =W=Rm), (2.6)

whose coefficients are the second partial derivatives∂
2
Fr

∂ xi∂ x j
, ∂

2
Fr

∂ xi∂ y j
, and ∂

2
Fr

∂ yi∂ y j
(in that

order). Taylor’s theorem says that for any(u,v),(h,k) ∈ Rn×Rm there isθ ∈ [0,1]
with

F([u
v]+ [h

k ]) = F([u
v])+F,x([u

v]) ·h+F,y([u
v]) ·k (2.7)

+
1
2

F,xx([u
v]+θ [h

k ])[h,h]+F,xy([u
v]+θ [h

k ])[h,k]+
1
2

F,yy([u
v]+θ [h

k ])[k,k].

Here we employed column vector notation “[u
v]” for (u,v) ∈ Rn×Rm.

§ 2.2.3 Computing norms of linear and bilinear mappings

We assume thatα ∈ L(U,W), β ∈ B(U,V,W), and that the linear spacesU,V,W are
equipped with norms. We are going to use theLp norms inp = 1,2,∞:

‖x‖p := (∑ |xi |p)
1
p for 1≤ p < ∞, (2.8)

and‖x‖∞ = maxi |xi |. In any case,

‖α‖L(U,W) := sup
‖u‖U≤1

‖α ·u‖W, ‖β‖B(U,V,W) := sup
‖u‖U ,‖v‖V≤1

‖β [u,v]‖W. (2.9)

For computing norms inL(U,W), see e.g. [19]. In general, if the unit sphereSU in U is
a convex polyhedron with verticesxi , then for any normed spaceX and linear mapping
α : U → X, we have

‖α‖L(U,X) = maxi ‖α ·xi‖X. (2.10)
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This applies to the 1-norm and the∞-norm inU . As to bilinear mappings, it is not
difficult to show that

‖β‖B(U,V,W) = ‖β
φ‖L(U,L(V,W)) = ‖β

ψ‖L(V,L(U,W)). (2.11)

This means that in case eitherSV or SU is a polyhedron, we are able to compute
‖β‖B(U,V,W). We write ‖β‖p,q,r in order to indicate that the spacesU,V,W use the
p-, q-, andr-norms, respectively.

A case not handled by the polyhedral approach is‖β‖2,2,∞, which equals the maximum

singular value of the dimW matrices(β ri j )
j=1,...,dimV
i=1,...,dimU . Further, there is the inequality

‖β‖2,2,2 ≤
√

dimW‖β‖2,2,∞ (2.12)

For more details, see also [38].

§ 2.2.4 Norms of derivatives

The three vector spacesU , V, W involved in the definition ofF in (2.1) and the second
derivatives in (2.6) are assumed to be equipped with norms.V = W as a linear space,
butV andW may be different as normed linear spaces. We are going to consider only
solutions of the constraint problems where there are upper bounds of the following
form

‖F,xx(u,v)‖ ≤ α, ‖F,xy(u,v)‖ ≤ β , ‖F,yy(u,v)‖ ≤ γ (α
2 +β

2 + γ
2 > 0). (2.13)

Upper bounds as required by (2.13) are particularly simple to give ifF is aquadratic
function, because thenF,xx, F,xy, andF,yy depend neither onx nor ony. Later we need
the following function:

∆(s, t) :=
1
2
(α s2 +2β st+ γ t2). (2.14)

2.3 Tolerance zones and implicit equations

This section sums up results of [38]. We first discuss local solutions of implicit equa-
tions and later apply a linearized local solution to tolerance zones. Theorem 1 below
yields an upper bound for the error we make in this process, provided tolerance zones
are small enough. The range of validity of Theorem 1 is the subject of Section 2.5
below.

§ 2.3.1 Local solutions

Geometric tolerance analysis means that we are dealing with imprecisely defined ge-
ometric objectsp1, p2, . . . , each of which is contained in its tolerance zoneP1,P2, . . . .
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Geometric objectsq1,q2, . . . depend on thepi ’s, and we want to find tolerance zones
Q1,Q2, . . . for the q1,q2, . . . such that wheneverpi ∈ Pi for all i, we can be sure that
q j ∈ Q j for all j. We treat this problem by introducing coordinates for all geometric
entities involved, such that eachpi is represented by a group of fixed variables, and
eachqi is given by a group of moving variables:

x = (x1, . . . ,xr1︸ ︷︷ ︸
p1

,xr1+1, . . . ,xr1+r2︸ ︷︷ ︸
p2

, . . . ,xn), y = (y1, . . . ,ys1︸ ︷︷ ︸
q1

, . . . ,ym). (2.15)

If pi ∈ Pi for all i, then the vectorx, which actually constitutes coordinates forp1, p2,
. . . , is contained in the set

P1×P2× . . . ∈ Rr1×Rr2× . . . .

SupposeF(u,v) = 0 as above, such thatx = u,y = v represents a particular solution
of the constraint problem, then the local solutiony = G(x) leads to a tolerance zone
G(P1×P2× . . .) for the vectory. We define the functionsG( j) as those coordinates of
G, which belong to the geometric objectq j :

G(x) = (G1(x), . . . ,Gs1(x)︸ ︷︷ ︸
q1 = G(1)(x)

,Gs1+1(x), . . . ,Gs1+s2(x)︸ ︷︷ ︸
q2 = G(2)(x)

, . . . ,Gm(x)). (2.16)

Thus a tolerance zone of the geometric entityq j is given byG( j)(P1×P2× . . .). It is
customary to consider only such tolerance zonesPi which have the topology of a ball.
For computations one usually chooses simple shapes, such as convex ones.

As an example, we consider the casen = 4, m= 2, and

F1(x,y) = (x1−y1)2 +(x2−y2)2−2900,

F2(x,y) = (x3−y1)2 +(x4−y2)2−4100.

A particular solution is
(u,v) = (0,0,60,0,20,50).

This constraint problem has the following interpretation: The points

p1 = (x1,x2), p2 = (x3,x4), q1 = (y1,y2)

are constrained by the conditions

‖p1−q1‖2 = 2900 and ‖p2−q1‖2 = 4100.

Figure 2.1.a illustrates tolerance zonesP1, P2, and the tolerance zoneQ1 = G(1)(P1×
P2), wherey = G(x) is a local solution of the equationF(x,y) = 0 in a neighbourhood
of x = u,y = v.
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P1 P2

Q1

P1 P2

q1 +G(1,1)
,x · (P1− p1)

+G(2,1)
,x · (P2− p2)

P1 P2

Q1 ⊆ Glin(P1×P2)

+C′′B 2

(a) (b) (c)

Figure 2.1: (a) Exact and (b) linearized tolerance zones. (c) Upper bound of lineariza-
tion error.

§ 2.3.2 Linearizing constraints

We linearize the local solutiony = G(x) in a neighbourhood of a particular solution
u,v with F(u,v) = 0:

Glin(u+h) = G(u)+G,x(u) ·h, whereG,x(u) =−F,y(u,v)−1F,x(u,v) ∈ L(U,V).
(2.17)

The matrixG,x can be partitioned into column groups which correspond to the variables
contribute to a particular geometric entitypi , and into row groups which contribute to
a particular entityq j . Thus we get the following block matrix decomposition with
numbersr i andsj from (2.15), and a first order approximation for tolerance zonesQ j :

G,x =

 G(1,1)
,x G(2,1)

,x · · ·
}

s1

G(1,2)
,x G(2,2)

,x · · ·
}

s2
...

...
. ..︸︷︷︸

r1

︸︷︷︸
r2

 =⇒

{
Q j ≈G( j)

lin (P1×P2×·· ·)

= q j +∑i G
(i, j)
,x · (Pi − pi).

(2.18)

This Minkowski sum of affinely transformed tolerance zonesPi is particularly simple
to compute ifsi ≤ 2 in (2.15) (cf. [18]). We continue the example above, which is
illustrated by Figure 2.1: Here

G,x =
[

G(1,1)
,x |G(2,1)

,x

]
=

1
30

[
10 25 20−25
8 20 −8 10

]
.

The resulting linearized tolerance zone is shown in Figure 2.1.b. BothG(1,1)
,x andG(2,1)

,x

are singular, andG(i,1)
,x · (Pi − pi) is a straight line segment. It follows that we approxi-

mate the tolerance zoneQ1 by a parallelogram.

§ 2.3.3 Estimating the linearization error

The linearization error is the difference between an exact local solutionG and the
linearized one,Glin. Following [38], we use function∆ defined in (2.14).
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If F is linear, then the norms‖F,xx‖, . . . are zero and linearization is exact. For our
purposes it is essential that∆(s, t) is non-zero ifs, t > 0. Therefore we require that
α

2 +β
2 + γ2 > 0.

Theorem 1. Consider a solution(u,v) of the constraint problem F(x,y) = 0, and
assume that∆(s, t) is defined according to(2.14). Further assume that there is a local
solution G with v= G(u) and the corresponding linearized solution Glin. Choose
C,C′,Cmax such that

Cmax=
‖G,x(u)‖

‖F,y(u,v)−1‖ ·∆(1,2‖G,x(u)‖)
, C < Cmax, C′ = ‖G,x(u)‖C. (2.19)

A perturbation in u causes v to move with G(u+ h) = v+ k. The linearization of
this equation is Glin(u+ h) = v+ klin. The linearization error obeys the following
inequalities:

‖h‖ ≤C =⇒ ‖k‖< 2C′, ‖k−klin‖ ≤ ‖F,y(u,v)−1‖ ·∆(C,2C′) < C′. (2.20)

By modifying the proof of Theorem 1 in [38], it is easy to show the following stronger
result:

Theorem 2. Consider a solution(u,v) of the constraint problem F(x,y) = 0, and
assume that there exist upper boundsα

′, β
′ andγ ′ such that∀x∈U,y∈V,

‖F,y(u,v)−1F,xx(x,y)‖ ≤ α
′, ‖F,y(u,v)−1F,xy(x,y)‖ ≤ β

′, ‖F,y(u,v)−1F,yy(x,y)‖ ≤ γ
′.

Define

∆′(s, t) :=
1
2
(α

′s2 +2β
′st+ γ

′t2).

Further assume that there is a local solution G with v= G(u) and the corresponding
linearized solution Glin. Choose C,C′,Cmax such that

Cmax=
‖G,x(u)‖

∆′(1,2‖G,x(u)‖)
, C < Cmax, C′ = ‖G,x(u)‖C. (2.21)

A perturbation in u causes v to move with G(u+ h) = v+ k. The linearization of
this equation is Glin(u+ h) = v+ klin. The linearization error obeys the following
inequalities:

‖h‖ ≤C =⇒ ‖k‖< 2C′, ‖k−klin‖ ≤ ∆′(C,2C′) < C′. (2.22)

Proof: From Talor expansion, there is aθ ∈ [0,1] such that

k−klin =− 1
2

F,y(u,v)−1(F,xx(u+θh,v+θk)[h,h]

+2F,xy(u+θh,v+θk)[h,k]+F,yy(u+θh,v+θk)[k,k]
)
.
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Then

‖k−klin‖ ≤
1
2

(
‖F,y(u,v)−1F,xx(u+θh,v+θk)‖‖h‖2

+2‖F,y(u,v)−1F,xy(u+θh,v+θk)‖‖h‖‖k‖+‖F,y(u,v)−1F,yy(u+θh,v+θk)‖‖k‖2)
≤ ∆′(‖h‖,‖k‖). (2.23)

Let C′′ = ∆′(C,2C′), thenC′′ < C′ which is equivalent to the conditionC < Cmax.

If ‖k‖< 2C′, according to (2.23), the linearization error

‖k−klin‖ ≤ ∆′(‖h‖,‖k‖)≤ ∆′(C,2C′) = C′′

By the definition ofklin, we have

‖k‖ ≤ ‖klin‖+‖k−klin‖ ≤ ‖G,x(u)‖‖h‖+C′′ ≤C′+C′′.

This implies that either‖k‖ ≤ C′ +C′′ or ‖k‖ ≥ 2C′. As C′′ < C′, there is a certain
region, bounded by the spheres of radiusC′+C′′ and 2C′, which contains no vectork.
As G was supposed to be a local solution, and the sphere‖h‖ ≤C is connected, the
local value ofk must remain inside the sphere of radiusC′+C′′. So

‖k‖ ≤C′+C′′ < 2C′

�

Similar to Theorem 1, the estimates here can be sharpened a little without much effort:
Theorem 2 says that‖h‖< C implies that‖klin‖ ≤C′ and‖k−klin‖ ≤C′′. We get the
relation

‖k−klin‖ ≤ ∆′(‖h‖,‖k‖)≤ ∆′(C,C′+C′′) =: C′′′ < C′′.

In case the constraints inF are quadratic, (2.19) has the advantage over (2.21) that the
norms‖F,xx‖ ‖F,xy‖ ‖F,yy‖ have to be computed only once. On the other hand, (2.21)
gives a larger value ofCmax. There is also the following difference: IfF : U ×V →
W, thenF,y ∈ L(V,W) andF−1

,y ∈ L(W,V). So for (2.21), we compute norms in the
following spaces:

F,y(u,v)−1F,xx(x,y) ∈ B(U,U,V),

F,y(u,v)−1F,xy(x,y) ∈ B(U,V,V),

F,y(u,v)−1F,yy(x,y) ∈ B(V,V,V).

[38] gives examples which use Theorem 1 in order to give an upper bound for the
linearization error. Figure 2.1.c illustrates an offset of the linearized tolerance zone,
where the exact tolerance zoneQ1 is known to be contained in.

Theorem 1 gives an answer to the question of maximal size of the tolerance zone of the
fixed variables such that a tolerance zone of the corresponding moving variables can
be linearization computed with linear analysis plus an estimate for the linearization
error. Conversely, assume that the tolerance zone of the moving variables is prescribed
as a ball of radiusC∗, we have
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Theorem 3. With the assumption in Theorem 1, if

C∗ < C∗max := 2‖G,x(u)‖Cmax, (2.24)

then the choice of

C =

√
Cmax

(
C∗

‖G,x(u)‖
+

Cmax

4

)
−Cmax

2
(2.25)

ensures that‖h‖ ≤C implies‖k‖< C∗.

Proof: From (2.24) and (2.25) we know thatC < Cmax, according to Theorem 1, if
‖h‖ ≤C < Cmax, then

‖k‖< C′+‖F−1
,y ‖ ·∆(C,2C′) = C∗.

�

According to Theorem 2, Theorem 3 remains true if we make the substitution

‖F,y(u,v)−1‖∆̇(s, t)−→ ∆′(s, t). (2.26)

§ 2.3.4 Balancing the constraint equations

Obviously the local solutions do not change if we multiply some constraints by factors,
but the computation ofCmax is affected by it. A rule of thumb might be that all variables
should have values of the same order of magnitude. The same holds true for the choice
of coordinate system, especially the choice of unit length. Some of the coordinates
may reflect length, or length squared, or might have no dimension. The coordinate
vector of a plane, for instance, contains a unit vector together with a coordinate whose
geometric meaning is length. By choosing the unit length appropriately it is easy to
achieve any magnitude of that single coefficient. A general answer to the balancing
question appears to be difficult.

It is an aim of the following sections to investigate several geometric constructions
in EuclideanR3 in order to gain insight in the behavior ofCmax and the norms of
derivatives needed when changing the coordinate system.

2.4 Coordinates and relations

This section sums up elementary properties of coordinates for points, oriented lines
and oriented planes in Euclidean space.
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geometric relation number and nature of
constraints involving more
than one geometric entity

number and nature of
constraints involving only
one geometric entity

dist(p,q) = d 1 ‖p−q‖2 = d 0
p∈ L 3 p× l = l̄ 1 ‖l‖2=1,����〈l , l̄〉=0
p∈ L 2 two of p× l = l̄ 2 ‖l‖2=1,〈l , l̄〉=0
q = pedalL(p) 4 q× l = l̄ ,〈p−q, l〉= 0 1 ‖l‖2=1,����〈l , l̄〉=0
−→
dist(p,U) = d 1 u0 + 〈u, p〉= d 1 ‖u‖2=1
p∈U 1 u0 + 〈u, p〉= 0 1 ‖u‖2=1
^(G,H) = θ 1 〈g,h〉= cosθ 4 ‖g‖2=1,‖h‖2=1,

〈g, ḡ〉=0,〈h, h̄〉=0
G ‖ H 3 g =±h, 3 ‖g‖2=1,�����‖h‖2=1,

〈g, ḡ〉=0,〈h, h̄〉=0
G∩H 6= {} 1 〈g, h̄〉+ 〈ḡ,h〉= 0 4 ‖g‖2=1,‖h‖2=1,

〈g, ḡ〉=0,〈h, h̄〉=0
L⊂U 3 u× l̄ = u0l 3 ‖u‖2 = ‖l‖2=1,����〈l , l̄〉=0
L⊥U 3 u =±l 2 ‖u‖2=1,����‖l‖2=1,〈l , l̄〉=0
U ‖V 3 u =±v 1 ‖u‖2=1,����‖v‖2=1

Table 2.1: Relations between pointsp,q, linesL = (l , l̄), G = (g, ḡ), H = (h, h̄), and
planesU = (u0,u), V = (v0,v). (cf. Section § 2.4.2).

§ 2.4.1 Coordinates for geometric objects

A point (x1,x2,x3) ∈ R3 naturally is given the coordinatesx1, x2, x3. Theplanewith
equation〈u,x〉+ u0 = 0 such thatu=(u1, u2, u3) has the coordinates(u0, u1, u2, u3).
We normalize the equation such thatu2

1 + u2
2 + u2

3 = 〈u,u〉 = 1. Actually such coordi-
nates represent an oriented plane, i.e., a plane together with a side of the plane where
the normal vectoru points to. Aline parallel to the vectorl =(l1, l2, l3) with l21 + l22 +
l23 = 1 is uniquely characterized by the moment vectorl̄ = x× l , if x is a point on the
line, and the line is reconstructed as the solution set of the three equationsx× l = l̄ , if
vectorsl and l̄ with 〈l , l̄〉 = 0 are given [32]. Thus we coordinatize the set of straight
lines inR3 by the six coordinates(l , l̄)= (l1, . . . , l6) with the side conditions〈l , l〉= 1
and〈l , l̄〉= 0. Actually any such coordinate vector means an oriented line, and(−l ,
−l̄) means the same line, but equipped with the reverse orientation. We will not always
mention that lines and planes are oriented.
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§ 2.4.2 Relations between geometric objects

We summarize relations between geometric objects in Tables 2.1 and 2.2. We use the
symbolsp,q for points,L = (l , l̄), G = (g, ḡ), H = (h, h̄) for lines, andU = (u0,u),
V = (v0,v) for planes. First comes a relation which involves points only: the distance
constraint. Next are relations between a point and a line. The incidence relationp∈ L
either uses only two out of the three equationsl̄ = p× l , or the condition that〈l , l̄〉= 0
has to be dropped. This is indicated by the canceling stroke in the right hand column.

We further consider the case thatq is the pedal point ofp onL, which means thatq∈ L
and the linep∨q is orthogonal toL. For the pedal point we give two formulas: One in
Table 2.1, and another on in Table 2.2, which introduces as a new variable the distance
of p’s pedal pointq from the origin’s pedal pointl × l̄ . The oriented distance of points
on a line, denoted by the symbol

−→
distL(p,q), is negative, if the vector−→pqdoes not point

in the same direction asl .

Next come relations between points and planes, which are straightforward. Relations
between lines include parallelity, distance of parallel lines, and distance of skew lines
G,H. The latter constraint can be made quadratic by introducing both sine and cosine
of the anglê (G,H) as new variables.

Relations between a line and a plane are orthogonality (two cases), parallelity and
incidence (L ⊂ U). A relation between planes given here is parallelity. As the line
given as intersection of two planes has coordinates proportional to(u× v,u0v− v0u),
also this results in a quadratic relation.

In Table 2.2, we introduce auxiliary variables (calledλ or d) into relations, which
either keep the symmetry in deleting equations and then make the equation easier, or
make equations quadratic. For instance, we consider the pedal point in a line again, as
represented in Table 2.2. After introducing a new variableλ = 〈l , p〉, we do not have
to delete any equations. The four other relations in that table would not be quadratic if
no auxiliary variables were introduced. It is easy to add more relations to these tables.

§ 2.4.3 Changing the coordinate system

It is an aim of this chapter to study the influence of translation, rotation, and scaling of
the underlying coordinate system on the local tolerance analysis via Theorem 1. The
choice of a different unit length (i.e., a scaling of the coordinate system with a factor
s> 0), translation byt ∈ R3, and rotation by a matrixA∈ SO3 transform coordinates
according to

p−→ sp, (l , l̄)−→ (l ,sl̄), (u0,u)−→ (su0,u). (2.27)

p−→ p+ t, (l , l̄)−→ (l , l̄ + t× l), (u0,u)−→ (u0−〈u, t〉,u). (2.28)

p−→ Ap, (l , l̄),−→ (Al,Al̄) (u0,u)−→ (u0,Au). (2.29)

The valueCmax as computed by Theorems 1 or 2 means the maximum size of tolerance
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geometric relation number and nature of
constraints involving more
than one geometric entity

number and nature of
constraints involving only
one geometric entity

q = pedalL(p) 4 〈l , p〉= λ , 2 ‖l‖2=1,〈l , l̄〉=0[
λ =

−→
distL(p,q)

]
l × l̄ +λ l = q

q = pedalU(p) 4 u0 + 〈q,u〉= 0 1 ‖u‖2=1[
λ =

−→
distU(p,q)

]
p−q = λu,

G ‖ H 4 g =±h,‖ḡ∓ h̄‖2 = d2 3 ‖g‖2=1,�����‖h‖2=1,
dist(G,H) = d 〈g, ḡ〉=0,〈h, h̄〉=0

dist(G,H) = d 2 〈g,h〉= λ2, 5 ‖g‖2=‖h‖2=λ 2
1 +λ 2

2=1,[
λ2=coŝ (G,H)

]
〈g, h̄〉+ 〈ḡ,h〉= dλ1 〈g, ḡ〉=0,〈g, h̄〉=0

L = U ∩V 6 λ (l , l̄) = (u×v,u0v−v0u) 3 ‖l‖2=1,�����〈l , l̄〉= 0,
‖u‖2=1,‖v‖2=1

Table 2.2: Relations becoming quadratic with new variables (cf. Section § 2.4.2).

zone of the fixed variables “x” around a local solutionx = u,y = v of the constraint
problemF(x,y) = 0. When changing the unit length so that coordinates of points get
multiplied by a factors> 0,Cmax usually will change.

If the fixed variables consist only of points, then an optimal method for local tolerance
analysis would result inCmax getting multiplied bys. If the different parts ofx as
described by (2.15) have also other meanings, such a simple statement is no longer
possible. For lines and planes, for instance, not all coordinates are scaled. While
it would be nice ifCmax would get bigger if all coordinates are multiplied bys, we
cannot expect this to be the case.

As all three type of geometric entities considered in detail in this chapter contain at
least one coordinate which is scaled withs, we do the following: We scale withs
according to (2.27), and have a look atCmax

s , which in the case of points means the size
of tolerance zone with respect to the coordinate system before scaling.

2.5 Examples

In this section, we collect constraints useful in geometric constraint solving problems
and show the influence of translation, rotation, and scaling on the value ofCmax com-
puted via Theorem 1. In the detailed computations included in the text, we use 1-norm
in the fixed variable space and 2-norm in the moving variable space. Other norms
are illustrated in data tables only. When investigating the influence of translations and
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‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 0.00 4.00 0.00 18.05 1.25 45.13
∞ 1 0.00 3.00 0.00 45.26 1.67 150.87
∞ 2 0.00 2.61 0.00 23.93 1.92 91.83
1 ∞ 0.00 2.00 0.00 8.16 2.50 40.80
1 1 0.00 2.00 0.00 18.16 2.50 90.80
1 2 0.00 1.62 0.00 10.80 3.09 66.73
2 ∞ 0.00 2.46 0.00 10.10 2.03 41.03
2 1 0.00 2.83 0.00 24.45 1.77 86.44
2 2 0.00 2.83 0.00 12.64 1.77 44.69

Table 2.3: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Section § 2.5.1, wheres= 0.1.

rotations we select the translation vectorst(τ) and rotation matricesA(φ) as

t(τ) =

 τ

τ

τ

, A(φ) =

 1 0 0
0 cosφ −sinφ

0 sinφ cosφ

.
§ 2.5.1 The pedal point in a plane

Consider pointsp1 = (x1,x2,x3), q1 = (y1,y2,y3), and a planeU = (x4, . . . ,x7). For-
mally, we letp2 = U . We consider the constraintsF(x,y) = 0 defined by the relation
q1 = pedalU(p1) according to Table 2.1. The auxiliary variableλ is identified withy4,
so we get

F(x,y) =


x4 +x5y1 +x6y2 +x7y3

x1−y4x5−y1

x2−y4x6−y2

x3−y4x7−y3

=⇒ F,y =


x5 x6 x7 0
−1 0 0−x5

0−1 0−x6
0 0−1−x7

 (2.30)

Besides,F,xx = 0 andF,yy = 0, so,Cmax(u,v) = (2‖F−1
,y F,xy‖)−1. In view of (2.27),Cmax

does not depend on the choice of unit length. A logarithmic diagram ofCmax
s is given

in Figure 2.2.d. For the particular solution

x = (50,28.9,81.6,0,0,0,1) and y = (50,28.9,0,81.6),

data are shown in Table 2.3. Other experimental data are shown in Figure 2.2.

§ 2.5.2 The pedal point in a line

Consider the geometric relationq1 = pedalL(p1), where p1 = (x1,x2,x3) is a fixed
point,q1 = (y1,y2,y3) is a moving point,L = (x4, . . . ,x9) is a line. According to Table
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(a) (b)

(c) (d)

Cmax(φ)

Cmax(τ)

ln(Cmax(s)/s)

φ

τ lns

Figure 2.2: The change ofCmax over coordinate transformations in the constraint prob-
lem of Section § 2.5.1. (a) The pedal point in a plane. (b) Diagram of the change of
Cmax over the rotation angleφ while rotating the coordinate system. (c) the same for
translating the coordinate system. (d) Logarithmic diagram ofCmax

s over a scaling fac-
tor s.

2.2, we add a variableλ = y4. We get the following constraint problemF(x,y) = 0,
where

F(x,y) =


x4x1 +x5x2 +x6x3−y4

x5x9−x6x8 +y4x4−y1

x6x7−x4x9 +y4x5−y2

x4x8−x5x7 +y4x6−y3

. (2.31)

Formally, we letL = p2. As a particular solution, we consider

p1 = (100,100,100), L =
√

3
3

(−1,1,1,0,−100,100),

q1 =
1
3
(100,200,200), and λ = y4 =

100
√

6
3

.

Experimental data are shown in Table 2.4.

When scaling with a factors> 0, F,y does not depend ons. So the bilinear mappings
B1 := F−1

,y F,xx andB2 := F−1
,y F,xy are constant.F,yy is zero.G,x expands to −x2

4 −x4x5 −x4x6 (−x4x1−y4)s (−x4x2−x9)s (−x4x3 +x8)s 0 x6 −x5

−x4x5 −x2
5 −x5x6 (−x5x1 +x9)s (−x5x2−y4)s (−x5x3−x7)s −x6 0 −x4

−x4x6 −x5x6 −x2
6 (−x6x1−x8)s (−x6x2 +x7)s (−x6x3−y4)s x5 −x4 0

−x4 −x5 −x6 −x1s −x2s −x3s 0 0 0

.
It is obvious that bothM0 := lims→0G,x and lims→∞

G,x
s depend only onx. Thus we get

the following expressions forCmax:

Cmax =
2‖G,x‖

‖B1‖+4‖B2‖‖G,x‖
,

49



‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 7.46 1.00 0.00 31.73 4.72 299.70
∞ 1 24.39 3.00 0.00 76.86 1.62 249.59
∞ 2 12.63 1.73 0.00 43.82 2.77 242.92
1 ∞ 1.00 1.00 0.00 13.94 4.91 136.93
1 1 2.73 1.00 0.00 29.71 4.89 290.44
1 2 1.41 1.00 0.00 18.10 4.90 177.53
2 ∞ 1.15 1.00 0.00 17.45 4.92 171.68
2 1 4.62 2.00 0.00 43.87 2.47 216.49
2 2 2.31 2.00 0.00 25.07 2.47 123.94

Table 2.4: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Section § 2.5.2, wheres= 0.1.

‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 28.28 129.10 6.00 39.80 1.39 108.13
∞ 1 28.28 39.11 4.20 44.91 2.19 197.07
∞ 2 28.28 56.37 4.90 39.93 1.98 158.34
1 ∞ 14.14 20.00 6.00 14.14 4.76 134.56
1 1 14.14 14.14 4.20 14.14 6.78 191.66
1 2 14.14 14.21 4.90 14.14 5.97 168.87
2 ∞ 14.14 43.89 6.00 20.20 3.03 122.23
2 1 84.85 34.64 4.20 26.36 3.42 180.36
2 2 34.64 49.23 4.90 20.21 3.36 135.93

Table 2.5: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Section § 2.5.3, wheres= 0.001.

and

lim
s→0

Cmax =
2‖M0‖

‖B1‖+4‖M0‖‖B2‖
, lim

s→∞
Cmax =

1
2‖B2‖

. (2.32)

It follows that the graph ofη = ln Cmax
s overξ = lns has asymptotes of the formη =

−ξ + lnC for both s→ 0 ands→ ∞, where lnC is the logarithm of either of the
two values in (2.32). Experimental data for the change ofCmax when changing the
coordinate system is also shown in Figure 2.3.

§ 2.5.3 The distance of skew lines

Consider the following constraint problem: The lineG = (g, ḡ) and the pointp are
fixed, andH = (h, h̄) is a moving line which is incident withp. Further, dist(G,H) = d
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(a) (b)

(c) (d)

Cmax(φ)

Cmax(τ)

ln(Cmax(s)/s)

φ

τ lns

Figure 2.3: (a) The pedal point in a line. (b)–(d) analogous to Figure 2.2, but for the
constraint problem of Section § 2.5.2.

and^(G,H) = θ , whered andθ are fixed. This is not quite the constraint problem
“dist(G,H) = d” of Table 2.2, because there the angle was expressed in terms of the
auxiliary variablesλ1 = sinθ , λ2 = cosθ . As this example shows, it is possible to take
the constraints with exactly the variables as listed in the tables above, but it is certainly
better from the viewpoint of problem size and magnitude ofCmax that the number of
variables is low. In this special case we have the 6 equations

h̄ = p×h (3 Equations), ‖h‖2 = 1, 〈g,h〉= cosθ , 〈g, h̄〉+ 〈ḡ,h〉= dsinθ .

for the 6 variables(h, h̄). Let G = (x1, . . . ,x6), p = (x7,x8,x9), d = x10, λ1 = x11 and
λ2 = x12. We get

F(x,y) =


y4 +x9y2−x8y3

y5 +x7y3−x9y1

y6 +x8y1−x7y2

y2
1 +y2

2 +y2
3−1

x1y1 +x2y2 +x3y3−x11

x1y4 +x2y5 +x3y6 +x4y1 +x5y2 +x6y3−x10x12

, (2.33)
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F,y =


0 x9 −x8 1 0 0

−x9 0 x7 0 1 0
x8 −x7 0 0 0 1

2y1 2y2 2y3 0 0 0
x1 x2 x3 0 0 0
x4 x5 x6 x1 x2 x3

,

F,x =


0 0 0 0 0 0 0 −y3 y2 0 0 0
0 0 0 0 0 0 y3 0 −y1 0 0 0
0 0 0 0 0 0 −y2 y1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

y1 y2 y3 0 0 0 0 0 0 0 −1 0
y4 y5 y6 y1 y2 y3 0 0 0 −x12 0 −x10

,

Fr,xx = 012×12(r = 1, . . . ,5), F4,xy = 012×6, Fr,yy = 06×6(r = 1,2,3,5,6),

F6,xx =
[

09×9 09×3

03×9 K

]
, Fr,xy =

 06×3 06×3
Kr 03×3

03×3 03×3

 (r = 1,2,3),

F5,xy =
[

E3 03×3

09×3 09×3

]
, F6,xy =

 03×3 E3

E3 03×3

06×3 06×3

, F4,yy =
[

2E3 03×3

03×3 03×3

]
,

where

K =

 0 0−1
0 0 0

−1 0 0

, K1 =

 0 0 0
0 0−1
0 1 0

, K2 =

 0 0 1
0 0 0

−1 0 0

, K3 =

 0−1 0
1 0 0
0 0 0

.
The particular solution chosen here isG =

√
2

2 (1,−1, 0, 0, 0,−100), p = (0, 0, 100),
d = 100,θ = π

4 , H = (1, 0, 0, 0, 100, 0). Table 2.5 shows experimental data for norms
andCmax. When scaling with a factors > 0, the variablesx4, . . . , x10,y4,y5,y6 are
scaled bys, while the others keep unchanged. We get

F,y(s) =
1
2



0 200s 0 2 0 0
−200s 0 0 0 2 0

0 0 0 0 0 2
4 0 0 0 0 0√
2−

√
2 0 0 0 0

0 0−100
√

2s
√

2−
√

2 0

,
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F−1
,y (s) =

1
100s



0 0 0 50s 0 0
0 0 0 50s −100

√
2s 0

1 −1 0 −100s 100
√

2s−
√

2
100s 0 0−5000s2 10000

√
2s2 0

0 100s 0 5000s2 0 0
0 0 100s 0 0 0



F,x(s) =



0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 −1 0

0 100s 0 1 0 0 0 0 0 −
√

2
2 0 −100s

,

G,x(s) =


0 0 0 0 0 0 0 0 0 0 0 0

−
√

2 0 0 0 0 0 0 0 0 0
√

2 0√
2 −

√
2 0 −

√
2

100s 0 0 0 0 1
100s

1
100s −

√
2

√
2

100
√

2s 0 0 0 0 0 0 0 0 0 −100
√

2s 0
0 0 0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0

.
We compute the bilinear mappingsF−1

,y F,xx, F−1
,y F,xy, F−1

,y F,yy:

[F−1
,y F,xx(s)]r = 012×12 (r 6= 3), [F−1

,y F,xx(s)]3 =
−
√

2
100s

F6,xx,

[F−1
,y F,xy(s)]1 = 012×9, [F−1

,y F,xy(s)]2 =−
√

2F5,xy,

[F−1
,y F,xy(s)]5 = F2,xy, [F−1

,y F,xy(s)]6 = F3,xy;

[F−1
,y F,xy(s)]3 =

1
100s


100

√
2sE3 −

√
2E3

−
√

2E3 03×3

K1−K2 03×3

03×3 03×3

, [F−1
,y F,xy(s)]4 =


100

√
2sE3 03×3

03×3 03×3

K1 03×3

03×3 03×3

;

[F−1
,y F,yy(s)]1 = [F−1

,y F,yy(s)]2 =
[

E3 03×3

03×3 03×3

]
, [F−1

,y F,yy(s)]3 =
[
−2E3 03×3

03×3 03×3

]
,

[F−1
,y F,yy(s)]4 =

[
−100sE3 03×3

03×3 03×3

]
, [F−1

,y F,yy(s)]5 =
[

100sE3 03×3

03×3 03×3

]
, [F−1

,y F,yy(s)]6 = 06×6.
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‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 0.00 28.57 2.98 15.22 6.76 205.67
∞ 1 0.00 31.43 1.21 33.51 6.94 465.17
∞ 2 0.00 24.74 2.44 21.45 6.49 278.52
1 ∞ 0.00 7.14 2.98 7.07 17.70 250.31
1 1 0.00 8.47 1.21 8.39 26.84 450.25
1 2 0.00 7.16 2.44 7.11 20.42 290.35
2 ∞ 0.00 14.25 2.98 10.03 11.32 226.95
2 1 0.00 18.35 1.21 18.94 12.11 458.54
2 2 0.00 24.62 2.44 10.06 10.17 204.77

Table 2.6: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Section § 2.5.4 (first variant), wheres= 0.001.

Hence we have the following limits:

A0 = lims→0(sG,x(s)), A∞ = lims→∞
G,x(s)

s ;
B0 = lims→0(sF−1

,y F,xx(s)), B∞ = lims→∞(F−1
,y F,xx(s));

C0 = lims→0(sF−1
,y F,xy(s)), C∞ = lims→∞

F−1
,y F,xy(s)

s ;

D0 = lims→0(F−1
,y F,yy(s)), D∞ = lims→∞

F−1
,y F,yy(s)

s ;

(2.34)

By definition, we have

lim
s→0

Cmax(s)
s

=
1

2(‖C0‖+‖A0‖‖D0‖)
, lim

s→∞
(s2Cmax(s)) =

1
2‖A∞‖‖D∞‖

. (2.35)

Thus the graph ofη = ln Cmax
s overξ = lns has the asymptotes

η =− ln[2(‖C0‖+‖A0‖‖D0‖)]

asξ →−∞ and
η =−3ξ − ln(2‖A∞‖‖D∞‖)

asξ →∞. They intersect atξ = lns0, where

s3
0 =

‖C0‖+‖A0‖‖D0‖
‖A∞‖‖D∞‖

.

This is illustrated in Figure 2.4.

Further, Figure 2.4 shows the behavior ofCmax if the origin is moved or the coordinate
system is rotated. It is apparent that the choice of origin is important, and thatCmax is
only marginally influenced by the choice ofs, provideds< s0.
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(a) (b)

(c) (d)

Cmax(φ)

Cmax(τ)

ln(Cmax(s)/s)

φ

τ lns

Figure 2.4: (a) A line passes through a fixed point and has fixed distance and angle to
another line. (b)–(d) analogous to Figure 2.2, but for the constraint problem of Section
§ 2.5.3.

§ 2.5.4 The line spanned by two points

We consider two pointsp1 = (x1, x2, x3), p2 = (x4, x5, x6) as fixed variables, and the
coordinates of the lineL =(l , l̄)= (y1, . . . , y6) spanned by them as moving variables.
Table 2.1 contains two different ways of expressing the condition thatpi ∈ L. Because
the four equations̄l = pi × l plus〈l , l̄〉= 0 are not independent, each incidence condi-
tion can use only three of them. For reasons of symmetry, it is preferable that we drop
〈l , l̄〉= 0, but we can do that only once — for the other incidence constraint, one of the
three equations of̄l = pi × l has to go also. Thus we get the following six equations
for y1, . . . ,y6:

F(x,y) =


y2

1 +y2
2 +y2

3−1
y3x2−y2x3−y4

y1x3−y3x1−y5
y2x1−y1x2−y6
y3x5−y2x6−y4

y1x6−y3x4−y5

= 0. (2.36)

The particular solution for which we display experimental data in Table 2.6 and Figure
2.5,b–d is

p1 = (40,30,70), p2 = (30,40,−70), L =
√

22
33

(−1
2
,
1
2
,−7,−245,245,35).
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(a) (b)

(c) (d)

Cmax(φ)

Cmax(τ)

ln(Cmax(s)/s)

φ

τ lns

(e) (f) (g)

Cmax(φ) Cmax(τ) ln Cmax(s)
s

φ τ lns

Figure 2.5: (a) A line spanned by two points. (b)–(d) analogous to Figure 2.2, but for
the constraint problem of Section § 2.5.4. (e)–(g) analogous to (b)–(d) but with the
second variant.

It is elementary to compute the following derivatives:

F,y =


2y1 2y2 2y3 0 0 0

0−x3 x2 −1 0 0
x3 0−x1 0−1 0

−x2 x1 0 0 0−1
0−x6 x5 −1 0 0

x6 0−x4 0−1 0

, F,x =


0 0 0 0 0 0
0 y3 −y2 0 0 0

−y3 0 y1 0 0 0
y2 −y1 0 0 0 0
0 0 0 0y3 −y2

0 0 0−y3 0 y1

,

Further,F,xx = 0, F1,xy = 0, Fr,yy = 0 for r = 2, . . . ,6, Fr,xy =
[

Kr 03×3

03×3 03×3

]
for r = 2,3,4,

Fr,xy =
[

03×3 03×3

Kr−3 03×3

]
for r = 5,6, andF1,yy =

[
2E3 03×3

03×3 03×3

]
, where we have used the

abbreviations

K2 =

 0 0 0
0 0 1
0−1 0

, K3 =

 0 0−1
0 0 0
1 0 0

, K4 =

 0 1 0
−1 0 0
0 0 0

.
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We scale the coordinates with a factors> 0. For this particular solution,

F,y(s) =
1
33


−
√

22
√

22−14
√

22 0 0 0
0−2310s 990s−33 0 0

2310s 0 −1320s 0−33 0
−990s 1320s 0 0 0−33

0 2310s 1320s−33 0 0
−2310s 0 −990s 0−33 0

,

F−1
,y (s) =

1
27720s



−210
√

22s −1 197 0 1 −197
210

√
22s −197 1 0 197 −1

2940
√

22s −14 −14 0 14 14
−102900s2 −14350s −490s 0−13370s 490s

102900
√

22s2 490s−13370s 0 −490s−14350s
14700

√
22s2 −7850s −5870s−27720s 7850s 5870s


,

F,x(s) =
√

22
66


0 0 0 0 0 0
0−14−1 0 0 0

14 0−1 0 0 0
1 1 0 0 0 0
0 0 0 0−14−1
0 0 0 14 0−1

,

G,x(s) =
√

22
130680s


197 1 −14 −197 −1 14

1 197 14 −1 −197 −14
−14 14 2 14 −14 −2

−490s14350s1060s 490s 13370s 920s
−13370s −490s 920s−14350s 490s 106s
−7850s 5870s 980s 5870s−7850s−980s

,

[F−1
,y F,xy(s)]1 =

1
27720s

[
−K2 +197K3 03×3

K2−197K3 03×3

]
, [F−1

,y F,xy(s)]2 =
1

27720s

[
−197K2 +K3 03×3

−197K2−K3 03×3

]
,

[F−1
,y F,xy(s)]3 =

1
1980s

[
−K2−K3 03×3

K2 +K3 03×3

]
, [F−1

,y F,xy(s)]4 =
1

396

[
−205K2−7K3 03×3

−191K2 +7K3 03×3

]
,

[F−1
,y F,xy(s)]5 =

1
396

[
7K2−191K3 03×3

−7K2−205K3 03×3

]
,

[F−1
,y F,xy(s)]6 =

1
2772

[
−785K2−587K3−2772K4 03×3

785K2 +587K3 03×3

]
,
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[F−1
,y F,yy(s)]1 =

[
−
√

22
66 E3 03×3

03×3 03×3

]
, [F−1

,y F,yy(s)]2 =
[ √

22
66 E3 03×3

03×3 03×3

]
,

[F−1
,y F,yy(s)]3 =

[
− 7

33

√
22E3 03×3

03×3 03×3

]
, [F−1

,y F,yy(s)]4 =
[
−245

33

√
22sE3 03×3

03×3 03×3

]
,

[F−1
,y F,yy(s)]5 =

[
245
33

√
22sE3 03×3

03×3 03×3

]
, [F−1

,y F,yy(s)]6 =
[

35
33

√
22sE3 03×3

03×3 03×3

]
.

We consider the limits

B0 = lim
s→0

(sG,x(s)), C0 = lim
s→0

(sF−1
,y F,xy(s)), D0 = lim

s→0
(F−1

,y F,yy(s)), (2.37)

B∞ = lim
s→∞

(G,x(s)), C∞ = lim
s→∞

(F−1
,y F,xy(s)), D∞ = lim

s→∞

F−1
,y F,yy(s)

s
.

Theorem 1 now shows that

lim
s→0

Cmax(s)
s

=
1

2(‖C0‖+‖B0‖‖D0‖)
, lim

s→∞
(sCmax(s)) =

1
2‖B∞‖‖D∞‖

. (2.38)

Thus the graph ofη = ln Cmax
s overξ = lns has the asymptotes

η =− ln[2(‖C0‖+‖B0‖‖D0‖)]

asξ →−∞ and
η =−2ξ − ln(2‖B∞‖‖D∞‖)

asξ →∞. They intersect atξ = lns0, where

s2
0 =

‖C0‖+‖B0‖‖D0‖
‖B∞‖‖D∞‖

.

This is illustrated in Figure 2.5.d.

By introducing the oriented distanced =
−→
distL(p1, p2) of the pointsp1 andp2, we get a

set of equations different from the previous one:‖l‖2 = 1, l̄ = p1× l andp2 = p1+dl.
Experimental data are shown in Table 2.7 and Figures 2.5,d–f. The limit case of scaling
in the constraint is similar to that of Section § 2.5.9 and we don’t include the details
here. We notice the following facts: Introduction of an auxiliary variable did not
diminish the size ofCmax overmuch, and it did improve the behavior with respect to
translations. However, it is apparently more important to choose the right scaling factor
s than it was with the first variant.
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‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 0.00 2.00 4.43 2.98 6.45 38.47
∞ 1 0.00 2.00 2.34 9.25 4.14 76.63
∞ 2 0.00 1.73 3.77 4.66 5.08 47.31
1 ∞ 0.00 1.00 4.43 1.39 13.74 38.09
1 1 0.00 1.00 2.34 2.34 15.11 70.81
1 2 0.00 1.00 3.77 1.50 14.73 44.16
2 ∞ 0.00 1.41 4.43 1.97 9.69 38.10
2 1 0.00 2.65 2.34 4.33 7.67 66.39
2 2 0.00 2.65 3.77 2.03 9.51 38.64

Table 2.7: Experimental values for various norms and the valuesCmaxandC∗maxaccord-
ing to the constraint problem of Section § 2.5.4 (second variant), wheres= 0.0051.

‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 0.00 4.00 1.73 2.31 6.25 28.87
∞ 1 0.00 3.00 2.31 5.20 3.33 34.64
∞ 2 0.00 2.89 1.15 2.89 8.04 46.41
1 ∞ 0.00 0.67 1.73 0.38 37.50 28.87
1 1 0.00 1.67 2.31 0.96 12.86 24.74
1 2 0.00 0.88 1.15 0.51 34.02 34.64
2 ∞ 0.00 1.73 1.73 1.00 14.43 28.87
2 1 0.00 1.81 2.31 1.81 8.35 30.22
2 2 0.00 1.63 1.15 1.00 17.94 35.87

Table 2.8: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Section § 2.5.5, wheres= 0.01.

§ 2.5.5 The plane spanned by three points

Consider the three pointsp1 =(x1, x2, x3), p2 =(x4, x5, x6), p3 =(x7, x8, x9) as fixed
variables and the coordinates of the planeU =(u0, u)= (y1, . . . , y4) as moving vari-
ables. The condition thatp1, p2, p3 ∈U is expressed by the three constraints〈pi , u〉+
u0 = 0 together with the normalization‖u‖2 = 1. Experimental data for the particular

solutionp1 =(100, 0, 0), p2 =(0, 100, 0), p3 =(0, 0, 100), andU =
√

3
3 (−100, 1, 1, 1)

are shown in Table 2.8 and Figure 2.6.

We demonstrate the influence of the choice of unit length via the following detailed
computations. Obviously,F,xx = 0, so

Cmax =
1

2(‖F−1
,y F,xy‖+‖G,x‖‖F−1

,y F,yy‖)
.
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(a) (b)

(c) (d)

Cmax(φ)

Cmax(τ)

ln(Cmax(s)/s)

φ

τ lns

Figure 2.6: (a) A plane spanned by three points. (b)–(d) analogous to Figure 2.2, but
for the constraint problem of Section § 2.5.5.

ln Cmax
s

lns

(ξ0,η0)

Figure 2.7: Detail of Figure 2.6.d (asymptotes).

We have

F(x,y) =


y2

2 +y2
3 +y2

4−1
y1 +y2x1 +y3x2 +y4x3

y1 +y2x4 +y3x5 +y4x6
y1 +y2x7 +y3x8 +y4x9

,

F,y=


0 2y2 2y3 2y4

1 x1 x2 x3

1 x4 x5 x6
1 x7 x8 x9

, F,x=


01×3 01×3 01×3

M 01×3 01×3

01×3 M 01×3

01×3 01×3 M

.
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F−1
,y = 1

m(ni j )4×4, whereM = [y2,y3,y4], m= det(F,y),

n11 =

∣∣∣∣∣
x1 x2 x3

x4 x5 x6
x7 x8 x9

∣∣∣∣∣ , n12 =−2

∣∣∣∣∣
y2 y3 y4

x4 x5 x6
x7 x8 x9

∣∣∣∣∣ , n13 = 2

∣∣∣∣∣
y2 y3 y4

x1 x2 x3

x7 x8 x9

∣∣∣∣∣ , n14 =−2

∣∣∣∣∣
y2 y3 y4

x1 x2 x3

x4 x5 x6

∣∣∣∣∣ ,
n21 =−

∣∣∣∣∣
1 x2 x3

1 x5 x6
1 x8 x9

∣∣∣∣∣ , n22 = 2

∣∣∣∣∣
0 y3 y4

1 x5 x6
1 x8 x9

∣∣∣∣∣ , n23 =−2

∣∣∣∣∣
0 y3 y4

1 x2 x3

1 x8 x9

∣∣∣∣∣ , n24 = 2

∣∣∣∣∣
0 y3 y4

1 x2 x3

1 x5 x6

∣∣∣∣∣ ,

n31 =

∣∣∣∣∣
1 x1 x3

1 x4 x6
1 x7 x9

∣∣∣∣∣ , n32 =−2

∣∣∣∣∣
0 y2 y4

1 x4 x6
1 x7 x9

∣∣∣∣∣ , n33 = 2

∣∣∣∣∣
0 y2 y4

1 x1 x3

1 x7 x9

∣∣∣∣∣ , n34 =−2

∣∣∣∣∣
0 y2 y4

1 x1 x3

1 x4 x6

∣∣∣∣∣ ,

n41 =−

∣∣∣∣∣
1 x1 x2

1 x4 x5
1 x7 x8

∣∣∣∣∣ , n42 = 2

∣∣∣∣∣
0 y2 y3

1 x4 x5
1 x7 x8

∣∣∣∣∣ , n43 =−2

∣∣∣∣∣
0 y2 y3

1 x1 x2

1 x7 x8

∣∣∣∣∣ , n44 = 2

∣∣∣∣∣
0 y2 y3

1 x1 x2

1 x4 x5

∣∣∣∣∣ .
Further, the coordinate matrices[F,xy]ri j for r = 1,2,3,4 are given in block matrix form
as

F1,xy = 09×4, F2,xy =
[

N
06×4

]
, F3,xy =

 03×4

N
03×4

, F4,xy =
[

06×4
N

]
,whereN =

[
03×1 E3

]
.

So the four components ofF−1
,y F,xy have the form

[F−1
,y F,xy]r =

1
m

 nr2N
nr3N
nr4N

 (r = 1,2,3,4).

The coordinate matrices[F,yy]1i j = 2diag(0,1,1,1) and[F,yy]ri j = 04×4 (r 6= 1), so the
four components ofF−1

,y F,yy have the form

[F−1
,y F,yy]r = 2

nr1

m
diag(0,1,1,1) (r = 1,2,3,4).

We get the following expression forG,x:

G,x =
1
m


n12M n13M n14M
n22M n23M n24M
n32M n33M n34M
n42M n43M n44M

.
Now introduce scaling withs, i.e.,

(x1, . . . ,x9) 7→ (sx1, . . . ,sx9) and (y1, . . . ,y4) 7→ (sy1,y2,y3,y4)
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according to (2.27). We writeF−1
,y F,xy(s), F−1

,y F,yy(s), G,x(s) in order to indicate that
there is a dependence ons. We see that:

[F−1
,y F,xy(s)]1 =

1
m

 n12N
n13N
n14N

, [F−1
,y F,xy(s)]r =

1
sm

 nr2N
nr3N
nr4N

(r = 2,3,4).

[F−1
,y F,yy(s)]1 = 2

sn11

m
diag(0,1,1,1),

[F−1
,y F,yy(s)]r = 2

nr1

m
diag(0,1,1,1) (r 6= 1).

G,x(s) =
1

sm


sn12M sn13M sn14M
n22M n23M n24M
n32M n33M n34M
n42M n43M n44M

.
We consider the limit ofF−1

,y F,xy(s), F−1
,y F,yy(s) andG,x(s) ass→ 0 ands→ ∞, and

introduce the following notation:

B0 := lim
s→0

(sG,x(s)) =
1
m


01×3 01×3 01×3

n22M n23M n24M
n32M n33M n34M
n42M n43M n44M

;

B∞ := lim
s→∞

G,x(s) =
1
m

[
n12M n13M n14M
03×3 03×3 03×3

]
;

C0 := lim
s→0

(sF−1
,y F,xy(s)) : [C0]1 = 09×4, [C0]r = [F−1

,y F,xy(1)]r (r = 2,3,4);

C∞ := lim
s→∞

F−1
,y F,xy(s) : [C∞]1 = [F−1

,y F,xy(1)]1, [C∞]r = 04×4 (r = 2,3,4);
D0 := lims→0F−1

,y F,yy(s) : [D0]1 = 04×4, [D0]r = [F−1
,y F,yy(1)]r (r = 2,3,4);

D∞ := lim
s→∞

(
1
s
F−1
,y F,yy(s)) : [D∞]1 = [F−1

,y F,yy(1)]1, [D∞]r = 04×4 (r = 2,3,4).

Then the limits are given by

lim
s→0

Cmax(s)
s

=
1

2(‖C0‖+‖B0‖‖D0‖)
, lim

s→∞
(sCmax(s)) =

1
2‖B∞‖‖D∞‖

. (2.39)

The graph ofη = ln Cmax
s overξ = lns has exactly the same behavior as the respective

graph in Section § 2.5.4 (first variant), as is also illustrated by Figure 2.7.
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‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 0.00 4.75 0.00 3.38 10.53 71.24
∞ 1 0.00 4.75 0.00 6.89 10.53 145.15
∞ 2 0.00 4.00 0.00 4.21 12.49 105.13
1 ∞ 0.00 1.30 0.00 1.30 38.42 100.00
1 1 0.00 2.14 0.00 2.14 23.33 100.00
1 2 0.00 1.30 0.00 1.30 38.42 100.00
2 ∞ 0.00 2.22 0.00 1.70 22.55 76.56
2 1 0.00 2.82 0.00 3.21 17.70 113.48
2 2 0.00 2.57 0.00 1.89 19.44 73.52

Table 2.9: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Section § 2.5.6, wheres= 0.01.

‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 5.66 0.00 5.66 3.27 26.44 172.73
∞ 1 20.01 0.00 2.43 7.53 26.38 397.47
∞ 2 8.53 0.00 4.17 3.70 31.23 231.04
1 ∞ 1.06 0.00 5.66 0.82 101.14 165.16
1 1 1.82 0.00 2.43 1.84 106.21 390.23
1 2 1.06 0.00 4.17 1.06 106.95 226.86
2 ∞ 1.06 0.00 5.66 1.41 61.07 172.72
2 1 7.44 0.00 2.43 3.21 59.66 383.45
2 2 2.81 0.00 4.17 1.41 78.12 221.07

Table 2.10: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Section § 2.5.7, wheres= 0.001.

§ 2.5.6 Intersection of line and plane

The intersection pointq1 = (y1,y2,y3) of a line L = (l , l̄) and a planeU = (u0,u)
is computed via the first of the two incidence conditionsq1 ∈ L and the incidence
conditionq1∈U mentioned in Table 2.1. AsF,xx = 0,F,yy = 0, andF,y is scale-invariant,
alsoCmax is scale-invariant.

For the particular solution

L =
√

83
83

(3,−5,7,350,−350,−400),

U = (0,0,0,−1), and q1 = (50,50,0),

experimental data are shown by Table 2.9 and Figure 2.8.
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(a) (b)

(c) (d)

Cmax(φ)

Cmax(τ)

ln(Cmax(s)/s)

φ

τ lns

Figure 2.8: (a) Intersection of a line and a plane. (b)–(d) analogous to Figure 2.2, but
for the constraint problem of Section § 2.5.6.

§ 2.5.7 Intersection of two planes

We consider the intersection lineL = (l , l̄) = (y1, . . . , y6) of two planesU = (u0,u) =
(x1, . . . , x4) andV = (v0,v) = (x5, . . . , x8), where the planes are fixed and the line is
moving. The constraintsF(x,y) = 0 is defined by the relationL = U ∩V according to
Table 2.2. By introducing the auxiliary variableλ = y7, we get

F(x,y) =



y2
1 +y2

2 +y2
3−1

x3x8−x4x7−y1y7

x4x6−x2x8−y2y7

x2x7−x3x6−y3y7

x1x6−x2x5−y4y7

x1x7−x3x5−y5y7

x1x8−x4x5−y6y7


=⇒ F,y =



2y1 2y2 2y3 0 0 0 0
−y7 0 0 0 0 0−y1

0−y7 0 0 0 0−y2

0 0−y7 0 0 0−y3

0 0 0−y7 0 0−y4

0 0 0 0−y7 0−y5
0 0 0 0 0−y7 −y6


, (2.40)

F,x=



0 0 0 0 0 0 0 0
0 0 x8 −x7 0 0−x4 x3

0−x8 0 x6 0 x4 0−x2

0 x7 −x6 0 0−x3 x2 0
x6 −x5 0 0−x2 x1 0 0
x7 0−x5 0−x3 0 x1 0
x8 0 0−x5 −x4 0 0 x1


,
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F−1
,y =

−1
2y7



−y1y7 2(1−y2
1) −2y1y2 −2y1y3 0 0 0

−y2y7 −2y1y2 2(1−y2
2) −2y2y3 0 0 0

−y3y7 −2y1y3 −2y2y3 2(1−y2
3) 0 0 0

−y4y7 −2y1y4 −2y2y4 −2y3y4 2 0 0
−y5y7 −2y1y5 −2y2y5 −2y3y5 0 2 0
−y6y7 −2y1y6 −2y2y6 −2y3y6 0 0 2

y2
7 2y1y7 2y2y7 2y3y7 0 0 0


,

G,x =



0 R1y1 x8 +R2y1 −x7 +R3y1 0 R4y1 −x4 +R5y1 x3 +R6y1

0−x8 +R1y2 R2y2 R3y2 0 x4 +R4y2 R5y2 −x2 +R6y2

0 x7 +R1y3 −x6 +R2y3 R3y3 0−x3 +R4y3 x2 +R5y3 R6y3

x6 −x5 +R1y4 R2y4 R3y4 −x2 x1 +R4y4 R5y4 R6y4

x7 R1y5 −x5 +R2y5 R3y5 −x3 R4y5 x1 +R5y5 R6y5

x8 R1y6 R2y6 −x5 +R3y6 −x4 R4y6 R5y6 x1 +R6y6

0 −R1y7 −R2y7 −R3y7 0 −R4y7 −R5y7 −R6y7


.

Here we have used the abbreviations

R1 = x8y2−x7y3, R2 = x6y3−x8y1, R3 = x7y1−x6y2,

R4 = x3y3−x4y2, R5 = x4y1−x2y3, R6 = x2y2−x3y1.

Further,

[F−1
,y F,xx]r=

1
y7

[
04×4 −Mr

Mr 04×4

]
(r = 1, . . . ,7), whereM1=


0 0 0 0
0 0−y1y3 y1y2

0 y1y3 0 1−y2
1

0−y1y2 y2
1−1 0

,

M2 =


0 0 0 0
0 0−y2y3 y1(y2

2−1)
0 y2y3 0 −y1y2

0 y1(1−y2
2) y1y2 0

, M3 =


0 0 0 0
0 0 1−y2

3 y1y2y3

0 y2
3−1 0−y1y3

0−y1y2y3 y1y3 0

,

M4 =


0 1 0 0

−1 0−y3y4 y2y4

0 y3y4 0−y1y4

0−y2y4 y1y4 0

, M5 =


0 0 1 0
0 0−y3y5 y2y5

−1 y3y5 0−y1y5
0−y2y5 y1y5 0

,

M6 =


0 0 0 1
0 0−y3y6 y2y6
0 y3y6 0−y1y6

−1−y2y6 y1y6 0

, M7 = y7


0 0 0 0
0 0 y3 −y2

0−y3 0 y1

0 y2 −y1 0

.
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As toF−1
,y F,yy, we have

[F−1
,y F,yy]r =

1
y7

[
diag(yry7,yry7,yry7,0,0,0) Nr

NT
r 0

]
(r = 1, . . . ,6),

[F−1
,y F,yy]7 =

[
diag(−y7,−y7,−y7,0,0,0) N7

NT
7 0

]
,

where

[N1, . . . ,N7] =


1−y2

1 −y1y2 −y1y3 −y1y4 −y1y5 −y1y6 y1

−y1y2 1−y2
2 −y2y3 −y2y4 −y2y5 −y2y6 y2

−y1y3 −y2y3 1−y2
3 −y3y4 −y3y5 −y3y6 y3

0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0

.

F,xy is zero.

When scaling with a factors> 0, coordinates transform according to

(x1,x5,y4,y5,y6) 7→ s(x1,x5,y4,y5,y6).

All other variables are independent ons. We consider the limit case. We can compute
the following matrices

B0 = lim
s→0

G,x(s); B∞ = lim
s→∞

G,x(s)
s

;

C0 = lim
s→0

F−1
,y F,xx(s); C∞ = lim

s→∞

F−1
,y F,xx(s)

s
;

D0 = lim
s→0

F−1
,y F,yy(s); D∞ = lim

s→∞

F−1
,y F,yy(s)

s
.

From

Cmax(s) =
2‖G,x(s)‖

‖F−1
,y F,xx(s)‖+4‖F−1

,y F,yy(s)‖‖G,x(s)‖2

we get

lim
s→0

Cmax(s) =
2‖B0‖

‖C0‖+4‖B0‖2‖D0‖
, lim

s→∞
(s2Cmax(s)) =

1
2‖B∞‖‖D∞‖

.

Thus the graph ofη = ln Cmax
s overξ = lns has the asymptotes

η =−ξ + ln(2‖B0‖)− ln(‖C0‖+4‖B0‖2‖D0‖)

asξ →−∞ and
η =−3ξ − ln(2‖B∞‖‖D∞‖)
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(a) (b)

(c) (d)

Cmax(φ)

Cmax(τ)
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Figure 2.9: (a) Intersection of two planes. (b)–(d) analogous to Figure 2.2, but for the
constraint problem of Section § 2.5.7.

asξ →∞. They intersect atξ = lns0, where

s2
0 =

‖C0‖+4‖B0‖2‖D0‖
4‖B0‖‖B∞‖‖D∞‖

.

Experimental data for the particular solution

U =
√

3
3

(100,−1,−1,−1), V =
√

3
3

(100,−1,−1,1),

L =
√

2
2

(−1,1,0,0,0,100), and λ =
2
3

√
2

are shown in Table 2.10 and Figure 2.9.

§ 2.5.8 Frameworks

A frameworkis a constraint system where all variables are points and the only con-
straints either are distances‖pi − p j‖2 = d2

i j involving a fixed and a moving variable,
or distances of the form‖qi −q j‖2 = d̄2

i j , involving moving variables. The interested
reader is referred e.g. to [3, 4], where the the matrixF,y (therigidity matrix) is the topic
of investigations concerning the generic rigidity and flexibility of frameworks.
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‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 0.09 0.09 0.03 5.00 2.04 20.45
∞ 1 0.15 0.05 0.03 7.00 1.88 26.38
∞ 2 0.10 0.06 0.02 5.20 3.28 34.13
1 ∞ 0.01 0.01 0.03 1.00 11.76 23.53
1 1 0.02 0.02 0.03 2.00 6.06 24.24
1 2 0.01 0.01 0.02 1.41 12.15 34.38
2 ∞ 0.01 0.03 0.03 2.25 5.04 22.62
2 1 0.03 0.03 0.03 3.32 3.79 25.17
2 2 0.02 0.03 0.02 2.33 6.92 32.29

Table 2.11: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Section § 2.5.8, wheres= 1.

‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 0.00 0.00 4.43 2.98 7.42 44.29
∞ 1 0.00 0.00 1.85 8.04 6.58 105.72
∞ 2 0.00 0.00 2.85 4.53 7.58 68.75
1 ∞ 0.00 0.00 4.43 1.39 15.97 44.29
1 1 0.00 0.00 1.85 1.56 33.82 105.72
1 2 0.00 0.00 2.85 1.39 24.70 68.75
2 ∞ 0.00 0.00 4.43 1.97 11.27 44.29
2 1 0.00 0.00 1.85 3.64 14.53 105.72
2 2 0.00 0.00 2.85 1.97 17.44 68.75

Table 2.12: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Section § 2.5.9, wheres= 0.0051.

With these distance constraints, we have

F,y(s)=sF,y(1), F,x(s)=sF,x(1), F,yy(s)=F,yy(1), F,xx(s)=F,xx(1), F,xy(s)=F,xy(1).

It is now obvious thatG,x(s) = G,x(1) and thatCmax(s)
s does not depend on the scaling

factors.

We consider the simple problem that a pointq1 is given by its three distancesd2
i =

‖q1− pi‖2 from pointsp1, p2, p3. The particular solution

p1 = (100,0,0), p2 = (0,100,0), p3 = (0,0,100)

for d1 = d2 = 100 andd3 = 100
√

3 is illustrated in Figure 2.10 and Table 2.11.
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(a) (b)

(c) (d)

Cmax(φ)

Cmax(τ)

ln(Cmax(s)/s)

φ

τ lns

Figure 2.10: (a) A point has fixed distances from three fixed points. (b)–(d) analogous
to Figure 2.2, but for the constraint problem of Section § 2.5.8.

§ 2.5.9 Two points determine a unit vector

This is a constraint problem not contained in the tables above. We have the fixed
variablesp1 = (x1, x2, x3), p2 = (x4, x5, x6) and the moving variablesq1 = (y1,y2,y3)∈
R3, y4∈R with the constraints‖q1‖2 = 1, p1− p2 = y4q1 (y4 is the distance ofp1 from
p2).

The particular solution

p1 = (40,30,70), p2 = (30,40,−70), q1 =
p2− p1

y4
, y4 = ‖p2− p1‖

is illustrated in Table 2.12 and Figure 2.11.

We haveF,xx = 0 andF,xy = 0, so we get

Cmax(s) =
1

2‖G,x(s)‖‖F−1
,y F,yy(s)‖

.

An elementary computation shows that

G,x(s) =
1

sy4

[
G̃(s)
g̃(s)

]
where

g̃(s) = y4
[

sy1 sy2 sy3 −sy1 −sy2 −sy3
]
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(a) (b)

(c) (d)

Cmax(φ)

Cmax(τ)

ln(Cmax(s)/s)

φ

τ lns

Figure 2.11: (a) An unit vector spanned by two points. (b)–(d) analogous to Figure
2.2, but for the constraint problem of Section § 2.5.9.

and

G̃(s) =

 1−y2
1 −y1y2 −y1y3 y2

1−1 y1y2 y1y3

−y1y2 1−y2
2 −y2y3 y1y2 y2

2−1 y2y3

−y1y3 −y2y3 1−y2
3 y1y3 y2y3 y2

3−1

.
We define

M̃(v1,v2,v3,v4) =

[ v1 v2
v1 v3

v1 v4
v2 v3 v4

]
and getF−1

,y F,yy(s) = 1
sy4

Bs, whereBs∈B(R4, R4, R4) has the following coordinates:

[Bs]1 = M̃(sy4y1,1−y2
1,−y2y1,−y1y3), [Bs]2 = M̃(sy4y2,−y2y1,1−y2

2,−y3y2),
[Bs]3 = M̃(sy4y3,−y1y3,−y3y2,1−y2

3), [Bs]4 = M̃(−s2y2
4y3,sy4y1,sy4y2,sy4y3).

Limits for s→ 0 ands→ ∞ are the following:

L0 := lim
s→0

sG,x(s) =
1
y4

[
G̃(s)
01×6

]
,

L∞ := lim
s→∞

G,x(s) =
[

O3×6

y1 y2 y3 −y1 −y2 −y3

]
.

Further,

lim
s→0

sF−1
,y F,yy(s) =

1
y4

B0,
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ln Cmax
s

lns

(ξ0,η0)

Figure 2.12: Detail of Figure 2.11.d (asymptotes).

whereB0 has the following coordinates:

[B0]1 = M̃(0,1−y2
1,−y2y1,−y1y3), [B0]2 = M̃(0,−y2y1,1−y2

2,−y3y2),
[B0]3 = M̃(0,−y1y3,−y3y2,1−y2

3), [B0]4 = 04×4.

The limit lims→∞
1
sF−1

,y F,yy(s) is denoted byB∞ and expands to

[B∞]r = 04×4 for r = 1,2,3; [B∞]4 = diag(−y4,−y4,−y4,0).

Thus

lim
s→0

(
1
s2Cmax(s)) =

1

2‖L0‖‖B0‖
, lim

s→∞
(sCmax(s)) =

1

2‖L∞‖‖B∞‖
. (2.41)

The graph ofη = ln Cmax(s)
s overξ = lns has the asymptotes

η = ξ − ln(2‖L0‖‖B0‖) (ξ →−∞),

η =−2ξ − ln(2‖L∞‖‖B∞‖) (ξ → ∞).

They intersect in the point

(ξ0,η0) =
1
3

(
ln
‖L0‖‖B0‖
‖L∞‖‖B∞‖

,− ln(8‖L0‖2‖B0‖2‖L∞‖‖B∞‖)
)
. (2.42)

We haveξ0 = lns0, where

s3
0 =

‖L0‖‖B0‖
‖L∞‖‖B∞‖

.

This is illustrated in Figure 2.12.

2.6 Scalar coordinates

There are all kinds of coordinates such as Cartesian coordinates, homogeneous co-
ordinates, Plücker coordinates and the normalized form of them. All they have their
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entity S-coordinate normalized homog-
eneous coordinate transformation

2D-line (u0,u1,u2) with
u2

0=u2
1+u2

2

(v0,v1,v2) with
v2

1+v2
2=1

u0=v0
ui=v0vi (i=1,2)

3D-plane (u0,u1,u2,u3) with
u2

0=u2
1+u2

2+u2
3

(v0,v1,v2,v3) with
v2

1+v2
2+v2

3=1
u0=v0

ui=v0vi (i=1,2,3)

Table 2.13: S-coordinates and normalized homogeneous coordinates of 2D-lines and
3D-planes

S-coordinate normalized Plücker coordinate

(g, ḡ) with ‖g‖= ‖ḡ‖, 〈g, ḡ〉= 0 (m,m̄) with ‖m‖= 1, 〈m,m̄〉= 0

transformation: g = ‖m̄‖m, ḡ = m̄

Table 2.14: S-coordinate and normalized Plücker coordinate of 3D-line

advantages and disadvantages in dealing with different situations. For instance, ho-
mogeneous coordinates enable uniform computations involving both infinite and finite
objects. However, they do not behave nicely with respect to the unit length, and also
have many problems in dealing with the distance between geometric entities. Here we
construct another kind of coordinates for lines and planes in Euclidean space such that
all components of the coordinate are proportional to the distance of the entity from the
origin. We call them scalar coordinates or simply S-coordinates, as the magnitude of
their components are invariant or proportional with respect to scaling or the choice of
unit length.

§ 2.6.1 S-coordinates of lines and planes

Ordinary Cartesian coordinates for a point are already proportional to the distance of
the point from the origin, so we keep using them for points.

For a line inR2 or a plane inR3, we use its distance from the origin as the first
component of the S-coordinate, and the coordinates of the pedal point of the origin on
it multiplied by−1 as the others. (See Table 2.13).

For a line inR3, we construct the S-coordinate from its the normalized Plücker coor-
dinate, as shown in Table 2.14. If(g, ḡ) is the S-coordinate of a line inR3, ḡ is the
moment vector of a unit force in the line with respect to the origin, andg is a direction
vector of the line such that‖g‖ = ‖ḡ‖. ‖ḡ‖ equals the distance of the origin from the
line.
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geometric relation number and nature of
constraints involving more
than one geometric entity

number and nature of
constraints involving only
one geometric entity

dist(p,q) = d 1 ‖p−q‖2 = d 0
p∈ L 3 p× l = ‖l̄‖l̄ 1 ‖l‖2=‖l̄‖2,����〈l , l̄〉=0
p∈ L 2 two of p× l = ‖l̄‖l̄ 2 ‖l‖2=‖l̄‖2,〈l , l̄〉=0
q = pedalL(p) 4 q× l = ‖l̄‖l̄ ,〈p−q, l〉= 0 1 ‖l‖2=‖l̄‖2,����〈l , l̄〉=0
−→
dist(p,U) = d 1 u2

0 + 〈u, p〉= u0d 1 ‖u‖2=u2
0

p∈U 1 u2
0 + 〈u, p〉= 0 1 ‖u‖2=u2

0
^(G,H) = θ 1 〈g,h〉= ‖ḡ‖‖h̄‖cosθ 4 ‖g‖2=‖ḡ‖2,‖h‖2=‖h̄‖2,

〈g, ḡ〉=0,〈h, h̄〉=0
G ‖ H 3 ‖h̄‖g =±‖ḡ‖h, 3 ‖g‖2=‖ḡ‖2,������

‖h‖2=‖h̄‖2,
〈g, ḡ〉=0,〈h, h̄〉=0

G∩H 6= {} 1 ‖h̄‖〈g, h̄〉+‖ḡ‖〈ḡ,h〉= 0 4 ‖g‖2=‖ḡ‖2,‖h‖2=‖h̄‖2,
〈g, ḡ〉=0,〈h, h̄〉=0

L⊂U 3 ‖l̄‖u× l̄ = u2
0l 2 ‖u‖2 = u2

0,‖l‖2=‖l̄‖2,

����〈l , l̄〉=0
L⊥U 3 ‖l̄‖u =±u0l 2 ‖u‖2=u2

0,������‖l‖2=‖l̄‖2,
〈l , l̄〉=0

U ‖V 3 v0u =±u0v 1 ‖u‖2=u2
0,�����‖v‖2=v2

0

Table 2.15: Relations between pointsp,q, linesL = (l , l̄), G = (g, ḡ), H = (h, h̄), and
planesU = (u0,u), V = (v0,v) with S-coordinates. (cf. Section § 2.6.2).

§ 2.6.2 Expressing geometric relations by S-coordinates

To express geometric relations by S-coordinates, we only need to replace the unit nor-
mal vectors such asu, v, l , g, andh in the geometric relations with the ordinary co-
ordinates byu

u0
, v

v0
, l
‖l̄‖ , g

‖ḡ‖ , and h
‖h̄‖ respectively. Analogous to Section § 2.4.2, we

summarize the geometric relations with S-coordinates in Tables 2.15 and 2.16.

§ 2.6.3 Transformation of the scalar coordinate system

The transformation formulas for scalar coordinates can be derived easily from those of
(2.27), (2.28) and (2.29). With the symbols as in Section § 2.4.3, we have

p−→ sp, (l , l̄)−→ s(l , l̄), (u0,u)−→ s(u0,u) (2.43)
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geometric relation number and nature of
constraints involving more
than one geometric entity

number and nature of
constraints involving only
one geometric entity

q = pedalL(p) 4 〈l , p〉= λ‖l̄‖, 2 ‖l‖2=‖l̄‖2,〈l , l̄〉=0[
λ = 1

‖l̄‖〈l , p〉
]

l × l̄ +λ l = q‖l̄‖
q = pedalU(p) 4 u2

0 + 〈q,u〉= 0 1 ‖u‖2=u2
0[

λ =
−→
dist(p,U)

]
u0(p−q) = λu,

G ‖ H 4 ‖h̄‖g =±‖ḡ‖h, 3 ‖g‖2=‖ḡ‖2,������
‖h‖2=‖h̄‖2

dist(G,H) = d ‖ḡ∓ h̄‖2 = d2 〈g, ḡ〉=0,〈h, h̄〉=0
dist(G,H) = d 3 〈g,h〉= λ2‖ḡ‖‖h̄‖, 4 ‖g‖2=‖ḡ‖2,‖h‖2 = ‖h̄‖2[

λ2=coŝ (G,H)
] ‖h̄‖〈g,h̄〉+‖ḡ‖〈ḡ,h〉=dλ1‖ḡ‖‖h̄‖,

λ 2
1+λ 2

2=1
〈g, ḡ〉=0,〈g, h̄〉=0

L = U ∩V 6 λ (l , l̄) = (u×v,u2
0v−v2

0u) 3 ‖l‖2=‖l̄‖2,�����〈l , l̄〉= 0,
‖u‖2=u2

0,‖v‖2=v2
0

Table 2.16: Relations becoming quadratic with new variables with S-coordinates. (cf.
Section § 2.6.2).

p−→ p+ t, (l , l̄)−→
(
∥∥t× l +‖l̄‖l̄

∥∥ l , ‖l̄‖t× l +‖l̄‖2l̄)
‖l̄‖2

,

(u0,u)−→ (1− 〈u, t〉
u2

0

)(u0,u) (2.44)

p−→ Ap, (l , l̄)−→ (
‖Al̄‖Al

‖l̄‖
,Al̄), (u0,u)−→ (u0,Au) (2.45)

Obviously,Cmax of Theorem 1 is expected to be multiplied bys as well in case of
choosing a different unit length.

§ 2.6.4 Geometric constraint problems with S-coordinates

Here we consider some of the examples in Section 2.5 again, but we use S-coordinates
in order to see howCmax is influenced by scaling.
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‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 0.00 7.18 26.16 1.41 1.13 3.20
∞ 1 0.00 10.12 9.66 5.31 0.81 8.65
∞ 2 0.00 6.05 10.64 2.45 1.56 7.63
1 ∞ 0.00 2.59 26.16 0.52 3.11 3.21
1 1 0.00 3.82 9.66 1.86 2.30 8.53
1 2 0.00 2.19 10.64 0.83 4.55 7.53
2 ∞ 0.00 3.64 26.16 0.71 2.26 3.19
2 1 0.00 6.48 9.66 3.24 1.32 8.58
2 2 0.00 5.98 10.64 1.22 2.63 6.45

Table 2.17: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Constructing a 3D-line with S-coordinate form
two points, wheres= 0.01.

Example 1. The line spanned by two points

We consider the example of Section § 2.5.4 again, this time using S-coordinates. A
new free variabley7 = ‖l̄‖ is introduced. The particular solution here is

L = (−3.518,3.518,−49.25,−34.8,34.82,4.975) and d = 49.497.

From Table 2.15 we get the constraint problemF(x,y) = 0, where

F(x,y) =



y2
1 +y2

2 +y2
3−y2

7
y2

4 +y2
5 +y2

6−y2
7

y3x2−y2x3−y4y7

y1x3−y3x1−y5y7

y2x1−y1x2−y6y7

y3x5−y2x6−y4y7

y1x6−y3x4−y5y7


. (2.46)

We select the unit lengths= 1. Table 2.17 showsCmax
s andC∗max

s , computed with differ-
ent norms.

Here,F,xx = 0, F,xy andF,yy are constant with respect tos,

F,x(s) = sF,x(1),F−1
,y (s) =

1
s
F−1
,y (1),G,x(s) = F−1

,y (s)F,x(s) = F−1
,y (1)F,x(1) = G,x(1).

It follows that

Cmax(s) =
1

‖F−1
,y (s)F,xy‖+2‖F−1

,y (s)F,yy‖‖G,x(s)‖

=
s

‖F−1
,y (1)F,xy‖+2‖F−1

,y (1)F,yy‖‖G,x(1)‖
,
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(a) (b) (c)

Cmax(φ) Cmax(τ) ln Cmax(s)
s

φ τ lns

Figure 2.13: The change ofCmax over coordinate transformations in the constraint
problem of Example § 2.6.4 in Section § 2.6.4. (a) Diagram of the change ofCmax over
the rotation angleφ while rotating the coordinate system. (b) the same for translating
the coordinate system. (c) Logarithmic diagram ofCmax

s over a scaling factors.

‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 0.00 5.20 6.93 1.73 2.91 10.07
∞ 1 0.00 4.73 7.73 4.73 1.21 11.45
∞ 2 0.00 4.24 4.00 2.45 3.56 17.45
1 ∞ 0.00 0.67 6.93 0.22 22.66 10.07
1 1 0.00 2.24 7.73 0.75 6.23 9.32
1 2 0.00 1.15 4.00 0.38 18.56 14.29
2 ∞ 0.00 1.73 6.93 0.58 8.72 10.07
2 1 0.00 2.83 7.73 1.63 3.24 10.57
2 2 0.00 2.00 4.00 0.81 9.49 15.51

Table 2.18: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Constructing a 3D-plane with S-coordinate form
three points, wheres= 0.01.

andCmax(s)
s does not depend ons. See Figure 2.13.

Example 2. The plane spanned by three points

We continue to consider the example in Section § 2.5.5. In terms of S-coordinates, the
particular solution of the plane is changed to

U = (−57.7,33.3394,33.3394,33.3394).

According to Table 2.15, the constraints read

F(x,y) =


y2

2 +y2
3 +y2

4−y2
1

y2
1 +x1y2 +x2y3 +x3y4

y2
1 +x4y2 +x5y3 +x6y4

y2
1 +x7y2 +x8y3 +x9y4

= 0. (2.47)

We select the unit lengths = 1. Table 2.18 showsCmax
s and C∗max

s , computed using
different norms.
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(a) (b) (c)

Cmax(φ) Cmax(τ) ln Cmax(s)
s

φ τ lns

Figure 2.14: (a)–(c) analogous to Figure 2.13, but for the constraint problem of Exam-
ple § 2.6.4 in Section § 2.6.4.

‖ · ‖U ‖ · ‖V ‖F−1
,y F,xx‖ ‖F−1

,y F,xy‖ ‖F−1
,y F,yy‖ ‖G,x‖ Cmax

s
C∗max

s

∞ ∞ 14.57 21.18 2.86 13.25 0.84 22.33
∞ 1 29.20 11.12 7.73 21.54 0.28 12.10
∞ 2 16.97 11.70 5.71 14.23 0.54 15.25
1 ∞ 6.00 4.06 2.86 3.46 3.47 24.07
1 1 7.73 4.35 7.73 4.70 1.22 11.43
1 2 6.03 3.53 5.71 3.48 2.10 14.59
2 ∞ 6.00 7.75 2.86 5.08 2.22 22.52
2 1 24.00 7.57 7.73 8.39 0.68 11.47
2 2 12.00 8.31 5.71 5.38 1.26 13.59

Table 2.19: Experimental values for various norms and the valuesCmax andC∗max ac-
cording to the constraint problem of Constructing the intersection of a 3D-line and a
3D-plane with S-coordinate, wheres= 0.01.

Here,F,xx = 0, F,xy andF,yy do not depend ons, Fx(s) = sFx(1), F−1
,y (s) = 1

sF−1
,y (1),

G,x(s) = F−1
,y (s)Fx(s) = F−1

,y (1)Fx(1) = G,x(1). So

Cmax(s) =
1

‖F−1
,y (s)F,xy‖+2‖F−1

,y (s)F,yy‖‖G,x(s)‖

=
s

‖F−1
,y (1)F,xy‖+2‖F−1

,y (1)F,yy‖‖G,x(1)‖
.

We see thatCmax(s)
s is constant. See Figure 2.14.

Example 3. The intersection of a line and a plane

We continue the example in Section § 2.5.6. When using S-coordinates, the particular
solution is given by

L = (l , l̄) = (−3.518,3.518,−49.25,−34.8,34.82,4.975)

and
U = (u0,u) = (−57.7,33.3394,33.3394,33.3394).
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(a) (b) (c)

Cmax(φ) Cmax(τ) ln Cmax(s)
s

φ τ lns

Figure 2.15: (a)–(c) analogous to Figure 2.13, but for the constraint problem of Exam-
ple § 2.6.4 in Section § 2.6.4.

A new free variabley4 = ‖l̄‖ is introduced. For the particular solutiony4 = 49.497.
From Table 2.15, we have

F(x,y) =


x2

7 +x8y1 +x9y2 +x10y3

x2
4 +x2

5 +x2
6−y2

4
x3y2−x2y3−x4y4

x1y3−x3y1−x5y4

. (2.48)

We select the unit lengths= 1. Table 2.19 shows thatCmax
s and C∗max

s with respect to
different norms.

F,xx, F,xy andF,yy are independent ofs, andFx(s)= sFx(1), F−1
,y (s)= 1

sF−1
,y (1), G,x(s)=

F−1
,y (s)Fx(s)= F−1

,y (1)Fx(1)= G,x(1). Thus,

Cmax(s) =
2‖G,x(1)‖

‖1
sF−1

,y (1)F,xx‖+2‖1
sF−1

,y (1)F,xy‖‖G,x(1)‖+4‖1
sF−1

,y (1)F,yy‖‖G,x(1)‖2

= sCmax(1),

We see thatCmax(s)
s does not depend ons. This is illustrated by Figure 2.15.
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