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Abstract

In this thesis, individual steps of a pipeline for processing of the peripheral Computed Tomography Angiogra-
phy (CTA) datasets are addressed. The peripheral CTA datasets are volumetric datasets representing pathologies
in vascularity of the lower extremities in the human body. These pathologies result from various atheroscle-
rotic diseases as e.g. the Peripheral Arterial Occlusive Disease (PAOD) and their early and precise diagnostics
significantly contributes to planning of a later interventional radiology treatment.

The diagnostics is based on visualization of the imaged vascular tree, where individual pathologic changes,
as plaque, calcifications, stenoses of the vessel lumen and occluded parts of the vessels are visible. CTA has
evolved within the recent years into a robust, accurate and cost effective imaging technique for patients with
both coronary and arterial diseases. As a result of the CTA scanning, a set of 1200–2000 transverse slices is
acquired, depicting vessels enhanced by means of an intravenously injected contrast medium. The number of
slices is high and therefore their manual examination is laborious and lengthy. As a remedy, post-processing
methods were developed to allow faster and more intuitive visualization of the imaged vascularity. However,
simple visualization by means of the traditional techniques as maximum-intensity projection (MIP) or direct
volume rendering (DVR) is hampered due to the presence of bones in the dataset, which occlude the vessels.
Therefore, a sequence of operations—the processing pipeline—is needed, leading to generation of clinically
relevant images which depict unobstructed vessels.

In the first step of the pipeline the dataset is segmented and the tissues are classified, to allow subsequent
vessel identification and bone removal. This is a complex task because of high density and spatial variability of
the tissues. Traditional image processing techniques do not deliver acceptable results and therefore in the thesis
we present new approaches that introduce additional ’anatomic’ information into the segmentation and classifi-
cation process. We propose a probabilistic atlas which enables modeling of spatial and density distributions of
vessel and bone tissues in datasets, to allow their improved classification. In the atlas construction the non-rigid
thin-plate spline warping and registration of the datasets are applied, to address the high anatomic variability
among the patients. The concept of the atlas is further extended by means of the watershed transform, to further
improve precision of the registration procedure. Alternatively, we propose and evaluate a technique for vessel
enhancement based on Hessian filtering to allow detection and recognition of vessel structures without operator
supervision.

In the second step a geometric model of the vessel tree is constructed to derive information about the vessel
centerlines. Here, an already available algorithm based on the so-called vessel-tracking, implemented by means
of optimal path searching, is exploited with improvements to make the geometric model more precise.

The third step of the processing pipeline—visualization—requires this model, since its results can be signifi-
cantly influenced by a potential imperfections, bringing in clinically misleading images. To address limitations
of the vessel visualization by means of the existing techniques as MIP, CPR or DVR we propose their gen-



eralization in form of a focus & context-based concept called VesselGlyph. VesselGlyph enables to combine
intuitively and systematically various visualization techniques to single a image to allow better, more compre-
hensive and unoccluded view of vessels for the diagnostic purposes.

To support the design and development of the proposed segmentation, modeling and visualization algorithms
and to enable their application in the clinical environment, we implemented a set of tools grouped in the An-
gioVis ToolBox software. Within this application, individual steps of the processing pipeline are accomplished.
The toolbox is complemented with additional utilities constituting together a fully-functional medical worksta-
tion software which is regularly used to process patient data on a daily basis in the clinical environment.



Kurzfassung

In dieser Arbeit werden die einzelnen Schritte der Bearbeitung von Datenssätzen, die mittels Computer To-
mography Angiography (CTA) gewonnen wurden, vorgestellt. Periphäre CTA-Datensätze sind volumetrische
Datensätze, die pathologische Veränderungen der Blutgefäße der unteren Extremitäten des menschlichen Körpers
darstellen. Diese Veränderungen sind das Ergebnis verschiedener atherosklerotischer Krankheiten wie z.B. der
Peripheral Arterial Occlusive Disease (PAOD) und ihre frühe und genaue Diagnose trägt wesentlich zur Planung
einer späteren interventionellen radiologischen Behandlung.

Die Diagnose stützt sich auf die Visualisierung des abgebildeten Gefäßbaumes, wo die individuellen pathol-
ogischen Veränderungen, solche als Plaque, Verkalkungen, Stenosen des Gefäßdurchgangs und Verstopfungen
desselben sichtbar werden. CTA entwickelte sich über die letzten Jahre zu einem robusten, genauen, kosten-
effizienten Abbildungsverfahren für Patienten mit sowohl coronaren als auch arteriellen Erkrankungen. Als
Folge der CTA-Prozedur entsteht ein Satz von 1200–2000 transversalen Schnittbildern, die die Blutgefäße mit-
tels eines intravenös verabreichten Kontrastmittels hervorheben. Die Anzahl der erzeugten Schnittbilder ist sehr
hoch und infolgedessen ihre manuelle Untersuchung müheselig und zeitintensiv. Deswegen wurden Nachbear-
beitungsmethoden zur schnelleren und intuitiveren Darstellung der abgebildeten Gefäße entwickelt. Einfache
Visualisierungen mittels traditionellen Techniken wie Maximum-Intensity Projection (MIP) oder Direct Vol-
ume Rendering (DVR) sind jedoch wegen des Vorhandenseins von Knochen im Datensatz, welche die Gefäße
verdecken, nicht zielführend. Deswegen ist eine Folge von Operationen, die Bearbeitungspipeline, die zur
Erzeugung von klinisch-relevanten Bildern mit unverdeckten Gefäßen führt, notwendig.

Im ersten Schritt der Pipeline wird der Datensatz segmentiert und die Gewebearten darin klassifiziert um
eine spätere Gefäßidentifikation und Knochenentfernung zu erlauben. Wegen der hohen Dichte und der räum-
lichen Variabilität der Gewebearten ist das eine komplexe Aufgabe. Traditionelle Bildverarbeitungstechniken
liefern keine brauchbaren Ergebnisse deswegen stellen wir in dieser Arbeit neue Zugänge, die zusätzliche,
’anatomische’ Information in den Segmentierungs- und Klassifizierungsprozeßeinbringen, vor. Wir schlagen
einen probabilistischen Atlas vor, der das Modellieren der räumlichen und der Dichteverteilung in einem Daten-
satz erlaubt um ihre bessere Klassifizierung zu ermöglichen. Beim Atlasaufbau werden die non-rigid thin-plate
spline Warping und die Registrierung der Datensätze angewendet, um der hohen anatomischen Variabilität
zwischen Patienten Rechnung zu tragen. Das Atlaskonzept wird weiter durch die Watershed Transform um die
Genauigkeit der Registrierungsprozedur zu erhöhen erweitert. Als Alternative schlagen wir vor und evaluieren
eine Technik zur Gefäßhervorhebung, die auf Hessscher Filterung basiert, um die Aufdeckung und Erkennung
der Gefäßstrukturen ohne Operatorüberwachung zu erlauben.

Im zweiten Schritt wird ein geometrisches Modell des Gefäßbaums konstruiert, der es erlaubt Informationen
über die Zentrallinien der Gefäße abzuleiten. Hierzu wird ein schon vorhandener Algorithmus verwendet, der
auf dem sogenannten Vessel-Tracking aufbaut, das mittels optimaler Pfadsuche mit Verbesserungen um das



geometrische Modell genauer zu machen implementiert ist.
Der dritte Schritt der Bearbeitungspipeline, die Visualisierung, verlangt ein genaues Modell, da ihre Ergeb-

nisse wesentlich durch ein potenziell ungenaues Modell beeinflußt werden können, was zu klinisch irreführen-
den Bildern führt. Um die Unzulänglichkeiten der Gefäßvisualisierung mittels herkömmlichen Techniken als
MIP, CPR oder DVR zu beseitigen schlagen wir ihre Verallgemeinerung als Focus & Context-Konzept, das wir
VesselGlyph nennen, vor. VesselGlyph erlaubt verschiedene Visualisierungstechniken in einem Bild intuitiv
und systematisch zu kombinieren um bessere, umfassendere und unverdeckte Gefäßansichten für diagnostis-
chen Zwecke zu erzeugen.

Um das Design und die Entwicklung der vorgeschlagenen Segmentierungs-, Modellierungs- und Visual-
isierungsalgorithmen zu fördern und ihre Anwendung in klinischer Umgebung zu ermöglichen haben wir
einen Satz von Werkzeugen um die AngioVis-ToolBox entwickelt. In dieser Anwendung werden die einzel-
nen Schritte der Bearbeitungspipeline realisiert. Die Toolbox wird mit zusätzlichen Hilfsprogrammen ver-
vollständigt die zusammen eine vollfunktionsfähige medizinische Arbeitsstationssoftware ergeben die regelmäßig
um Patientendaten in einer klinischen Umgebung zu bearbeiten eingesetzt wird.
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Preface

In recent years, three-dimensional (3D) visualization of human body in medicine has became a standard diag-
nostic procedure, mainly in radiology and radiology-supported surgery. This has been made possible due to
huge development in the area of 3D (volumetric) imaging techniques, exemplified by computed tomography
(CT) and magnetic resonance imaging that allow insight in human body without actually invading it. These
imaging techniques have brought—as analytic tools—invaluable clinical advantage.

Patients in developed countries are—due to the lifestyle—affected by civilization diseases that lower the
quality of life and contribute to increased mortality. Unhealthy habits as heavy smoking, excessive drinking of
alcohol, diet containing too much of fats, carbohydrates and salt, insufficient exercise, stress or innate disabil-
ities as diabetes cause pathologic changes within a cardio-vascular system, especially in higher age. Vascular
diseases, as e.g. atherosclerosis are actually the most frequent cause of death in these countries. In their earlier
stages, these diseases bring in severe problems like pain in limbs or limited movement of the patients. Later,
they are reasons for not healing wounds or infarctions. Early diagnostics and proper clinical intervention—
based on visualization and evaluation of imaged vessel tree—can significantly contribute to therapy and thus
improve life quality of the patients.

Contemporary medicine is developing pharmaceutical and invasive solutions for atherosclerotic complica-
tions and 3D imaging is inseparable part of it. While the 3D scanning concept has opened new diagnostic
and treatment possibilities, it has also brought many challenges, mainly in image processing and visualization
fields. The general problem is an easy and effective interpretation of the acquired 3D data, because humans are
used to interpret only two-dimensional (2D) projections, i.e. information that can be viewed on a plane. The
reason for this is probably the fact that the currently available visualization screens, as CRT or LCD monitors,
overhead projectors and paper or film printers are all 2D modalities. Therefore, 3D datasets are traditionally
post-processed into 2D images for easier interpretation and clinical diagnostic purposes. A post-processing
or projection of the acquired 3D data to 2D images that leads to a proper, simple, intuitive, instructive and
easily-interpretable display of clinically relevant information is a huge challenge in 3D medical visualization.

Within this thesis we address the problem of processing and visualization of peripheral CT-Angiography
(CTA) datasets aimed on diagnostics of atherosclerotic diseases in lower extremities. These datasets represent
vessels in patients’ lower limbs and their proper visualization is a prerequisite for later interventional-radiology
treatments. In this text, which summarizes a four-year-long joint research in field of Computer Graphics and In-
terventional Radiology, we present the achieved results of novel post-processing and visualization approaches,
implemented in a set of dedicated software tools, aimed on their evaluation in a clinical environment.

The ever-increasing quality and resolution of medical imaging modalities favoured by advances in computer
hardware and imaging industry prevents any solution to be considered as finished and complete. However, we
hope that our work brings insight in selected problems and will be important and applicable also in future.
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Chapter 1

Motivation

1.1 Vascular Diseases, Diagnostics and Treatment

Atherosclerosis is a multifactorial chronic inflammatory, degenerative process of large- and medium-sized ar-
teries characterized pathologically by the presence of atherosclerotic plaque. The clinical signs and symptoms
of atherosclerosis are generally summarized under the term cardio-vascular disease. Typical cardiovascular
diseases are coronary artery disease (angina and myocardial infarction), cerebrovascular disease (stroke), and
peripheral arterial occlusive disease. Cardio-vascular diseases are the leading cause of mortality in developed
countries. Atherosclerosis [1] manifests itself as pathologic changes of the intimal layer of the arterial wall (see
Fig. 1.1a) and is often referred to as ’hardening’ of the vessels. This hardening is caused by a formation of
atherosclerotic plaque. Pathologically, the atheromatous plaque may consist of three distinct components (refer
to Fig. 1.2):

• A lipid plaque is the buildup of fatty deposits within the wall of a blood vessel. This focal accumulation of
soft material, composed of macrophages, foam cells and sometimes with underlying areas of cholesterol
crystals narrows the lumen of the artery. This narrowing of the vessel is called stenosis (Fig. 1.1b).
During time periods this changes to:

• A fibrous plaque—a deposition of tough, rigid collagen inside the vessel wall and around the soft plaque.
A fibro-fatty plaque consists of a lipid core and a fibrous cap. This increases the stiffness and decreases

(a) (b)

Figure 1.1: (a) Atherosclerosis. (b) Stenosis - narrowing of the vessel lumen.



20 Motivation

(a) (b)

Figure 1.2: (a) Development of atherosclerotic plaque in vessels. (b) Photograph of a vessel with plaque
deposits.

the elasticity of the artery wall. Later, portions of the plaque of the whole area may transform into:

• A calcified plaque characterized by mineral deposition or sometimes even an ossification (formation of
bony tissue) that occurs in the thickest parts of the sclerosed vessel wall.

• Depending on the size of an atherosclerotic plaque relative to the vessel lumen, plaque can lead either
to luminal narrowing (stenosis) of variable degree or if plaque fills the whole flow lumen, it causes a
complete blockage the blood flow in the vessel, what is called occlusion.

The presence of hemodynamically significant (approximately 50% diameter) stenoses caused by atheroscle-
rotic plaque results in diminished blood flow to the dependent organs and tissue. At first, diminished blood
flow may only be noticeable during increased demand, e.g. during exercising. This is known as angina pectoris
in the case of coronary artery disease, and as ’intermittent claudication’ when the lower extremity arteries are
affected. Peripheral Arterial Occlusive Disease (PAOD) is the manifestation of atherosclerosis in the arterial
system of lower extremities of the human body ([1], see Fig. 1.3). In the lower limbs, the diminished or com-
pletely blocked blood flow results first in the typical symptom of discomfort and pain when walking, which
immediately subsides when stopping to walk. This symptom is called ’intermittent claudication’ [2]. In gen-
eral, intermittent claudication has a benign prognosis, and only a small proportion of patients progress to the
next stage of PAOD. If the blood flow to the lower extremities is decreased to such an extent that the baseline
metabolic demand of lower extremity is threatened, this stage of PAOD is termed ’chronic limb threatening
ischemia’. The clinical symptoms of this stage are rest pain (usually of the foot), loss of tissue in the limbs
and non-healing wounds. Chronic limb threatening ischemia requires urgent treatment, because of the risk of
necrosis and gangrene which requires amputation of the affected limb.

The treatment of PAOD depends on the clinical symptoms (intermittent claudication versus chronic limb
threatening ischemia) and the extent and location of flow-limiting atherosclerotic lesions. Therapeutic measures
always include reducing the known cardiovascular risk factors, such as hypertension, hyperlipidemia, diabetes,
and dietary or smoking habits. The main specific treatment options for PAOD are:

• Conservative treatment—controlled exercise training supported by pharmacotherapy,

• Surgical revascularization is typically achieved by using a bypass-graft, which connects a healthy seg-
ment above a stenotic or occluded segment with a non diseased segment distal to the diseased segment.
A bypass graft can be made of a patient’s own veins (vein-graft) or synthetic materials (e.g. PTFE-graft),
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• Percutaneous Transluminal Angioplasty (PTA)—in which a catheter with a small folded balloon is in-
serted in the vessel. When the catheter is in place, the balloon is hydraulically inflated with very high
pressure and it compresses the atheromatous plaque and stretches the artery wall (Fig. 1.4). During this
procedure, also expandable wire mesh tube—a stent—might be implanted to support the new stretched
position of the artery from inside [2]. This technique is used on solitary lesions in large arteries, e.g. the
iliac and the femoral arteries. Finally,

• Amputation might be needed if complete tissue necrosis and gangrene has developed to prevent sep-
ticemia.

The presence of PAOD is usually suggested by the patient’s symptoms, and the diagnosis is generally estab-
lished by clinical means (pulse palpation) and non-invasive diagnostic tests, such as blood pressure measure-
ments (ankle-brachial artery pressure index). The severity of a patient’s symptoms also determines if surgical
or endovascular revascularization procedure should be contemplated. Once the clinical indication for revascu-
larization has been established, further tests and accurate assessment of the pathologic changes is needed for
therapeutic planning.

Planning of a revascularization procedure requires accurate mapping of the disease manifestations. In other
words, to asses where the lesions are, what is their length, what is the actual lumen of the diseased vessel,
whether the vessel is completely occluded, and if the lesions would be amenable to percutaneous treatment or
if a surgical bypass grafting procedure is required. For all those treatment planning decisions a detailed assess-
ment and visualization of the vasculature in patient’s body is an absolute prerequisite. As described in Rofsky et
al. [3] in planning of lower extremity intervention, it is necessary to characterize the inflow and the outflow from
a lesion. If the inflow is diseased (because of proximal occlusive disease), a distal arterial reconstruction may be
jeopardized. If the outflow is limited, the integrity of a vascular reconstruction might be compromised. Ideally,
the arterial reconstruction is performed from an area of normal inflow to an area of normal outflow to by-pass a
lesion or set of lesions. In planning treatment for patients with atherosclerotic occlusive arterial disease the most
important distinctions are: (a) between high-grade stenoses (usually > 50% narrowing, including occlusions)
and lesser grade stenoses (usually < 50% narrowing) and (b) between short- and long-segment occlusions.
Those lesions with more than 50% narrowing of vessel are most often hemodynamically significant. Discrim-
ination of the length of the diseased segment stratifies patients who are potentially amenable to a successfull
angioplasty procedure (≤ 10cm in length) from those who are less likely to benefit (> 10cm in length). The
length, type and site of disease influence the results of angioplasty. In general, the proximal (e.g. iliac artery)
and shorter segment (< 3cm in length) lesions yield the best results.

Such highly precise information can be delivered only by direct visualization of the vascularity. Therefore,
vessel imaging has become an important part of radiology. Various techniques have been developed to display
the vessels and their state, providing the necessary data for therapeutic decision making and treatment planning.

1.2 Vessel Visualization and History

Angiography or arteriography is a medical imaging technique in which an image is produced to visualize the
inside (lumen) of blood filled structures, including arteries, veins and the heart chambers. Its name comes from
the Greek words angeion, ’vessel’, and graphien, ’to write or record’. An image of the blood vessels is called
an angiograph, or more commonly, an angiogram [1]. As the arteries are located deeply in the body, imaging
techniques are needed to display them if direct invasion in the body is undesirable.
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Imaging of structures within the human body was not always available. It became possible first from the
end of the 19th century. As the most important milestone can be considered the year 1895 when Röntgen [4]
discovered the X-rays. This new imaging technique allowed visualization of body structures without the actual
need to open the body. Right from the start of the X-rays era, cardiac and vascular structures have become a
target of this new imaging technique Abrams [5]. As soon as in 1896 Morton [6] created a radiograph and in
the same year Haschek with Lindenthal [7] made a first angiogram of a hand of a corpse (in Vienna, Austria),
by injection of mercury sulfide. In 1903 Williams [8] published an extensive work about X-rays images of the
human heart. A second milestone was the year 1906, when a first X-rays in vivo applicable contrast medium
(barium sulfate) was introduced and a first contrast-medium filled image of the renal system (kidneys) was
created by Völcker [9]. Later in 1924, radiographic imaging of blood vessels was produced for the first time
(Brooks [10]). Images like Fig. 1.3b become available. In 1945, first visualization of coronary arteries was
executed by Radner [11].

In 1972, computed tomography (CT) scanning was invented by Hounsfield and Cormack, bringing advanced
medical imaging on the scene. Practically usable tomography without X-rays—the magnetic resonance imaging
(MR, NMR or MRI)—was developed later, in year 1980 (Mattson and Simon [12]). In 1986, helical CT
imaging appeared (first manufactured by Toshiba, Japan) what allowed scanning of entire volumes. Spiral CT
had brought a renaissance for CT and lead the way to significant developments like CT-Angiography (CTA).
First papers about MR-Angiography (MRA) and its application appeared in the early 1990’s and MRA become
clinically available to allow non-invasive imaging of the blood vessels without radiation or contrast medium
injection. Ultrasound vessel imaging was also developed in that time and is applied as complement to the above
mentioned techniques.

The evolution of angiography was also motivated and supported by development of invasive surgical tech-
niques that allowed operations treating cardio-vascular problems, as cardiac catheterization (first vessel catheter-
ization on Forsmann in 1929, first cardiac catheterization by Cournand and Richards in 1941), coronary angio-
plasty (Gruentzig in 1977), balloon angioplasty (Gruentzig, Myler and Hanna in 1977) and by needs of these
treatment techniques.

1.3 Vessel Imaging Basics

As a result of evolutionary changes through the last hundred years three vascular imaging techniques have
evolved as the modalities of choice:

• Digital Subtraction Angiography (DSA) is an invasive procedure, which requires catheterization of the
arterial system, usually via the common femoral artery. An angiographic catheter is placed with its
tip in the abdominal aorta, and short bolus of iodinated radiographic contrast medium is injected to
opacify the dependent arterial system. The principle of digital subtraction angiography is first to obtain a
digital image before the contrast medium is injected (mask image), and then obtain a sequence of images
(frames) while the contrast bolus is rapidly passing through the arteries. A DSA image is generated
by subtracting the mask image from the frames obtained with contrast medium, which results in the
exclusive display of the arterial flow channels in the final image (Fig. 1.5, Fig. 1.7a). Due to its features,
DSA provides high-resolution and high-contrast 2D pictures of very high diagnostic quality. DSA is
therefore considered the reference standard for new vascular imaging modalities.
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• Computed Tomography Angiography (CTA) has evolved from the traditional X-rays computed tomogra-
phy. Its name comes from from Greek words tomos - ’slice’ and graphien - ’to write or record’, because
the result of CT imaging are (axial) slices from the object (Fig. 1.8). This is achieved by rotating the
X-rays source and detectors around the object (Fig. 1.6), recording the individual cross-attenuations. The
slice images are then reconstructed from raw X-rays attenuation measurements by so called tomographic
reconstruction, mathematically based on Radon’s transformation [13, 14]. With the development of
fast CT scanners, the scan times have decreased substantially, which has allowed to scan a particular
anatomic region of the body while contrast medium is injected intravenously at the same time. The re-
sulting bright vascular opacification combined with high-spatial resolution CT acquisition gave rise to so
called CT-Angiography, or CTA. Modern CTA has evolved within the last years into an accurate, robust,
and cost effective non-invasive imaging technique in patients with coronary or arterial diseases, thanks
to the advent of helical multi-slice CT scanners which allow fast and precise 3D medical imaging of a
human body. Current state-of-the-art 16- and 64-channel CT scanners allow acquisition of a set of trans-
verse images representing the whole area of interest in less than 30 seconds. With a simultaneous use of
contrast medium, the produced images are well-suited for angiographic purposes and due to the better
contrast resolution of CT when compared to conventional angiography, contrast medium needs not be
injected directly into the arterial system, but only into an arm vein, intravenously. CTA is thus much less
invasive and less harmful for the patient. A CTA dataset of the lower extremity arterial tree (peripheral
CTA) consists of approximately 1200–2000 images 512×512 pixels each, with 4096 levels of grey and
resolution below 1mm3 is produced. Within such dataset, vessels manifest densities that are different to
those of the surrounding tissue, due to the contrast-medium enhancement of blood. As the number of
transverse slices is very high, the radiologic interpretation of CTA dataset is laborious and lengthy and
dedicated post-processing tools that generate a small set of easily interpretable images are typically used.

• Magnetic Resonance Angiography (MRA) is a variant of (nuclear) magnetic resonance imaging (MR,
NMR, MRI) with special settings of parameters to allow visualization of blood in vessels. MRI is a
non-invasive technique, in which properties of various materials in strong magnetic fields are employed.
In medical MRI, the relaxation properties of excited hydrogen nuclei in water are most frequently mea-
sured. When the object being imaged is placed in a uniform magnetic field of high strength, the spins
of the atomic nuclei with non-zero spin numbers within the tissue all align in one of two opposite di-
rections: parallel to the magnetic field or anti-parallel. Only one in a million nuclei align themselves
with the magnetic field. Yet, the vast quantity of nuclei in a small volume sum to produce a detectable
change in field. The tissue is then briefly exposed to pulses of electromagnetic energy—radio-frequency
(RF) pulses—in a plane perpendicular to the magnetic field, causing some of the magnetically aligned
hydrogen nuclei to assume a temporary non-aligned high-energy state. In order to selectively image
different voxels (volume elements) of the tissue in question, orthogonal magnetic gradients are applied.
Images can be created from the acquired data using the discrete Fourier transform. The contrast in MRI
is connected with time constants involved in relaxation processes that establish equilibrium following
RF excitation. As the high-energy nuclei relax and realign, they emit energy at rates which are recorded
to provide information about their environment. Image contrast is created by using a selection of image
acquisition parameters. Common magnetic field strengths range 0.3-3 T (Tesla), although research instru-
ments range as high as 20 T, and commercial suppliers are investing in 7 T platforms. Typical resolution
is about 1 mm3, research models head towards 1 µm3. If time constant-weighted images do not prove
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adequate information, additional enhancement by contrast medium can be exploited.

As stated above, to emphasize vessel tissue in the images a contrast medium injection might be employed.
The media type depends on the imaging modality [2]. For X-rays modalities (DSA, CTA, . . . ) contrast media
that are hyperdense (cause higher attenuation of X-rays) are used. Currently used angiography contrast agents
are based on iodine. The chemical base of these agents is a benzene ring with three atoms of iodine. Con-
trast media can be categorized into ionic or non-ionic compounds. Ionic agents were developed first but are
generally not used for CTA as the non-ionic compounds have less side effects. The X-rays attenuation effect
depends on the amount of iodine delivered. In the case of MRA, the vessels can be enhanced by injection of
paramagnetic contrast agent, usually with a gadolinium compound (gadolinium is a rare earth metal from the
group of actinoids).

In the clinical environment, all three of the above described imaging modalities are used for the evaluation
of patients with peripheral arterial occlusive disease. Each of them has its own advantages and disadvantages.
The general trend, fueled by the ongoing technical developments in both CT and MRA, is to replace diagnostic
catheter angiography (DSA) completely with non-invasive CTA or MRA. Ideally, catheter-based studies should
be limited to those patients who also undergo percutaneous treatment such as balloon angioplasty or stenting at
the same time.

In the next chapters, we will focus on image post-processing of peripheral CTA data and visualization pe-
ripheral arterial occlusive disease. There have been two main reasons for our devotion to this kind of data:

1. In comparison with DSA, CTA provides 3D datasets, what opens new possibilities in processing and
diagnostics. Compared to MRA, the spatial resolution of the CTA data is currently higher and the acqui-
sition is simpler. Modern state-of-the art 16- and even 64-channel CT scanners are increasingly available
in many hospitals and private practice settings. The scanning process is also significantly faster in the
case of CT (seconds versus minutes).

2. We were also interested in assessing the clinical potential and practical usability of the CTA data or, in
other words, ’to see what one can get out from CTA data for clinical purposes’.

The environment for this research was an interdisciplinary cooperation between clinical and computer graph-
ics experts from the Medical University Of Vienna / Vienna General Hospital, Austria, the Institute of Com-
puter Graphics and Algorithms—Vienna University Of Technology, Austria and the Commission for Scientific
Visualization—Austrian Academy of Sciences, Vienna, Austria, later extended also by a cooperation with the
Department of Radiology, Stanford University Medical Center—Stanford, California, USA. Our work was par-
tially supported by the Austrian Science Fund (Fonds zur Förderung der wissenschaftlichen Forschung—FWF)
within the grant No. P-15217 and FWF-TRP grant No. L291-N04. The goal of our work was to develop and
evaluate computer graphics tools aimed at processing and visualization of the peripheral arterial tree in patients
with peripheral arterial occlusive disease, imaged with CTA.

The achievements presented in this work build on and extend the results of previous work, notably of those,
performed in the preparation period of this interdisciplinary AngioVis project (Kanitsar et al. [15], [16]). Our
goal was to address the particular challenges of processing and visualization of peripheral CTA data, because
this—as discussed in next chapters—is not only a direct implementation of known approaches and algorithms.
In contrary, we focused our research on details that hampered routine application of the previously developed
vessel processing & visualization algorithms and thus lower extremity CTA in general in daily clinical practice,
where visualization is the true bottleneck of this new diagnostic imaging test. And as so often, ’the devil is
hidden in the details’.



(a)

(b)

Figure 1.3: Lower-extremities vessels significantly affected by PAOD, causing irregular lumen narrowing. (a)
A maximum-intensity projection image of pCTA data after bone editing. (b) X-rays arteriography of a femoral
artery. (Catheter injecting contrast media is also visible.)
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Figure 1.4: Percutaneous Transluminal Angioplasty (PTA): first a catheter with compressed balloon and stent
is inserted in the vessel; secondly, balloon is pressurized and the vessel is expanded; thirdly, expanded stent
prevents the vessel to recoil and maintains the new diameter.

Figure 1.5: Digital Subtraction Angiography (DSA) images of lower-extremities arteries. Dark structures is the
contrast-medium enhanced blood vessel.

Figure 1.6: Principle of (helical) CT scanning in medicine.
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Figure 1.7: (a) Reconstructed full-size digital-subtraction angiogram (DSA) of a patient. (b) Standard 2D
radiographic image of a patient without contrast medium, thus the vessels are not visible. Used e.g. for pre-
scan alignment of a patient position in CTA.
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Figure 1.8: Sample slices from lower-extremities peripheral CT-Angiography dataset (top left to bottom right:
from abdomen, through pelvis, thighs, knees, calves to ankle area). The images show axial view of the patients’
body. Vessels are visible as smaller bright circular objects due to the contrast-medium enhancement of blood.
The largest and brightest structures are bone tissue.



Chapter 2

Peripheral CT-Angiography Datasets

Peripheral CTA (pCTA) data are CTA scans of the lower extremity inflow- (aortoiliac) and infrainguinal runoff-
vessels (femoro-popliteal and crural arteries), sometimes referred to as ’run-offs’. Accurate imaging of the
lower extremity arterial tree is a prerequisite for treatment planning in patients with Peripheral Arterial Oc-
clusive Disease (PAOD), as explained in Chapter 1. Before we discuss the processing and visualization issues
further, the input data needs to be described in detail, as its properties significantly affect and determine the
applicable approaches.

2.1 Scanning Process

Peripheral CTA data are acquired using helical, multiple detector row, 4-, 16-, (or recently also 64-) channel CT
scanners (Fig. 1.6, Fig. 2.1 and Fig. 2.2). The scanning procedure takes only about 20 to 45 seconds and during
this time the patient table of the scanner is translated through the gantry of the scanner. Intravenous contrast
medium is injected at the same time to opacify the arterial system. The specific acquisition parameters, such
as tube voltage (120 kV) and amperage (150-350 mA), the gantry rotation speed (usually 0.5s of a full 360o

gantry rotation), the table increment (table translation/360o of gantry rotation) and the contrast-agent injection
parameters (injection flow rate [mL/s], and injection duration [s]) are prescribed in a scanning protocol.

Scanning protocols may vary slightly between scanners. The reconstruction parameters for a peripheral CTA
include the reconstruction field of view (FOV, usually between 220mm and 280mm), the reconstruction kernel
(usually a ’soft’, or smooth kernel), the section thickness (typically 1.25 to 2.0mm), and the reconstruction
interval or section spacing (usually≤ 1mm). The minimal section thickness is limited by the size of the detector
elements. The interpolation algorithms used for the reconstruction of transverse images from the volumetric
(helical) CT acquisition allow that the z-position of a reconstructed transverse image can be chosen arbitrarily.
In the setting of CTA, the section spacing is usually chosen smaller than the section thickness, resulting in
a 50% to 20% ’overlap’ of the data1. The spatial resolution, speed and noise parameters in helical scanners
depend heavily on the selected number and combination of detectors and channels (Fig. 2.4 and Fig. 2.5).

1As the dataset is not acquired directly as a 3D volume, but as a stack of 2D slices, there exists two quatities describing the
longitudinal resolution of the dataset. Inter-slice distance or pitch defines the distance of two consecutive planes of scanning. Slice
thickness or collimation defines the thickness of each slice (as the scanned slice is not infinitely thin, see later in the text). These
two values are not necessarily the same. If the inter-slice distance is smaller than the slice thickness (what is typical), the scanned
slices represent overlapping volumes. For 3D dataset building, usually the inter-slice distance is taken, but in special cases it might be
necessary to reconstruct the volume differently.
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The resulting data is a set of 1200–2000 transverse axial slices (Fig. 1.8). The within-slice spatial resolution
is typically <1 mm3, whereas the through-plane resolution is usually lower. This is because the datasets are
usually not isotropic. In other words, the size of a voxel (volume element) is different in x,y and z coordinate
direction. This influences the processing of the data and needs to be taken into account. The size of transverse
images is usually 512×512 pixels and the density information is represented by 12-bit gray-scale scalar values.
The data are usually represented as 16-bit integers on the current digital computers which, together with the
above mentioned number of transverse slices, results in a dataset size around 600–1000 MB. Currently it is a
significant amount of data that is not easy to process and visualize at interactive frame-rates or when real-time
manipulation is required.

The density (the attenuation of X-rays) for a given tissue in pCTA data is measured in Hounsfield units (HU).
The basic range of the HU measure is defined as: -1000 HU is the density of air and 0 HU is the density of
water. Because the attenuation of X-rays in CT images is rather constant for the given type of tissue, we can
give a general overview of typical densities in CTA dataset, as described in Tab. 2.1. Within these values, soft

Figure 2.1: Peripheral CT-Angiography imaging procedure in clinical environment.
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Figure 2.2: Spiral CT scanning principle. The X-rays source and oppositely mounted detectors in rows perform
two motions: 1. rotation around the axis, 2. longitudinal movement along the axis. In this way, a large anatomic
volume can be scanned rapidly.

tissue generally include muscles, ligaments, fat and most of the organs (liver, kidneys, etc.) Fat tissue has
slightly negative values on the Hounsfield scale (-100HU to -10HU), lung tissue has also negative attenuation
values, because it contains air (-500HU to -950HU). The ’contrast-agent enhanced vessel tissue’ is in reality
the contrast-agent enhanced blood, because the normal vessel wall is too thin to be resolved with current CT
scanners and its density properties are similar to the soft tissue. Trabecular or cancellous bone is a sponge-like
organization of thin (below CT resolution) bony lamellae. This porous bone is located inside of the ends of
long bones or inside the bodies of vertebrae. Due to its sponginess, it cannot be assessed correctly within the
standard pCTA scanning protocol and the acquired result is only the average density in the given volume due
to partial volume effect (see further). Compact or cortical bone is much denser and is located in the outer walls
of bony structures, close to the surface. It manifests much higher attenuation of X-rays than cancellous bone,
due to higher concentration of calcium. Cortical bone manifests the highest attenuation of X-rays in the human
body (except for metallic implants). The density and CT attenuation of ’soft’ (i.e. non-calcified) or calcified
atherosclerotic plaque overlaps substantially with the above mentioned density categories. Soft plaque consists
mainly of fibrofatty tissue and manifests density values equal to that of soft tissue. Calcifications, due to higher
concentration of calcium posses densities in the range of cortical or sometimes trabecular bone. Occlusions,
which completely block the flow of contrast-agent enhanced blood are indistinguishable from surrounding soft
tissue, because the plaque/thrombus within the occluded vessel lumen has the same density. From Tab. 2.1
arises that density ranges for various tissues partially overlap (mainly vessel and bone tissue). Fig. 2.3 depicts
this situation. This attribute of pCTA data, together with close vicinity of anatomic structures hampers easy
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Tissue Approx. density [HU]

Air -1000
Water 0
Soft tissue (Muscles, Fat) -200 to 200
Contrast-agent enhanced blood 150 to 500
Trabecular bone 200 to 500
Compact/cortical bone 500 to 2000
Metal (metallic implants) >3000

Thrombus 65 to 85
Soft plaque 0 to 200
Calcified plaque 500 to 1000

Table 2.1: X-rays attenuation in various materials/tissues in CT images.

processing and analysis, as the objects cannot be recognized solely on their density properties. This aspect is
discussed in detail later in Chapter 3. The scanning process is not an ideal measurement. As can be expected,
the resolution of the scanner is finite and size of an imaged element is not infinitely small. The size of scanning
element depends on the scanning parameters as prescribed in the scanning protocol, but generally the scanning
renders volume ∼1 mm3 to one voxel of the data. Moreover, the scanning is a finite physical process and
tomographic reconstruction is approximated by finite set of mathematical operations within a discrete domain,
therefore the sampling of a CT scanner is not sequence of infinitely fast and tiny measurements. The sampling
event can be better described as a function that weights attenuation of X-rays within the scanned element to an
averaged density value in given voxel. This phenomenon causes spatial low-pass filtering (or blurring) of the
scanned volume and is generally called partial volume effect (PVE). It results in averaging of attenuation values
of different tissues in areas where they border or are in contact. In the image a less abrupt density change—not
fully corresponding to reality— is then presented. This feature of the scanning process might be modeled by
convolution of the hypothetical original volume with a low-pass filter, e.g. with a Gaussian filter. The parameter
σ of the Gaussian filter is then determined by the properties of the scanner (point-spread function) and the
scanning protocol. The PVE influences and limits proper acquisition of small or thin anatomical structures,
their processing and visualization. Structures like porous bone or tiny vessels are significantly blurred in the
pCTA data.

Scanning artifacts other than PVE may be also present. The typical source of scanning artifacts is the pres-
ence of metallic implants in patient’s body. These might be metallic stents, orthopedic implants such as hip or
knee joint prosthesis. Due to exceedingly high attenuation of X-rays in metals the data cannot be reconstructed
properly, what results in typical ’starry’ artifacts in CT. Other type of artifacts might come from a spatial mis-
alignment of X-rays source and detector rows. This shift then causes errors in tomographic reconstruction. The
spatial misalignment is mainly caused by high-speed movements during the scanning (detector and source ro-
tation, etc.) and resulting vibration. In the latest CT scanner models this problem is solved by auto-calibration
of the units before each scanning.
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(a)

(b)

(c)

Figure 2.3: Density histograms for tissues in pCTA data. (a) Histogram for unsegmented data. (b) Tissue
histograms in a segmented dataset. Overlapping of density regions for various tissues can be observed. (c) A
transverse slice from pCTA dataset at the level of the infrarenal aorta. Density range similarity between vessel
(aorta) and bone tissue (vertebra) can be observed.

2.2 Imaged Anatomy

Peripheral CTA data images the anatomy of lower extremities in the human body (Fig. 2.6, 2.7). Vessels (in our
case arteries) in lower limbs are hierarchically organized in a vessel tree2. Certain structures within this tree
are important for clinical assessment of the vascular diseases. The main vessel paths are the major conducting
arteries which transport blood to periphery (as opposed to the shorter nutrient vessels that feed e.g. the muscle
tissues), hence the focus is mostly on them, as described below. A normal anatomic lower extremity arterial

2 The vessel tree of a healthy human is a real tree in a topological sense of its meaning, i.e. a structure that has a stem and branches
but does not constitute structural loops. On the other hand, the vessel tree of a patient with PAOD has (or potentially in future might
have) by-passes that circumvent occluded vessel segments. In a model of a vessel tree with by-passes the structural loops might occur,
therefore a classical tree becomes inappropriate modeling. We suggest to model the anatomic vessel tree by means of an oriented
graph, where nodes of the graph are the bifurcation points and oriented edges of the graph are the vessel segments with given direction
of blood flow. In the following text, when discussing modeled vessel tree, we will always mean the oriented graph model, unless
otherwise specified.
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Figure 2.4: Multiple-detector row CT scanning principle. According to the type of CT scanner, the X-rays
detectors are arranged in a single or multiple rows. The cone-shape beam of X-rays excites several rows at
once.

Figure 2.5: Multi-channel CT scanning principle. The detectors arranged in rows are organized to channels.
The number of detector rows in one channel defines the slice collimation parameter, the longitudinal spatial
resolution of the data and influences the amount of used radiation and noise parameters of the scanning.
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Figure 2.6: Bone anatomy of the human lower extremities.



36 Peripheral CT-Angiography Datasets

Figure 2.7: Anatomy of the human lower extremities arteries.
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tree as seen on Fig. 2.7 begins with its stem in the abdominal aorta. In successive divisions, the vessel tree
divides into smaller and smaller branches. The point of division is called a bifurcation point. The portion of
a vessel between two successive bifurcation points we call a vessel segment. The path between two selected
locations in the vessel tree (e.g. starting in abdominal aorta and ending in one of the small pedal vessels in the
end of a limb) we call a vessel path. There are a limited number of vessel paths that are clinically relevant in the
setting of PAOD. Generally speaking, the clinicians are interested to see the six paths in pCTA data, originating
in abdominal aorta and leading to distant ends of:

• Anterio-tibial arteries (ATA), left and right,

• Posterio-tibial arteries (PTA), left and right, and

• Peroneal arteries (PA), left and right.

In addition to these six main conducting arterial tracks, in which the lumen should be shown, other clinical
information in the image might be important. Smaller nutrient vessels (most obvious in the thigh area) branch-
ing off the femoral artery are called collateral vessels. These vessels feed the surrounding muscles, but if the
conducting vessel is significantly narrowed (usually ≥ 50% diameter) or occluded they may enlarge and serve
as alternative flow channels to supply blood to the segments distal to the diseased vessel portion. Prominent
collateral vessels signalize hemodynamically significant stenoses of the conducting arteries. Therefore, the
display of the collateral circulation, if present, is clinically relevant as well.

2.3 Data Processing Pipeline

To generate clinically useful images that allow convenient visual assessment of PAOD, the input pCTA data
need to be post-processed to extract and display the clinically relevant information. A processing pipeline
providing such images typically consists of the following steps (Fig. 2.8):

• Peripheral CTA data acquisition (scanning),

• 3D volume reconstruction from 2D axial slices,

• Data pre-processing—masking of unimportant objects in the data (e.g. scanner table or cover sheets),
suppression of noise, etc.,

• Tissue segmentation (bone, vessel, soft tissue labeling),

• Vessel tree extraction and modeling,

• Data resampling and image generation,

• Image storage in a clinical Picture Archiving and Communication System (PACS), and

• Image interpretation for diagnostic and treatment planning purposes.

Within the following chapters, details of the most important of these steps are addressed.

2.4 Features of the Datasets

At this point it is useful to summarize the key properties of the structures contained in pCTA data with respect
to further image processing. Regarding the density properties:

• The tissue densities in pCTA can be considered partially ordered:
D(soft tissue) ≤ D(blood) ≤ D(cortical bone),
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Figure 2.8: Peripheral CT-Angiography data processing pipeline.
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• Contrast-agent enhanced blood manifests similar density properties as trabecular bone:
D(blood) ≈ D(trabecular bone),

• ’Soft’ (non-calcified) plaque and occluded vessels have a density ranges similar to that of soft tissue, and

• Calcifications exhibit the same density properties as trabecular or cortical bone.

Shape information could be also taken into account:

• Vessel segments generally have the shape of a curved cylinder3 due to hydrostatic pressure within. In
cut-planes perpendicular to their axis therofore circular cross-sections are detectable (unless the vessel is
very significantly diseased),

• The main vessel paths (down to ankle area) consist of nearly straight or only minimally curved vessel
segments. On the other hand, vessels near and below the ankle, as well as collateral vessels exhibit sig-
nificantly greater curvature and abrupt changes in direction. To some extent, abrupt directional changes
are also observed in the conducting arteries in the region of the popliteo-tibial bifurcation,

• Vessels might run close to a bone or even get in contact with bone tissue. This can be seen in areas of:

- abdominal aorta and bodies of vertebral bodies, typically in locations close to the aortic bifurcation,

- internal iliac arteries where the vessels often touch the pelvic bones,

- tibial and peroneal arteries (below the knee), where the arteries might be in contact with the tibia
bone and the fibula over a length of several centimeters, and

- the vessels in and below the ankle area (e.g. the dorsalis pedis artery) also often touches the tarsal
bones.

The characteristic differences between bony structures and contrast-agent enhanced blood which might be
exploited for differentiating these tissues from each other are:

• Bone tissue comprises of rather large structures, which are found in typical locations and are constantly
spatially organized. Bones have very high density variability, depending on the type of bone tissue
(cortical/trabecular), age of the patient and pathologic changes in the body (e.g. osteoporosis). The shape
of bones is quite similar in a larger scale, but very variable at a closer look. The bones differ in length,
curvature and shape, mainly in the area of the joints. On the other hand,

• Vessel tissue consists of rather small structures with the shape of curved cylinders, organized in a tree-
like hierarchy. The general anatomic hierarchy of the vessel tree is anatomical quite constant, but again,
individual variation is significant. The variability of individual vessel trees is also heavily influenced by
the presence of vascular disease.

The above listed properties can be exploited for identification of vessel structures in the dataset. Nevertheless,
such identification is not easy and straightforward. Several limitations, which are not immediately obvious,
cause that the pCTA data differs from other CTA data (cerebral, coronary, etc.) and hamper the application of
known processing techniques to pCTA data. E.g., in CTA runoffs the bones and vessels are present in close
vicinity, which causes that vessels are not the brightest structures in the data, often not even locally (refer to
Section 3.6 and the following subsections for more detailed explanation of this feature, limitations it causes and
solutions for overcoming it).

3In the literature, many terms and synonyms are used to describe the curved cylindrical shape of the vessels—cylindrical, tubular,
curvilinear shapes, etc. In our work, we will use the term cylinder, curved cylinder and cylindrical to describe this shape. The terms
tube and tubular will be used only when referring to hollow cylindrical structures. The reason for this lies in a fact that vessels filled
with contrast-agent enhanced blood show cylindrical (solid) shape in the pCTA data and not tubular (hollow) shape, even when vessels
themselves are tubes and not cylinders.
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In the next chapters, we analyze the existing approaches aimed on processing of CTA data and present
modifications or suggest completely new approaches to achieve output that aids in advanced and precise PAOD
diagnostics and treatment planning.



Chapter 3

Segmentation and Classification

3.1 Introduction

Segmentation and data classification (S&C) are often executed tasks in medical data processing. There, these
refer to partitioning of the datasets into distinct regions, representing different organs or tissues. The goal is
to introduce additional information to the dataset which can be later used in modeling and visualization steps1.
Additionally, properties of the objects (size, volume, difference to previous examination, etc.) can be then
assessed and quantified.

Generally, S&C refer to an assignment of information to the elements of the dataset, e.g. of probability of the
examined element to be particular tissue. The information is usually assigned through labeling of the elements
of the primary dataset. Single-, multiple- binary labels or continuous probabilities can be set. Binary labels
telling relation to one or multiple tissues might be assigned, indicating 0.0 or 1.0 probability of the element to
represent the given tissue. Assignment to multiple tissue types can be useful on borders or in areas where the
truth is unknown (e.g. border of a lesion/tumor). Continuous probabilities can indicate either partial relation of
the given voxel to tissue type (in this case the sum of probabilities is always 1.0) or the certainty of presence
for given tissue type.

The complexity of S&C processes depends on the type of data, used modality, image quality, presence of
noise and artifacts. For majority of medical datasets the S&C is not an easy task. The data typically manifest
insufficient contrast, spatial distortions, intra- and inter-patient variability. This altogether significantly hampers
adequate identification and separation of individual tissues or structures. A simple and reliable segmentation
for medical data have been the subject of research of recent twenty years, but none of the presented approaches
proved to be universally applicable. Usually, techniques tailored to individual modalities are designed and
developed to allow application of 3D imaging in various specialized branches of medicine.

1The terms segmentation and classification are not always clearly used in the literature. In image processing, the segmentation is
defined as a process of dividing the data to homogeneous regions (objects) and classification as a process that determines the class or
type of particular regions. In further text, we use a slightly extended concept: we define segmentation as a division of the data to regions
that belong to individual objects (these regions are not necessarily homogeneous) and classification as a process of determination to
what tissue particular regions belong.
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3.2 Segmentation and Classification of pCTA Datasets

The goal of S&C in pCTA is the labeling of contrast-agent enhanced blood, bone and soft tissues in the datasets
for the purpose of: i) unoccluded visualization of vessel structures by simple visualization techniques (e.g.
maximum-intensity projection, see Chapter 5), and ii) creating a reliable basis for vessel tree model extraction
(Chapter 4). The modeled vessel tree model is then used for higher level analysis (computer aided diagnostics,
etc.)

Improper, unreliable segmentation or classification results in clinically unusable images where the objects’
details, important for diagnostics, might be absent or, on the other side, unreal structures might appear. An
example of the former case is an incorrectly identified vessel—if identified as bone, it might disappear from
the images with out-segmented bones. An example of the latter case is a part of bone identified as a vessel—
impression of calcification deposits is then created. For the images to have good clinical value, the S&C must
be precise—in the case of pCTA data with current resolution this means segmentation with precision down to a
single voxel.

Practically, the S&C of the pCTA data can be reduced to S&C of vessel or bony structures. As the soft tissue
is generally less dense then vessels and bones, it can be easily identified by e.g. thresholding or suppressed
by transfer functions in a rendering stage. In certain cases, the projected soft tissue might cast a ’shadow’ or
’outline’ which can serve as a useful anatomic context in the images (for details on focus&context visualization
refer to Chapter 5). Therefore, there is a need to differentiate only between vessel and bone tissues.

The bone and vessel tissues cannot be easily separated from each other by means of thresholding or re-
gion growing algorithms. Due to close spatial vicinity and overlapping density ranges (refer to Fig. 2.3) such
methods do not deliver acceptable results. Therefore either manual, user-driven approaches or more complex
segmentation algorithms must be applied.

3.3 Related Work

Even that vessel S&C is a subject of research for long time, the literature is quite sparse on the problem of pe-
ripheral CTA data segmentation, compared with segmentation of other types of CTA data (thoracic, abdominal,
cerebral . . . ). The size of the datasets, together with the fact that the limbs are less diagnostically important or-
gans as e.g. brain, heart or liver can probably explain this situation. In most of the works, only partial problems
were solved, not presenting globally applicable approach—as with actual imaging modalities there is probably
none. Thus, in this section we give an overview of algorithms that are just partial solutions or similar in ap-
proach. It is impossible to review all segmentation and classification techniques, since it can be the subject of
voluminous books and monographes [17], [18].

Starting with the most trivial methods, global thresholding (Weeks et al. [19], James et al. [20]) is the
simplest statistical segmentation technique, where pixels are classified based on their intensity values. How-
ever, choosing the right density threshold is difficult and even with optimal threshold setting the segmentation
often merges similar objects. Introduction of advanced techniques for intensity thresholding as expectation-
maximization (EM) methods (Dempster et al. [21], Redner and Walker [22]) or usage of Bayesian formulation
to derive the threshold (Duda and Hart [23]) did not fully solve this problem. Other statistical approaches
include maximum-likelihood methods or non-parametric methods like k-nearest neighbors (k-NN) (Duda and
Hart [23], Cooper et al. [24]), all with similarly suboptimal results. Alternatively manual, operator-assisted seg-
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mentation with thresholding, morphologic and connected component analysis can be provided (e.g. Schiemann
et al. [25]).

Observation that relying on density values have not brought acceptable results, the segmentation problem was
reformulated as deformable model concept, trying to fit existing borders in the data to the model and geometri-
cally describe this property, while keeping several constraints. Among these, remarkable results were achieved
by snakes (Kass et al. [26]). The problem of snakes—the need to be initialized close to a real contour—was
addressed by Cohen and Cohen [27] in the concept of balloons, by introducing inflatory forces. Later, due the
another drawback of snakes and balloons—not being able to provide topological changes—this approach was
complementary reformulated to level-sets (Caselles et al. [28], Malladi et al. [29]), utilizing front propagation
techniques. The problem of initialization of level sets-based approaches was addressed by the bubbles algorithm
(Tek and Kimia [30]). Bubbles were reported to be very effective in segmenting images with small structures
(e.g. vascular structures), which render manual initialization impractical. However, practical use of bubbles
requires tuning of parameters and appropriate domain-dependent stopping time (for the fronts) to be selected
by the user. Other solution for handling topological events were addressed by adaptable snakes (McInerney
and Terzopoulos [31], [32]). Caselles [33] and Kichenassamy [34] proposed geodesic active contours to tackle
the convergence issue. Application to medical datasets was proved e.g. in the work of Niessen et al. [35]. All
these models have the disadvantage of being able to take almost any arbitrary (smooth) shape without being
constrained on the overall shape that is characteristic for a particular object type. This problem was addressed
in work of Cootes and Taylor [36], [37], where they proposed a Point Distribution Model (PDM) as a poly-
gon with fixed number of labeled points. These points create landmarks for point-to-point correspondence in
a training set. Such description allows derivation of an ’average’ model with variability. This Active Shape
Model (ASM) then involves searching of a shape in a range of valid modifications.

Another class of techniques for segmentation is region growing and region merging, where initialized seeds
grow by annexing ’similar’ voxels. The similarity is defined by a statistical test (Beveridge et al. [38]). Region
growing is typically followed by a region merging where small regions are grouped into larger ones using
a statistical test again. Region growing often suffers from similar problems as the thresholding approaches.
Seeded region growing (Adams and Bischof [39]) improved the traditional region growing by introducing ’a
competition’ between growing regions by ordering all candidate ’growth’ voxels according some suitability
criteria. It starts with a set of seeds and in each step of the algorithm one voxel is added to one of the growing
regions. If a voxel adjoins two different regions, it is annexed by the more similar one. This process is repeated
until all voxels have been allocated to one of the regions. The global competition ensures that the growth of
regions near weak or diffused edges is delayed until other regions have had a chance to reach this area. In this
way, it remarkably improves performance of the traditional region growing methods. However, seeded region
growing does not incorporate any geometrical information and hence can ’leak’ through narrow gaps or weak
edges. It also does not allow for recovery from errors, i.e. once a seed ’leaks out’ of the region (object) it is
supposed to capture, it cannot be pushed back into the region.

Region competition approach proposed by Zhu and Yuille [40] combined the geometrical features of de-
formable models and the statistical nature of region growing, by using a combination of statistical and smooth-
ing forces for seed growth. It also introduced a local competition between regions when they contact each other,
by trading voxels that result in decrease of energy, thus allowing recovery from errors. As a result of compe-
tition between two adjacent regions, the local deformations of their boundary are based on a single smoothing
term for the boundary and a competition between two statistical forces. Region competition implements a
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back-and-forth competition between adjacent regions, which is continued to convergence. After convergence,
two adjacent regions are merged if it leads to a decrease of energy; in this case the competition resumes and
is continued until a final convergence is reached, resulting in the final segmentation. Region competition is a
powerful technique that works well in a wide variety of images, including ones with diffused or weak edges.
However, as described in Sebastian [41], this method needs improvement in at least two areas: curvature com-
putation is not reliable due to discrete representation and boundaries can move either by an entire voxel or not
at all. It is also dependent on initialization. If the seeds are set asymmetrically (one seed close to object border
and other much further), the first seed tends to ’leak through’ a border. Moreover, the method did not allow to
split once merged regions, another aspect needed for error recovery.

Region-based segmentation methods such as region growing make use of homogeneity of inner regions in
images. These methods may lead to noisy boundaries and holes inside the object because they do not consider
boundary information explicitly. Markov-Random-Field (MRF) models have been used in segmentation ap-
plications for a long time (Hurn et al. [42], Choi et al. [43], Held et al. [44]). MRF models are probabilistic
models that use the correlation between voxels in a neighbourhood to attribute pixels to different objects and
background. MRF models produce better segmentation results because the pixel’s attribute is decided not only
by itself, but also by the statistic information in its neighbourhood. The main drawback in the use of MRF
models is that the process of achieving the maximum a posterior (MAP) estimation of the object region can be
computationally expensive. Geman and Geman [45] employed the Gibbs sampler to create an energy function
that can be easily minimized to avoid the formidable computational burden of the MAP estimation. They also
attempted to consider both the boundary and the region information during segmentation. However, in pre-
sented works (Geman and Geman [45], Derin and Cole [46], Lakshmanan and Derin [47]) the segmentation
performance was limited by the fact that the pairwise Gibbs prior model contains only incomplete boundary
information. In the work of Chan [48], [49] and Chen with Metaxas [50] this was solved by construction a new
energy function for the high order Gibbs prior model.

Watershed transform (WT) (Vincent and Soille [51]) is a morphological gradient-based technique which can
be intuitively described in 2D as follows: View the gradient image as a height map, and gradually ’immerse
it in water’, with water leaking through the minimum gradient points and rising uniformly and globally across
the image. Place a ’dam’ when two distinct bodies of water (catchment basins) meet and continue the process
until water has all the points in the image. The dams provide the final segmentation. This can be interpreted
in the image domain as the growth of seeds placed on the minima of the image gradient-height map at a time
proportional to their height, that finally converges on the crest lines of the gradient map. WT is a powerful
approach especially where local gradients cannot be defined, e.g. at diffused edges. A typical problem of
watershed techniques is the problem of oversegmentation, what makes application of watersheds in medical
data processing difficult. Often, artificial markers or ’sinks’ are used (Grau et al. [52]).

3.3.1 Bone Segmentation Techniques

During the years, several approaches were proposed to segment or extract bones from CT data. Ahmad et
al. [53] applied simple thresholding to extract femoral bone for the purpose of hip endoprosthesis modeling.
Fiebich et al. [54] used thresholding and volume growing to segment bone in chest CT, where distance between
bones and the vasculature was substantial. Kwan et al. [55] used artificial intelligence approach to detect gaps
and narrow tissue bands to segment vertebrae from CT images. Kang et al. [56] applied thresholding, region
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growing, morphological operations and closed-contour analysis complemented with operator intervention to
segment hip joint, knee joint and skull. Yao et al. [57] exploited the idea of contour-tracing. By having seed-
points close to real edges, they detected the gradient maximum and traced the edge in close neighbourhood.
In areas where two bone structures were close, they ignored structures having dissimilar normal vector of the
contour. Sebastian et al. [41] employed deformable models, region growing, local and global region competition
for segmentation of carpal bones in hand CT data. Wang et al. [58] relied on similarity between CT slices. They
parameterized the bone-contour (first slice segmented automatically) by the means of Fourier descriptors and
then neighbouring slices were statistically compared in the Fourier descriptor space. Behiels at et al. [59]
derived image features based on ASM and PDM as introduced by Cootes and Taylor [36]. Using a set of valid
shapes, they extracted femur head in 2D radiographic images. In the work of Snel et al. [60] 3D deformable
surfaces were used to extract edges of carpal bones. The deformable surface worked with binary images—
thresholding and morphologic operations were used for CT data. Descoteaux et al. [61] suggested to use the
Hessian matrix to detect planar structures and thus detect the sinus bone in skull for the purpose of pituitary
surgery.

3.3.2 Vessel Segmentation Techniques

Vessels are structures of high interest in human body. Therefore, processing of medical data often focuses on
their segmentation. The general challenge is that vessels in datasets do not posses constant or homogeneous
densities, but rather form a shape that could be isolated by its local density difference. For this reason, many
segmentation algorithms try to introduce ’shape’ information at the expense of simple thresholding or gradient
information utilization. Because many vessel ’segmentation’ algorithms fall rather in a class of vessel model
extraction techniques, they will be discussed in Chapter 4. Here, we review only plain segmentation techniques.
A very good review of vessel segmentation can be find in review work of Kirbas and Quek [62]. Because of
certain similarity among CT and MR data, we review methods proposed for both modalities.

Line filtering methods have constituted the very first algorithms used for analysis of MRA data (Mar-
chal [63]). Later, anisotropic and dispersion filters were proposed for MRA enhancement (Gerig [64], Chen
and Hale [65], Du and Parker [66]), Orkisz et al. [67]) and in the recent works of Westin [68] and Sun and
Parker [69]. More about model-based filtering can be found in Section 3.6.

For simpler cases, mathematical morphology approaches were also proposed for the vessel segmentation
problem. Hysteresis thresholding was first performed by Gerig [70]. Yan et al. [71] applied difference of
density and gradient image followed by morphologic operations in head CT to extract blood vessels and ring of
Willis. Kawata et al. [72] used thresholding, connected component analysis and smoothing to extract vessels
from CT data.

Watersheds methods were employed by Passat et al. [73] for segmentation of specific venous structures and
as a preliminary step in work of Kobashi [74]. Grey-scale skeletonization was used by Yim [75]) to segment
vascular structures containing subvoxel-sized vessels.

Region growing methods are based on the hypothesis that vessels can be reconstructed from a seed point by
iteratively adding voxels belonging to the vascular network. This approach was exploited by e.g. Cline [76],
Klose et al. [77] and others. Beier et al. [78] implemented a system where user interaction and region growing
were used to extract aortic stents in CT data.

Deformable models are used in vessel segmentation methods in order to determine vessel axes and or vessel
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walls. These models are designed to evolve under external and internal constraints such as vessel shape and
intensity criteria. A level-set approach was proposed by Lorigo et al. [79] to segment vessel axes before seg-
menting their radius. Deformable models have been also mixed with model-based segmentation (e.g. Frangi et
al. [80]). Auer et al. [81] reconstructed stenosed artery from high-resolution MRI data by application of snakes,
which initialization was based on thresholds. Verdonck et al. [82] incorporated dynamic programming for op-
timization of deformable models to extract borders of vessels in 3D data.

Statistical analysis methods are designed to find vascular structures by using different statistical distributions
to model both enhanced blood and background. An expectation-maximization is generally used to classify each
voxel of the processed angiographic image. In Chung [83], a Maxwell-Gaussian mixture density is used to
model the background signal distribution while a uniform distribution is used for blood. Noble and Wilson [84]
applied Gaussian approximation of the density histograms in a hierarchical way to segment vessels from TOF
MRA data. In Sabry Hassouna [85] MRA data are processed as a mixture of one Rayleigh and two normal
distributions.

According to our experience, most of the presented approaches are neither directly suitable for vessel seg-
mentation in pCTA datasets, nor for bone identification. Therefore, we focused on alternative approaches,
namely probabilistic atlases (with support of watersheds) and model-based segmentation. Our conviction is
that small-area density or gradient information is not sufficient in segmentation of pCTA data and therefore
some kind of external knowledge has to be introduced in the segmentation, allowing the algorithm to ’recog-
nize’ the sought structures. The datasets have to be ’understood’, so e.g. information whether the given object
can be a vessel is needed. A decision about the potential vessel objects—similar to as how human operators do
decisions about the objects—must be done, based on multiple parameters as are density, size, shape, orientation
and location. Alternatively, this decision can be done for other objects, e.g. bones.

3.4 Probabilistic Atlas for pCTA Data Segmentation

As the pCTA data are complex datasets (they contain a lot of different anatomy) and the objects within are of
similar size and density ranges, it is often very difficult to distinguish between these objects. Hence, objects
might be sufficiently precisely recognized only if additional information is taken into account (location, shape,
etc.) Such information can be stored in an atlas, holding typical representatives of objects of interest, with their
average parameters values and potential variabilities. Using such an atlas it is possible to distinguish valid and
invalid variations of the particular objects. For this, datasets being classified need to be first scaled, aligned
and registered to the atlas data space before executing the comparison. The higher variability of the examined
objects, the more complex and difficult is the registration step, if reliable results are expected. Segmentation by
means of deformable models and atlases is usually applied when it is not possible to identify objects of interest
solely on the density data. In this sense, they represent a complement to the density-based techniques, which in
a preprocessing step provide the low-level features for the subsequent atlas matching [86, 87].

Recently, significant effort has been directed towards the development of deformable templates—typically
for segmentation of human brains ([88], [89]) and rich literature has been compiled on brain probabilistic atlases
([90], [91], [92], [93]). For example, Iosifescu et al. [94] differentiated between brain white and gray matter and
cerebrospinal fluid in a first stage by a classification algorithm based on interactive selection of representative
samples for each tissue. In the second stage, the segmented dataset is elastically deformed to an atlas [95], in
order to measure the volumes of small brain structures. The deformation itself is defined by the maximization
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of a local similarity structure, leading to a multi-resolution FEM solution. As the results of deformable atlases
were promising, there were approaches to extend the atlas approach also to the other regions of human body.
Ga et al. [96] proposed segmentation of liver and kidneys using a deformable surface model. Park et al. [97]
described a probabilistic atlas aimed on abdominal area. In their work, thin-plate-splines were used as non-
rigid warp and the approx. 40 control points were manually defined by a human operator. Mutual information
was used as a similarity measure. The various abdominal organs were then modeled by means of Gaussian
distribution and Bayesian inference combined with MRF was used for segmentation of unknown datasets.

A more general approach was proposed by Warfield et al. [98]. The adaptive, template moderated, spatially
varying statistical classification (ATM-SVC) technique combined matching to an anatomical atlas with density-
based classification in an iterative loop. Its aim was to propose a general purpose technique for segmentation in
different anatomy areas and was tested, among others, on segmentation of knee cartilage from MRI data. First, a
template of normal anatomy is build by an operator-driven manual or semiautomatic technique. Subsequently, it
is converted to a set of distance maps, each indicating locations where bones and cartilage are likely to be found.
For each unknown dataset its statistical density model is formed by manual selection of representative voxels
for each tissue type. The iterative loop starts by a rigid transformation of the unknown data to the template
space. Then, co-registered distance and density probability data are classified by K-nearest neighbor classifiers.
In the loop, both the unknown dataset and the template are matched by an elastic matching procedure, which
leads to improved tissue classification. The loop usually converges in three to five iterations.

As the tissue segmentation in pCTA data is a challenging and still unsolved task, we have proposed a prob-
abilistic atlas solution [99]. The idea of the atlas aimed on segmentation of bones in pCTA data came from
discussions with skilled radiologists. It seems inevitable to incorporate in the segmentation process some pre-
knowledge that comprises information about patient anatomy, because methods based only on density and
gradient analysis simply cannot cope with the diversity of pCTA data. Similar to a human radiologist, the com-
puter also must utilize spatial anatomic knowledge and be aware of what kind of tissue could be in processed
in given areas. This idea leads us to a goal to construct an atlas comprising spatial probability existence infor-
mation about given tissue type. It is also encouraged by anatomic diversity of the processed datasets that may
appear similar on the first sight, but are not on closer look.

In anatomic atlases, spatial position of organs in body is depicted, as the body is rather constant considering
the spatial organization. Given organs usually appear on known spatial positions, with minor modifications.
Also for anatomy in lower limbs, one can recognize typical spatial patterns. Not only the skeleton is similar
among the patients, also the position of main vessel courses is approximately known. But the spatial variations
of a skeleton are much smaller than of a vessel tree; bones also suffer less pathologic changes. Therefore we
focused ourselves on atlas-based segmentation of bone tissue2.

The main assumption is that if density/gradient information alone is not sufficient for reliable bone segmen-
tation, it can be complemented with information of spatial location. So, we proposed to create an anatomical
atlas aimed on segmentation of lower-extremities bones. In such atlas, following information is stored: the
typical density of bony tissue in a given spatial point (possibly with allowed variations) and the probability for
a bone tissue to be present in particular location. As an output of comparison between the unknown data and
the atlas, the value describing joined probability of being ’bone density’ in ’bone area’ will come out.

In order to build and use such an atlas, it is necessary to deal with the following issues:

2When bones will be identified, vessels will remain the brightest structures in the dataset, making it easier to segment them by
means of e.g. thresholding.
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• the spatial variability of the processed datasets, caused mainly by different positions of the patients during
scanning,

• anatomic differences among patients, mainly due to body proportions, gender and age,

• the different scanners and scanning protocols used, resulting in differences in data sampling, and

• extraction, storage and interpretation of appropriate information for a given tissue type.

Usage of non-rigid transformations (e.g. thin-plate spline warping) can help to solve the first three issues. A
solution to the last one can be based on the idea of having statistics of the possible densities in the given spatial
point, as well as on representing the probability of presence of certain tissues in this position. This idea is based
on the observation that the densities change heavily in the global extent, but just slightly in the local range, and
there exists a statistic measure of presence of the given type of tissue in the given spatial range. This spatial
statistic measure can be transformed to a distance field which better represents the probability of tissue presence
also in the areas where there is no relevant information. Distance transformations (DT) and distance fields (DF),
arrays holding distance to certain object of interests (Borgefors [100]) represent a powerful means to encode
knowledge about spatial relationships in both planar and volumetric scenes. For example, DT stands in the
background of a fully automatic scheme proposed for brain segmentation in MR scans by Brummer [101].
There, data voxels are classified first according to a probabilistic density model. Since in MR data different
tissues occupy the same spectral space, in the second step only those regions are classified as brain, which
have at least a certain distance from the skin surface. The necessary DF is obtained by skin identification by
thresholding and a DT. Zeng et al [102] proposed a technique for identification of the brain cortex, which takes
advantage of the fact that the cortex is a layer approximately 3 mm thick. DTs are in this case used to measure
the distance between the inner and outer cortex surface.

The presented probabilistic atlas method consists of two independent steps: first, we have to construct the
atlas (Section 3.4.1) and second, we have to use the information stored in the atlas for segmentation goals
(Section 3.4.6).

3.4.1 Atlas Construction

The probability atlas (Fig. 3.1) stores for each voxel information regarding the Average Bone Density, Average
Distance to bone surface and the distance variance. As an auxiliary information necessary when adding new
datasets (records) it also stores the total number of added records (Record Count) and the number of records,
for which the voxel was identified as a bone voxel (Bone Count).

The atlas’s Reference Frame, which defines its dimensions, sampling rate and a set of landmarks for regis-
tration is given by the first inserted record. Having at disposal this reference frame, one can easily add new
records and compute the necessary information. An input record for each new dataset to be added to the atlas
consists of the original density volume, a manually segmented bone mask and a set of landmarks, which define
its correspondence with the reference frame. Currently, the landmarks are set manually by a simple interactive
utility and pairwise correspond to those set in the reference frame. The density data was segmented by means of
the semiautomatic utility ISEG [103], which is based on interactive thresholding, connected component anal-
ysis and application of morphologic and logic operations. When adding a new record to the atlas, both the
density and mask volumes are warped by means of the thin-plate spline transform (TPS) to the reference space.
However, since the manual landmark setting proved to be not precise enough, their position is optimized first
with the help of a mutual information-based cost function (Section 3.4.4). In the next step, the atlas average
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Figure 3.1: Construction of the probability atlas for bone segmentation in pCTA datasets.
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bone density and average distance volumes are updated, using the warped density and mask volumes and the
atlas record and bone count volumes. The distance volume of the processed record is computed from the mask
volume transformed by the 345-chamfer-distance transform [100]. Prior to the distance transform, the bone
mask is subjected to morphologic closing in order to fill-in bone holes which belong to areas filled by bone
marrow. A distance transform based closing [104] is used with closing distance equal to 16, what seems to be
reasonable value for given datasets. Since in the segmentation phase we take advantage not only of the mean
distance, but also of its variance, we store in the atlas also a sum of squared distances for each voxel.

3.4.2 Dataset Warping and Registration

As the position of the patients in the dataset vary significantly and the shape of human skeleton also varies (due
to age, gender, height, weight, etc.), for construction of the atlas and also for later atlas usage registration of the
datasets must be executed. Registration is a task, where objects and their shapes among datasets are aligned.
The registration consists of these steps:

• Definition or detection of corresponding points in the template and registered dataset. These points (land-
marks) are given explicitly (manually by the operator) or can be derived automatically. They represent
important anatomical information (features) that match after registration.

• Warping of the registered dataset to the space of the template dataset (or vice versa). The warping is an
interpolation process in which we align the set of landmarks and volume inbetween is deformed. The
deformation between the landmarks is ruled by certain criteria, e.g. can be based on physical model of
bending of real materials with limited compressibility or stiffness, etc.

Eventually, the process can be complemented with:

• Evaluation of similarity between the registered and template dataset, possibly with optimization. The
similarity measurement depends on the type of template and registered image (same/different modality,
difference in brightness/contrast, etc.) The measurement should indicate a possible misalignment and
dissimilarity of the two registered datasets and should serve as cost function for registration optimization.

According to the evaluated similarity, the count or the position of the landmarks might be modified to optimize
the registration. In case of the proposed atlas dataset, the landmarks are defined manually by the operator. They
represent important anatomical points (joints). With the defined set of landmarks, thin-plate spline warping is
executed to register the dataset and atlas.

3.4.3 Thin-plate Spline Transform

Thin-plate spline transform (TPS) is an elegant algebraic expression of the dependence of the physical bending
energy of a thin metal plate on point constraints. Its extension to 3D space allows modeling of shape deforma-
tion changes in 3D datasets (Fig. 3.2). The TPS transform is defined by n control points [Xi, Yi, Zi] [105]:

x = a0 + a1X + a2Y + a3Z +
n∑

i=1

Fir
2
i ln r2

i (3.1)

y = b0 + b1X + b2Y + b3Z +
n∑

i=1

Gir
2
i ln r2

i (3.2)

z = c0 + c1X + c2Y + c3Z +
n∑

i=1

Hir
2
i ln r2

i , (3.3)
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where [X, Y, Z] and [x, y, z] are points in source and target data space respectively, and r2
i = (X − Xi)2 +

(Y −Yi)2 +(Z−Zi)2. The TPS parameters can be determined if the coordinates of at least four corresponding
points are known. When solving for the transform parameters ai, bi, ci, Fi, Gi and Hi for the given point pairs,
the following constraints must be also taken into account:

n∑
i=1

Fi = 0
n∑

i=1

Gi = 0
n∑

i=1

Hi = 0

n∑
i=1

XiFi = 0
n∑

i=1

YiFi = 0
n∑

i=1

ZiFi = 0

n∑
i=1

XiGi = 0
n∑

i=1

YiGi = 0
n∑

i=1

ZiGi = 0

n∑
i=1

XiHi = 0
n∑

i=1

YiHi = 0
n∑

i=1

ZiHi = 0

(3.4)

These constraints ensure that the volume splines remain stable under application of point loads (Fig. 3.2).

(a) (b)

Figure 3.2: A typical result of the thin-plate-spline warp. (a) A 2D slice through a 3D grid filled with three
orthogonal sets of planes, (b) a 2D slice through the warped grid. The third set of planes is not visible in (a).

3.4.4 Optimization of the Non-rigid Transformation

According to our experience, it is impossible to define appropriate location of the control point pairs only by
manual specification of the landmarks. Manual specification usually results only in suboptimal data correspon-
dence after the transformation (Fig. 3.3a). Hence there is a need to optimize the position of the control points
in the datasets. A higher number of landmarks that could ensure better initial registration would negatively
influence the speed of computations and manual definition of them would be very laborious.

The optimization procedure implemented in the proposed atlas is based on maximizing the mutual informa-
tion of the transformed and reference datasets. The mutual information IAB represents a measure of the mutual
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correspondence of two data sets A and B, by reflecting the number of relevant graphic elements that coincide
in both volumes:

IAB =
∑

i

∑
j

p(ai, bj) log
p(ai, bj)

p(ai)p(bj)
, (3.5)

where p(·) is the density probability in images A and B respectively and p(·, ·) is the probability for the com-
bination of given densities to appear in the corresponding locations in both datasets. All aforementioned prob-
abilities are approximated by means of either 1D histograms or 2D scatterplots. The advantage of the mutual
information-based measure is that it abstracts from actual densities and uses only probabilities—thus is not
influenced by variable contrast and brightness of the dataset, even does not require the datasets to be of the
same modality.

By maximizing the value of I we maximize the above mentioned correspondence between the transformed
and reference dataset. Due to the high variability of human body properties we apply Eq. 3.5 only to the subset
of the data defined by the bone mask. This decision stems from the observation of larger ’similarity’ between
human skeletons than between whole human bodies.

A straightforward implementation of the optimization method led to unsatisfactory results. The mutual
information function has many local minima because of the ’nearly binary’ character of both registered images
(caused by data masking through the bone selection mask). To overcome this shortcoming, we have filtered the
data by a low-pass Gaussian filter.

In cost optimization it is necessary to evaluate the optimized function many times. Since the computational
complexity of the TPS transform is linear both in the number of voxels and the number of control points, one
pass of the transformation for a full-sized dataset can take a considerable amount of time and the duration of the
optimization would become a problem. Fortunately, sub-sampled datasets and scaled coordinates of landmarks
proved to be meaningful and delivered good and stable results in an acceptable time.

The results acquired by the optimized TPS transform on sub-sampled datasets are, although not ideal (Fig. 3.3b),
still much better in comparison with unoptimized ones (Fig. 3.3a).

(a) (b)

Figure 3.3: An overlaid cross-section of warped datasets (a) before and (b) after the optimization.

3.4.5 Probability Models Derived from the Atlas

The data gathered in the atlas and providing information on average tissue density and average distance to bone
surface cannot be used directly for the segmentation of unknown datasets.

Firstly, the information derived from the atlas is specific to the CTA scans of lower extremities. Central
parts of long bones are characterized by high tissue density. Therefore bone-tissue histograms of 2D transversal
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slices depend on the slice position (Fig. 3.4). This leads to the idea to exploit this dependency for bone tissue
segmentation by means of the analysis of spatially dependent histograms. For each slice of the average bone
density volume a histogram is built (binned to 256 density levels) and approximated by a modified Gaussian
distribution:

pI =

 e
−(I−Ī)2

2σ2 if I ≤ Ī

1 otherwise
(3.6)

where Ī and σ are mean bone density and its standard deviation within the slice. I is the density of a
voxel of the same slice. This formula assumes that bone is the most dense tissue and therefore all voxels with
density above the bone average are assigned probability 1.0. Fig. 3.5b shows this probability for all voxels in
a transversal slice of one of the datasets used for atlas construction. In comparison to the unmodified image
density (Fig. 3.5a), we observe significant enhancement of bone structures and their spatially homogeneous
density distribution.

Probability pI is, however, not sufficient for bone identification in an unknown dataset. It does not eliminate
the problem of those no-bone tissues misclassified as bones, which share the same spectral space with bones. A
similar situation occurs in brain segmentation, where brain and non-brain tissues share the same density space
in a similar way. As a solution, Evans [106] proposed to build a probability atlas by manual segmentation
and rigid registration of brains of more than 300 healthy individuals. By averaging binary masks of tissues of
interest a probability map was obtained, which was subsequently used in classification as the Bayesian prior.
Our situation is different because we currently do not have the sufficient number of datasets in the atlas and
also because of the higher variability of bone shapes. Therefore, instead of deriving the presence probability
directly from the averaged binary masks, we derive it from the average of distance maps. This significantly
blurs the bone masks and thus makes the classification tool less sensitive to the insufficient number of datasets
in the atlas (Fig. 3.5c). From the averaged distance map D̄ and its standard deviation σ we derive the spatial
presence probability (Fig. 3.5d) in point X by

pD(X) = e
− D̄(X)2

2σ(X)2 . (3.7)

In classification of unknown datasets, we merge both probability measures pI and pD into a joint probability
pjoint = pIpD, which, after thresholding, results in the final bone mask.

3.4.6 Bone Segmentation Using the Atlas

Segmentation of an unknown dataset by means of the information provided by the atlas requires several steps
(see Fig. 3.6).

First, it is necessary to transform the unknown data to the reference atlas frame. Similarly to the atlas
construction, we interactively define the set of landmarks, pairwise corresponding to those used for construction
of the atlas. Once the transformation is defined, the unknown dataset is transformed to the atlas space and
the probabilities pI and pD are computed according to Section 3.4.5. Finally, the bone mask is obtained by
thresholding the joint probability pjoint at level 0.2.

Similarly to the atlas construction, the manually set landmarks result in an insufficient correlation of the
dataset to the atlas. However, in this case we do not have the necessary bone masks, which were obtained
interactively in the case of atlas construction. Instead, we approximately identify the bone tissue by thresholding
the density at a fixed threshold value. We use this mask for optimization of the transformation, in spite of the
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(a) (b) (c)

Figure 3.4: Dependency of density histograms on the slice position. Each row in (a) and (b) shows the histogram
of the corresponding slice in a dataset, the MIP of which is presented in (c). (a) shows histograms of all body
tissues while (b) only those of segmented bones. (In the histogram, the vertical coordinate is the slice number,
the horizontal coordinate refers to density values and brightness in a given point tells the number of voxels in
dataset with the given density).

fact that also no-bone tissues are selected. Since these tissues occupy significantly less space than bones, their
influence is suppressed by downscaling the mask and by Gaussian blurring.

3.4.7 Implementation and Results

The algorithm was implemented on an AMD Athlon 1.6 GHz CPU workstation with 2GB of RAM. The ad-
dition of a new dataset to the atlas takes about 7 minutes and the segmentation of an unknown patient dataset
takes a comparable amount of time. A major problem of the current implementation is its very high memory
requirement since for each data voxel ≈20 bytes of additional information have to be added. This causes an
initially 300–600 MB dataset to grow easily to over 2 GB of needed memory space, which results in memory
management problems (the operation system limited us to 2GB address space per task) and rapidly deteriorated
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(a) (b)

(c) (d)

Figure 3.5: A transversal slice of: (a) the original dataset, (b) probability of bone presence based on the
density, (c) distance field showing distance to the average bone surface and (d) spatial probability of the bone
tissue.

the performance of the whole application.

In the future, this problem could be solved by implementing some type of run-time data compression. A
CTA dataset typically comprises substantial parts of the data representing uninteresting background (air and
parts of the tomograph), which can be easily identified by a low threshold value. A modified version of the
run-length encoding scheme, compressing only the background regions at both ends of each scanline, was used
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Figure 3.6: Application of the probability atlas for bone segmentation in pCTA datasets

for this purpose in the aforementioned segmentation tool [103], saving up to 40% of memory space and could
be applied here, too.

Fig. 3.7 shows results of the actual test implementation. Here, only a part of the whole space captured by a
CTA-based PAOD study was used to ease and speed up the development. In areas where the bone anatomy does
not vary significantly, we get very accurate results. Bone tissue is marked with very high probability, whereas
vessels with contrast agent and calcifications are filtered out. On the other side, in regions with significant
anatomical variability (Fig. 3.7a), we do not get satisfactory segmentation yet. We partially attribute this to the
currently insufficient number of records in the atlas and partially to the low number of control points used to
define the TPS warping, rendering it to be not flexible enough.

3.4.8 Conclusion

In this section, we presented an atlas-based approach for segmentation of vascularity of pCTA data. Our as-
sumption that volume elements representing various tissues can be classified by their location and density
properties proved to be true in majority. The results of our study show that in case the objects prove suffi-
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(a) (b) (c)

Figure 3.7: (a) Uncertainty caused by anatomic differences, which are not captured by the TPS transform.
Compare the good overlap of the transformed bone masks in the central part of the bone and the not so good
one at joints. (b) The joint probability, (c) bone mask obtained from (b) by thresholding.

cient spatial or density distance they can be identified by the means of probabilistic atlas, requiring only minor
operator intervention.

On the other hand, the tissue identification was not complete. We have identified two problems:

• First, in certain areas of patients’ bodies the anatomical difference is very high. E.g. the trabecular bone
has highly variable density in the knee area. It seems difficult to model the density profile in those areas,
what makes this estimation less reliable. Inserting more samples in the atlas might partially solve this
problem, but the density distribution needs also to be modeled with a more complex function, to reflect the
more potentiall more complex model of density distributions in given anatomic location. Alternatively,
if object borders could be detected, then just partial labeling of data would suffice for the identification,
as ’the recognizable’ part of the object would be identified and this information would be distributed on
the whole object to achieve segmentation. And

• Second, the bone shape variability among the patients is also very high. Simple registration with low
number of landmarks leads only to an approximate alignment, not capturing smaller anatomical differ-
ences. In case these differences are larger then distance of the two distinctive tissues (bone vs. vessel)
then the atlas classification fails. This issue can be solved by more precise registration employing higher
number of landmarks. The drawbacks are then the higher computational costs and more extensive op-
erator intervention. The number of necessary landmarks depends on required quality and complexity of
objects’ shape and is a research task of itself.

The first problem could be partially addressed by incorporating a technique that extracts borders of objects.
One of the possible approaches—the watershed transform—is described in next section.

Other inherent problem of the atlas approach—if applied to pCTA data—is its computational complexity,
leading to several hours long computation on actual PCs (Pentium IV 2GHz, 2GB RAM). The time require-
ments can be mostly attributed to the TPS warping applied to such large datasets. As other warping methods
are comparatively complex, we see a possible solution in a more powerful computer and parallelisation of the
task, e.g. on multi-processor cluster, etc.
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3.5 Probabilistic Atlas Combined with Watershed Transform

As described in Subsection 3.4.8, the segmentation based on a probabilistic atlas fails in areas, where spatial
variability is very large. This problem could be addressed, if regions’ (closed) borders could be identified.
Thus, having a reliable classification for only a part of a region this information can be extenden over the whole
region. The influence of high spatial variability would be then suppressed, as only the ’constant’ parts of an
object will be identified, distributing later this classification over the whole object. Such border information
is derived by evaluation of gradient-magnitude maxima in the data and one of such techniques is also the
watershed transform.

Watershed Transform (WT) is a morphological gradient-based technique whose basic principle was described
in Subsection 3.3. Two basic classifications of the watershed algorithm implementation exist: shortest topo-
logical distance, based on paths of steepest descent terminating in local minima (Meyer [107]) and immersion
algorithms (Vincent and Soille [51]). WT is able to segment unknown datasets, locating objects’ borders in
areas of gradient-magnitude maxima. Thus, homogeneous areas are separated. The WT is known to work also
in areas, where only weak edges appear. Its main drawback is the problem of oversegmentation. This problem
can partially suppressed by ’preflooding’, by hierarchy of watersheds or other post-processing and merging of
the regions (Meyer and Beucher [108], Lotufo and Silva [109], Beucher [110]).

Due to the local gradient-magnitude maxima properties, the WT tend to group voxels that morphologically
belong together. In this way, the algorithm does not depend on density values. The size of regions and its
borders depends on actual data and noise within. To select proper size of the regions and therefore to select
only relevant borders various techniques were proposed. In Šrámek et al. [111] the authors suggested to low-
pass filter the data (e.g. by means of a Gaussian filter) and thus reduce the number of unimportant details,
resulting in reduced number of regions. The disadvantage of this approach is that the borders of the regions
shift (due to the nature of low-pass filtering) and become imprecise. Hierarchical merging of regions has been
suggested as a solution in this case. Alternatively, regions can be merged based on their statistical attributes
(e.g. mean value, variation, etc.); eventually both techniques can be combined.

By combination of results of the probabilistic atlas with the regions acquired through WT, more precise
segmentation can be achieved. Individual voxels can be labeled by the atlas and then whole regions containing
these pixels can be labeled also. Thus, also other voxels that belong morphologically to the given object, but
failed to be classified in the previous step can be correctly identified.

On the other way round, an atlas can help in solving the oversegmentation problem, where the merging of
adjacent regions is the main challenge. With application of the atlas described in Section 3.4, it is possible to
find out which regions belong to the same object.

In [112], we suggested to combine the probabilistic atlas and regions acquired through WT, to overcome the
problem of imprecise segmentation that resulted from application of atlas with low number of landmarks.

3.5.1 Extension of Atlas Segmentation by Watershed Transform

First, a watershed transform of the particular dataset must be computed. In our case, the simple hierarchical
merging (based on Gaussian filtering) led either to omitting of important details (in case when the top of the
hierarchy was heavily filtered) or the oversegmentation was not suppressed enough. Therefore, we included
region merging based on the density mean-value difference. We merged regions that differed no more than
10 HU (Fig. 3.8b) in several iterations (consecutively increasing the threshold from 1HU to 10HU). Next,
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(a) (b) (c)

Figure 3.8: Watershed transform and merging of the segmented regions. (A cut-out from vertical slice of a
3D data in area of a hip-joint). (a) Oversegmentation is characteristic for a plain watershed transform. (b)
Suppression of oversegmentation by merging of regions based on mean-density similarity. (c) Suppression of
oversegmentation achieved by combination of mean-density similarity and hierarchical merge.

we applied the hierarchical merging, which kept the region borders at their original, not-filtered position but
decreased the number of regions (Fig. 3.8c).

Then, to improve the results acquired by application of the probabilistic atlas approach we incorporated edge
information obtained with the 3D watershed transform into the final bone classification. In each watershed
region we computed the number of voxels, which were labeled as bone in the probabilistic mask. If the number
of labeled voxels in a region exceeded a specified threshold (e.g. 10%), we labeled the whole region as bone
(Fig. 3.10).

These results are satisfying if we need to identify objects for e.g. surface-shaded visualization (Fig. 3.11a).
The fact that the borderlines follow the areas of the gradient-magnitude maxima can cause that due to PVE there
might be residual voxels not identified as bone in the datasets and in case of maximum-intensity-projection
(MIP) this might cause artifacts (Fig. 3.9c). Therefore, we dilated the bone in final stage, with a 5×5×5
structuring element (Fig. 3.9d).

3.5.2 Implementation and Results

The presented technique shows a way to segment bone tissue in CTA datasets more precisely. Compared to sim-
ple threshold-/gradient-based algorithm it delivers much better results (Fig. 3.11). To apply the aforementioned
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(a) (b)

(c) (d)

Figure 3.9: Application of watershed transform combined with the probabilistic atlas for segmentation. (a)
Maximum-intensity projection (MIP) of the dataset, (b) MIP of the dataset where the bone tissue was partially
out-masked by probabilistic atlas segmentation, (c) MIP of the dataset where the bone tissue was out-masked
by means of the probabilistic atlas combined with watersheds, and (d) MIP of the dataset where the bone tissue
was out-masked by application of probabilistic atlas, watershed transform and bone mask dilation. (The patella
and sacro-coccygeal bone were not modeled.)

technique, first building of a density probability atlas is needed (Section 3.4). Region growing with threshold is
used to separate different object in the probability volume. In parallel, 3D watershed transform is applied to the
unknown dataset to obtain edge information. In the end, watershed regions are classified according obtained
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(a) (b) (b)

Figure 3.10: Bone tissue masks (vertical slices from mask volumes). (a) Bone tissue mask acquired by applica-
tion of probabilistic atlas; (b) Bone tissue mask acquired by extending of (a) by watershed transform regions;
(c) Bone tissue mask acquired by morphologic dilation of (b).

bone mask. Determination of algorithm constants is quite self-explaining and straightforward. The threshold
for region growing should express a probability in volume resulting from atlas application. The higher value,
the lower is the probability that the region growing will grow to incoherent objects, but also some voxels remain
unlabeled, therefore missing in final mask. In our case, values approx. 0.7–0.8 for the probability proved to
be suitable. The threshold determination for watershed region classification according the bone mask is even
simpler. In a fact, even region with only one voxel labeled as bone can be considered as bone region. To be on
a safe side, we used threshold about 10%. Need to be mentioned that both thresholds are partially tied together,
so when choosing lower region growing threshold one should consider higher value for region classification.
But these values are not crucial for algorithm results. Parameters of 3D watershed transform (kernel size of
the Gaussian filter, levels of hierarchy, threshold for watershed region mean-value merging) are determined
depending on the input data and required precision [6]. The aforementioned methods were implemented on
a PC workstation with 1,6GHz CPU and 2GB of RAM. Processing of a 512×256×512 voxel dataset needed
90 seconds for watershed labeling, 5–6 minutes to create an object map and 4–5 minutes to process density
similarity merging of regions. Other tasks were computed in a time comparable with data loading/saving time
(4–5 seconds for loading, 15–20 seconds for saving.) The memory requirements were approx. 150MB for
the dataset and additional 600 MB (gradient image, object map) for processing. An example of achieved seg-
mentation results is presented in Fig. 3.11. The difference between mask obtained with probability atlas and
mask extended with 3D watershed transform is not visible in MIP images (Fig. 3.9). However, there is visible
difference in the knee area in Fig. 3.10a and Fig. 3.10b (compare areas of trabecular bone).

3.5.3 Conclusion

In this section, we presented an extension to the probabilistic atlas approach, by combining it with the watershed
transform. As the results show, the segmentation is more precise. Classification of voxels inside the watershed
regions through the probabilistic atlas and the extending this segmentation to all regions’ voxels makes the
segmentation step more reliable.

However, implementation of the proposed algorithm in clinical environment is hampered due to two draw-
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(a) (b)

Figure 3.11: Atlas+watershed vs. plain segmentation. (a) Bone segmentation by means of probabilistic atlas
combined with watershed transform, (b) Bone segmentation by means of plain thresholding (th = 200 HU).

backs:

• The first is the speed of the proposed technique and its memory requirement. The watershed transform
of a full-sized dataset takes ≈60 min on our 1,6GHz CPU workstation. Also the post-processing of
watershed regions and their merging is a heavy computational burden. Therefore, the proposed technique
is more a proof-of-a-concept then a really applicable approach,

• The second is segmentation of different tissues that lie in very close vicinity. The combination of atlas
and watershed transform solved the problem of identification of tissues in areas, where their density or
spatial properties vary significantly. On the other side, is has less effect on problem of segmentation of
various tissues that posses the same density range and the same spatial location (e.g. in popliteal area).
Due to the very high spatial variability in this area and similar density properties of the objects the atlas
becomes imprecise and application of watershed transform does not help, as the individual regions (not
only voxels) are misclassified in the atlas stage.

To overcome this, a measure distinguishing vessel and non-vessel tissue, regardless of its location and density is
needed. A well-known approach providing such information is enhancement of cylindrical structures, described
in next section.

3.6 Enhancement of Cylindrical Structures

The results achieved in our previous research and also the results achieved by others led us to an idea, that
the S&C of the pCTA data cannot be based on individual voxels or regions. Voxels or unstructured regions
do not exhibit features attributes for determination of their type. Therefore, some pre-knowledge has to be
brought in the S&C process, for the computer to ’understand’ the data. This challenge was partially addressed
in the proposed atlas approach, where the deformable atlas contained information where the bone tissue ’can
appear’. Due to the highly complex shape of the bones and joints and also due to significant density and spatial
difference, the achieved results were suboptimal.

A complementary approach is to detect the vessel tissue, not the bone tissue. Reviewing the tissue properties
described in Section 2.4, it can be observed that the vessel tree hierarchy is highly variable in space; but on
the other hand, the shape of the vessel segments is quite simple; basically these are curved cylinders of various
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diameter (if not taking the bifurcations into account, for simplicity reasons). Then, for vessel identification
algorithms for enhancement of cylindrical structures can be used. These segment (or more properly: amplify)
structures in the dataset based on their shape, rather than on their density properties. Such methods typically
evaluate directional distribution of voxels with similar densities in 3D space by means of statistical and matrix
computations.

Eigensystem analysis-based Segmentation and Classification

Eigensystem analysis-based methods take advantage of the observation that objects of particular shapes prove
distinct density changes in different directions (for a selected scale). Namely:

• Planar structures or sheet-like tissues manifest small density changes in two directions (directions defined
by the orientation vectors of the plane) and significant density change in the third direction (direction
parallel to the normal vector of the plane)

• Cylindrical structures show small density change in the direction of the cylinder axis and significant
density change in other two directions (perpendicular to cylinder axis—in the direction of vectors defining
the cross-section plane of the cylinder)

• Spherical structures or blobs show significant difference in density in all three directions.

If there are only small density changes in all three directions, homogeneous areas are detected. The small
density changes are then given only by noise. Algorithms evaluating such density changes are typically based
on eigensystem analysis of a matrix whose elements are determined by density changes in directions given
by the coordinate system. Two similar mathematical concepts are used: Hessian Matrix and Structure Tensor
filtering.

Hessian Matrix-based Enhancement of Cylindrical Structures

The Hessian matrix-based enhancement of cylindrical structures was investigated in the work of Sato et al.
[113], where the approach was proposed for enhancement of vessels in MR datasets. The results were thresh-
olded for further processing. This approach was also integrated in the work of Frangi et al. [114] where the
results were directly visualized, in Krissian et al. [115] where the resulting height ridges were traversed and
evaluated and in Lorenz et al. [116] where the results underwent active contour segmentation. The basics of
this algorithms are the following:

Lets have a 3D volumetric data I and second partial derivative of the Gaussian function G in coordinate
directions i and j in a given point p0. Then, by convolution of it with the data we get function Hij :

Hij(p0) =
∂2G(p0, σ)

∂i∂j
∗ I(p0), (3.8)

where

G(p0, σ) =
1

σ
√

2π
e−

p2
0

2σ2 . (3.9)

Following, the Hessian Matrix is defined as:

H(p0) =

 Hxx(p0) Hxy(p0) Hxz(p0)
Hxy(p0) Hyy(p0) Hzz(p0)
Hxz(p0) Hyz(p0) Hzz(p0)

 . (3.10)
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Figure 3.12: Gaussian function (green) and its second-order derivative (red) for given parameter σ. The
second-order derivative is used in the Hessian matrix-based methods as a convolution kernel for detection of
structures of size σ.

The above mentioned defines the Hessian Matrix as a matrix of convolutions of the original data I with second-
order derivatives of the Gaussian function with parameter σ. The second order derivative of the Gaussian is
a ’Mexican-hat’ shaped function (Fig. 3.12). After convolution of the data with this function, objects of size
close to σ are enhanced, whereas objects of other sizes are suppressed (Fig. 3.13a, b and c).

In eigensystem decomposition of the H matrix, the eigenvalues then represent the density change in direc-
tions given by eigenvectors of the matrix. Hence, by analyzing the eigenvalue magnitudes and their mutual
relationship, the type of an object can be derived with the help of eigenvectors and their orientation in the orig-
inal coordinate system. Considering λ1, λ2, λ3 to be the eigenvalues of the matrix H with |λ1| ≥ |λ2| ≥ |λ3|
and e1, e2, e3 to be the corresponding eigenvectors, information about structure types can be derived, as denoted
in Tab. 3.1. The shape enhancement is then achieved by comparison of these eigenvalues. We define

λ1 λ2 λ3 Structure Type

+H +H +H Bright blob-like structure
+H +H ±L Bright cylinder-like structure, e3 is axis of the cylinder
+H ±L ±L Bright sheet-like structure, e1 is normal vector of the plane
-H -H -H Dark blob-like structure
-H -H ±L Dark cylinder-like structure, e3 is axis of the cylinder
-H ±L ±L Dark sheet-like structure, e1 is normal vector of the plane
±L ±L ±L Homogeneous (noisy) area

Table 3.1: Type of structures identified in data by eigenvalue analysis. |λ1| ≥ |λ2| ≥ |λ3| are the matrix
eigenvalues and and e1, e2 and e3 are eigenvectors corresponding to the eigenvalues. +H denotes large positive
eigenvalue, -H large negative eigenvalue and±L small eigenvalue. What is ’large’ and ’small’ depends on type
of data and its contrast.

N =
√

λ2
1 + λ2

2 + λ2
3 (3.11)

as a ’norm’ of the eigenvalues, i.e. describing the contrast of the structures, distinquishing noise and regular
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(a) (b)

(c) (d)

Figure 3.13: Enhancement of cylindrical structures by means of the Hessian matrix-based filtering. Black:
box function simulating vessel cross-section density profile, magenta: filter response (convolution of original
data with second-order kernel). (a) If filter size σ is much larger then the object, enhancement is small; (b)
maximum enhancement is achieved when filter σ and object size are equal; (c) if object size is larger then
the filter σ, enhancement diminishes again. (d) Application of the filtering on a staircase function (simulating
a vessel bordering both with soft tissue and bone). Even if the object size and filter size σ are similar, the
enhancement is low and has variable sign.

objects, and

C =
|λ2|
|λ1|

(3.12)

as a measure of cylindricity of structures in the data. C is close to 1 for cylindrical structures and close to 0
for non-cylindrical objects. (The ratio |λ2|/|λ1| remains always limited, as |λ1| ≥ |λ2|). In the work of Sato
[113] and Frangi [114] also modified measures for cylindricity were proposed, resulting in better enhancement
for their MRA data.

To enhance cylindrical objects of various size, filtering in multiple scales must be employed (the scale-space
approach [117]). The output of individual multi-scale stages must be normalized, as for different scales the
level of enhancement if a function of σ.

Proof: assume p0 = 0, object density D = 1 for p ∈ (−σ, σ) and D = 0 for p /∈ (−σ, σ), thus we integrate
the Hessian function over an interval (−σ, σ):
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Hij(p0) =
∂2G(p0, σ)

∂i∂j
∗I(p0) =

∫
p

∂2G(p− p0, σ)
∂i∂j

I(p)dp =
[

1
σ
√

2π
e−

(p−p0)2

2σ2 (−p− p0

σ2
)
]σ

−σ

= − 2
σ2
√

2π
e−

1
2 .

The results of the multi-scale filtering therefore have to be weighted by σ2 to be comparable in magnitude. This
concept was extended by Lindeberg [118], [119]: if % is the response resulting from Hessian filtering and %σ is
the response with application of σ, then the ’normalized’ response % is derived by:

% = σγ%σ. (3.13)

The parameter γ needs to be tuned to achieve best results or can be used to prefer particular scales.

Structure Tensor-based Enhancement of Cylindrical Structures

Structure tensor was introduced to volumetric data processing by Knutsson [120] and later studied in Hladu̇vka
[121]. For 3D volume data I it is defined as:

H(p0) =
∫
p

w(p− p0)


∂I(p)
∂x

∂I(p)
∂x

∂I(p)
∂x

∂I(p)
∂y

∂I(p)
∂x

∂I(p)
∂z

∂I(p)
∂x

∂I(p)
∂y

∂I(p)
∂y

∂I(p)
∂y

∂I(p)
∂y

∂I(p)
∂z

∂I(p)
∂x

∂I(p)
∂z

∂I(p)
∂y

∂I(p)
∂z

∂I(p)
∂z

∂I(p)
∂z

 dp, (3.14)

where ∂I(p)
∂x , ∂I(p)

∂y and ∂I(p)
∂z can be approximated by e.g. convolution of the data I with the first order derivative

of the Gaussian function:

∂I(p)
∂xi

=
∂G(p, σd)

∂xi
∗ I (3.15)

if G is defined by Eq. 3.9. The σd is defined by the noise-reduction properties and is usually small.
The Structure tensor itself is a matrix of integrated border information. Elements of the matrix incorporate

information about the gradient value combinations in individual directions weighted by some scale-space se-
lecting function w(·). Thus, it integrates the border presence information. Important is the weighting function
w(·) as it defines the how the border information is weighted. For processing of volumetric datasets, it can be
defined e.g. by the standard Gaussian function:

w(p− p0) = G(p− p0, σw), (3.16)

where the σw parameter steers the area over which is the border information integrated (the scale-space) and
generally is equal to the size of objects to be identified. The Structure Tensor matrix is then also eigen-
decomposed and the results are interpreted equally as in case of the Hessian Matrix.

Properties of the Eigensystem-based Cylindrical Structures Filtering

The magnitudes of the particular eigenvalues in Hessian matrix-based or Structure tensor-based filtering are
determined not only by the shape of the object, but simultaneously also by the local contrast. Therefore,
brighter objects prove higher absolute enhancement than less bright objects. E.g. less contrasty cylinders
manifest smaller response then much brighter objects of non-cylindric shape. This limits direct usage of these
methods for vessel enhancement in pCTA data, because the vessels are often not the brightest structures (the
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bones are) and vessels often touch bones (refer to Fig. 3.13d), what misleads the algorithm. Therefore, the
magnitude of eigenvalues does not provide reliable information as the vessels are not local density extremes,
but present only intermediate values between densities of soft tissue and bone. In this setting, the convolution
with the ’Mexican hat’ filter does not bring predicable results, as the enhancement depends also on the mutual
relations of the values constituting the object. On one border, the vessel is positively enhanced (being a very
local density maximum) and on the other negatively enhanced (being a very local minimum). Additionally, the
enhancement maxima in pCTA data do not indicate centres of cylindrical structures, because the structures are
inhomogeneous.

Nevertheless, the orientation information (the eigenvector related to eigenvalue with the smallest magnitude)
provided by these methods, according to our research, is quite stable and reliable. As long as the size parameter
σ for both algorithms is sufficiently close to size of the sought object, the object orientation can be reliably
derived. This property can be very useful for further pCTA data processing, as it allows stable, reliable and
unsupervised estimation of vessel orientation (see examples in Figures 3.22–3.25).

Comparing the computational efficiency of the two presented approaches, computation of the Hessian matrix
requires 6 filtering passes, whereas the Structure tensor requires 3 + 6 = 9 filtering passes. Additionally, the
Hessian matrix-based filtering efficiently suppresses noise (structures much smaller then selected object size),
whereas the Structure tensor enhances potential gradients close to the center of the weighting function and
therefore is less usable for noisy datasets (e.g. for CT dataset with artifacts due to presence of metalic implants).

3.6.1 Model-Based Identification of the Vessel Tissue

According to our research, four types of information could be derived from volumetric data:

• density or gradient information,

• spatial location of structures in the data,

• object shape information, and

• texture or frequency information.

Since the density and spatial information is not always sufficient for the vessel segmentation (as discussed
in previous subchapters) and there is no significant texture information within the vessel or bone objects, shape
model is the only remaining information that can be exploited.

In a shape-based segmentation, the cylindricity of the vessels is used as a criteria for classification. The
tubular shape property of the vessels comes from the hydrodynamic pressure, because the blood pressure is
equal in all directions. When the vessel is healthy, the flexibility of the vessel wall is equal around the cross-
section and the vessels hold the shape of a curved cylinder, with decreasing diameter further from the heart.

In the shape-based or model-based segmentation, valid shapes must be recognized and then parameters of
the object must be derived, or pre-defined model must be matched and compared. In pCTA data, an exact
predefined model (with precisely given parameters) is not applicable, as the orientation, diameter and densities
are not known, or known only approximately. Therefore, structures that fulfill cylindricity criteria must be
selected and precise shape of the structures must be then evaluated. The global cylindricity criterion is given by
the distribution of voxels with distinct or similar density around the object centre, as discussed in Section 3.6.
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Figure 3.14: Function for mapping tissue densities to vessel probability (see text). Horizontal axis: densities in
HU, vertical axis: vessel-density probability.

Hessian Matrix-based Enhancement of Cylindrical Structures in pCTA Data

As discussed in previous sections, Hessian matrix-based filtering cannot be directly applied to pCTA data to
enhance vessels, due to two main problems: i) the vessels are not always the brightest/darkest structures, and ii)
the high variability of densities belonging to vessel tissue (contrast agent, soft plaque, calcifications . . . ) make
the enhancement uneven. To overcome these problems, we suggested to remap densities in the dataset to vessel
probability with a simple trapezoid function:

pv(x) =


0 if D(x) < Dhardmin or D(x) > Dhardmax

1 if D(x) > Dmin and D(x) < Dmax

f1(D(x), Dhardmin, Dmin) if D(x) > Dhardmin and D(x) < Dmin

f2(D(x), Dmax, Dhardmax) if D(x) > Dmax and D(x) < Dhardmax

, (3.17)

where Dhardmin, Dmin, Dmax and Dhardmax are the thresholds identifying vessel densities in the dataset
and f1, f2 are linear mapping functions. An example of such function is presented on Fig. 3.14. Applying
such mapping, structures with densities similar to vessels are enhanced and most vessels become the brightest
structures (Fig. 3.15).

After this density remapping, enhancement of tubular structures can be finally employed. By application
of different values of σ for the Hessian matrix-based filter we enhance vessels of different sizes, as depicted
on Figures 3.16–3.19. Using multi-scale approach, we can merge results of individual scales to a multi-scale
image (Fig. 3.20a and Fig. 3.21aa).

In this way, the vessel presence and the its size can be fully automatically detected, requiring no user in-
teraction. The vessel segments can be identified e.g. by thresholding of the filtered volume (similar to Sato
[113]) or possibly by active contour approach (e.g. as in Krissian [115]). A simple example of region growing
complemented with hysteresis thresholding for such purpose is on Fig. 3.26.

As in these images also other interfering objects might be enhanced, we proposed to enhance the classifica-
tion of the objects also with the orientation information (Fig. 3.22–Fig. 3.25). In these images, the color-coding
defines orientation of the structure in space. It is evident that vessels are—nearly exclusively—vertically ori-
ented structures (appearing as ’blue’ in the the images).

In this manner, the vessels can be identified on a simple knowledge-based classification, e.g. as described in
Tab. 3.2. For object identification, e.g. region growing with feature value thresholding can be used (Fig. 3.26).
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(a) (b)

Figure 3.15: Mapping of tissue-densities to vessel probability. (a) Original slice from a pCTA dataset; (b) Slice
with vessel densities enhanced by remapping.

Vessel Object Features

Aorta Cylindrical object with diameter e.g. ≈8–11 (largest object),
vertically oriented, located centrally in the top of the dataset

Femoral Segments Cylindrical objects with diameter e.g. ≈3–8,
vertically oriented, located in the middle of the dataset

Tibial Segments Cylindrical object with diameter e.g. ≈1–3,
mostly vertically oriented, located in the lower third of the dataset

Table 3.2: Example of knowledge-based classification of structures in pCTA dataset after Hessian matrix-based
enhancement of cylindrical structures.

3.6.2 Conclusion

In the previous text we showed a fully automatic method aimed at detection of vessels in pCTA dataset. The
results demonstrate a promising way towards automatic extraction of vessel tree, e.g. by fitting a hierarchical
vessel tree template, where knowledge about the objects (or their features) must be first extracted. The proposed
method derives the approximate radii and orientations, together with a probability to be a cylindric structure
in a given point of the dataset. Additionally, information about the object size and location can be derived, by
employing e.g. region growing and thresholding.

We also identified the actual limitations of this algorithm:
• The most important are the memory requirements, representing minimally 1,2 GB of memory for process-

ing of a full-sized dataset (512×512×1200), since for Hessian matrix-based filtering and the subsequent
eigenvalue decomposition the data need to be computed in (at least) 32-bit floating-point precision. To
overcome this limitation, specific research is currently performed in our group aimed at streamed imple-
mentation of the Gaussian kernel-based filtering with smaller memory requirements.
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(a) (b)

Figure 3.16: Hessian matrix-based enhancement with σ = 1.0; mostly collateral vessels are enhanced. (a)
frontal and (b) lateral MIP of the processed volume.
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(a) (b)

Figure 3.17: Hessian matrix-based enhancementwith σ = 3.0— distal (tibial) segments of the vessel tree are
mostly enhanced. (a) frontal and (b) lateral MIP of the processed volume.
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(a) (b)

Figure 3.18: Hessian matrix-based enhancement with σ = 6.0; medium-sized vessels (femoral and femoro-
popliteal segments) are enhanced. (a) frontal and (b) lateral MIP of the processed volume.
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(a) (b)

Figure 3.19: Hessian matrix-based enhancement with σ = 8.0; mostly the largest structures (e.g. aorta) are
enhanced. (a) frontal and (b) lateral MIP of the processed volume.
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(a) (b)

Figure 3.20: Comparison of Hessian matrix-based enhancement of vessels to a MIP with manually out-
segmented bones. (a) MIP of multi-scale response of Hessian filtering, merged maxima from Fig. 3.16–
Fig. 3.19), (b) MIP of original density volume. (Frontal views).
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(a) (b)

Figure 3.21: Comparison of Hessian matrix-based enhancement of vessels to a MIP with manually out-
segmented bones. (a) MIP of multi-scale response of Hessian filtering, merged maxima from Fig. 3.16–
Fig. 3.19), (b) MIP of original density volume. (Lateral views).
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(a) (b)

Figure 3.22: Hessian matrix-based enhancement of vessels with visualization of orientation. Red component
conveys horizontal left-right direction, green component horizontal front-back direction and blue component
vertical direction. Result for filter σ = 1.0. (a) frontal and (b) lateral MIP of the filtered volume.
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(a) (b)

Figure 3.23: Hessian matrix-based enhancement of vessels with visualization of orientation. Red component
conveys horizontal left-right direction, green component horizontal front-back direction and blue component
vertical direction. Result for filter σ = 3.0. (a) frontal and (b) lateral MIP of the filtered volume.
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(a) (b)

Figure 3.24: Hessian matrix-based enhancement of vessels with visualization of orientation. Red component
conveys horizontal left-right direction, green component horizontal front-back direction and blue component
vertical direction. Result for filter σ = 6.0. (a) frontal and (b) lateral MIP of the filtered volume.
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(a) (b)

Figure 3.25: Hessian matrix-based enhancement of vessels with visualization of orientation. Red component
conveys horizontal left-right direction, green component horizontal front-back direction and blue component
vertical direction. Result for filter σ = 8.0. (a) frontal and (b) lateral MIP of the filtered volume.



80 Segmentation and Classification

(a) (b) (c) (d)

Figure 3.26: Identification of vessel structures in Hessian matrix-based enhancement, by means of hysteresis
region growing, thresholding and small-objects rejection. Results for: (a) σ = 1.0, (b) σ = 3.0, (c) σ = 6.0
and (d) σ = 8.0. Compare with Fig. 3.16–Fig. 3.19. (MIPs of the mask volumes, resulting from region growing
with hysteresis-thresholding, with thH = 0.3, thL = 0.2 and small-object rejection thsize = 20. Orientation
properties were not considered in this case.)

• Very important is also the computational complexity, mainly for kernels with higher σ. Simple imple-
mentation which uses only increasing filter sizes proved to be inapplicable in clinical practice as the
filtering takes several hours for σ > 5.0. This heavy burden could be addressed in the future by building
the scale-space by sub-sampling the datasets (as opposite to increasing of the filter sizes), by introduction
of filter-code optimization (e.g. implementing the filters using dedicated signal-processing instructions of
modern CPUs) or by application so-called recursive filters. These techniques could significantly reduce
the computational requirements of the proposed vessel classification algorithm and thus bring it to further
development.

• A weak point of the proposed algorithm is its dependency on the Dhardmin,Dmin,Dmax and Dhardmax

remapping threshold values. If the dataset represent normal or slighly diseased anatomy, these values are
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Figure 3.27: A horizontal slice from vessel-density enhanced volume (by density remapping, see Eq. 3.17). In
certain areas, not only the vessel but also the bone tissue, the bone marrow or PVE-affected areas are enhanced,
interfering in Hessian matrix-based filtering, creating ’imaginary’ objects.

easy to derive, i.e. nearly constant for fixed scanning protocol. But, if the vasculature is severely affected,
it is nearly impossible to set these thresholds globally so that the vessels form cylindrical shape in the
remapped volume. It seems to be impossible to identify vessels of severely diseased patient based on
their density and shape properties, as the tubularity criteria is no longer fulfilled. In such cases, manual
interaction is a prerequisite.

• An inherent problem of the application of Hessian matrix-based filtering and the vessel-density remap-
ping is the simultaneous enhancement of non-vessel structures, that prove density properties similar to
vessels. The most pressing problem is the enhancement of the internal parts of long bones as tibia or
fibula (see Fig. 3.27). There, parts of bone, bone marrow and PVE-affected areas become enhanced and
due to the shape and size of these objects, these become amplified by the Hessian matrix-based filtering.
In majority, this is caused by the PVE and generally is a sampling problem, influencing filtering results
with small filter sizes.

3.7 Conclusion on Data Segmentation and Classification

In the previous sections, we gave an overview of methods that are aimed on segmentation and classification
of pCTA datasets and suggested solutions to some of the presented problems, mainly by trying to introduce
anatomic information to the segmentation step, either by application of an probabilistic atlas or by model-based
object classification. According to the research and achieved results, we make certain conclusion:

To be able to label individual voxels correctly, information whether the voxel belongs to a particular vessel
is needed. For this, the following criteria must be met: firstly, voxel density must be in a defined range of
densities. If true, then secondly the presence of potential vessel in which the voxel shall lie must be evaluated.

To evaluate vessel object presence, rough estimation of vessel diameter must be presented first, as an input
parameter of the algorithm. Then, objects of similar size will be detected. According to the features of the
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detected object (orientation, location, size, shape) the presence of vessels can be determined and the question
whether given voxel lies inside a vessel object can be answered. Such information is usually available for
voxels lying close to vessel centerline and is less reliable for those lying close to the vessel border. Therefore,
for precise segmentation, exact centerline and precise radius has to be identified, and the whole identified object
will be finally labeled.

In the light of the above mentioned requirements, we dare to conclude that neither density or gradient infor-
mation in individual voxels, nor density properties of regions with unknown shape exhibit sufficient features for
vessel tissue classification. Thus, algorithms based on these assumptions cannot provide reliable segmentation
in case of presented pCTA data.

The above described conclusions are valid for current pCTA datasets, but might become less relevant in
future, mainly in the following cases:

• If second dataset with different density properties of the vessels can be acquired (e.g. a scan without
a contrast agent injection), there will be much more information in a single location available for the
classification purposes. In such bi-modal datasets, individual voxels could be identified solely on their
’dual’ density properties. (The first reason why this approach has not been implemented is the com-
plexity of required non-rigid warping and registration. Simple subtraction without registration results
in a difference image which is usually unusable due to patient movement. Registration, that includes
non-rigid, free-form warping to compensate the shift of the corresponding tissues within the dataset is
therefore needed. The computational complexity of such step is high, as the vector field describing the
shift through the volume is difficult to derive and requires numerous optimization and warping steps. The
registration must be also very precise, as even only a small misalignment would result in visible artifacts
in the difference image. The second reason why this method has not been implemented is that the clini-
cal experts do not prefer the double-scanning procedure, exposing the patient to doubled dose of X-rays
radiation.)

• With the advent of newly designed, dual-source CT scanners (scanners that have two sets of X-rays emit-
ter units with detectors shifted by 90o) such segmentation approaches might became partially obsolete.
As X-rays attenuation in the tissues does depend both on tissue type and type of X-rays radiation, by
scanning the tissue with X-rays with different frequencies or measuring the attenuation spectra of a wide-
band X-rays emitter one can detect the tissue type. Individual units scan the body with different scanning
protocols and therefore spectral properties corresponding to particular tissue types can be detected. Thus,
using this spectral information the classification step will become very simple, as the iodinated contrast
medium manifests properties different to calcium in bones. The patient body motion artifact shall be
effectively suppressed by the simultaneous scanning.



Chapter 4

Modeling and Reconstruction

4.1 Introduction

For advanced vessel tree processing, assessment and visualization a precise geometric model of the vessel
structures embodied in the pCTA data is needed. Under modeling we understand determination of parameters
(e.g. geometric properties) and the structure of a vessel tree in the pCTA data. E.g., if we model the vessel tree
as an oriented-graph model, where the vessel segments are represented by curved cylinders, then the parameters
sought are the radius, orientation, centerline position and possibly also the density properties inside and outside
of the reconstructed vessels, together with the topology of such graph. The number and complexity of the
parameters depend on the selected model type, its structure and is mainly determined by the requirements of
later processing, visualization or quantification steps.

The geometric information needed for applied visualization techniques described in Chapter 5 defines the
minimum requirements on the model of the vessel tree. In our case, the most important is the vessel centerline
identification (the axis of the curved tubular model), together with orientation and approximate radius informa-
tion. The centerline is a prerequisite for the curved-planar reconstruction (CPR) images where the dataset is
longitudinally resampled along these centerlines.

The modeling of vessel trees in pCTA data can be considered as hierarchical. On the top of the hierarchy
(on the most abstract level), the topological structure of the vascular tree is modeled, e.g. as a set of segments
and bifurcation points. On the middle level, the vessel segments are modeled as a sequence of short tubes
approximating locally a curved cylinder. On the bottom level (on the most concrete level) the parameters of a
cylindrical model correspond to local properties of the underlying data.

Generally speaking, the model building consists of three steps:

• Definition of an area in which the vessel shall be detected and modeled. In this step, areas where the
vessel is present are defined. The purpose of this step is to derive initialization points for later estimation
or fitting of a local vessel model. Such points can result from segmentation step, can be derived as an
approximation of vessel path or defined manually by the operator. The goal is to limit the parameter
search-space in the subsequent steps, to make them more reliable and faster. Here also approximate
shape and orientation may be provided, either by explicit definition or as a result of processing (e.g.
skeletonization, vessel-tracking, etc.),

• Estimation of individual model parameters in particular location. Taking the points from the afore-
mentioned step, data properties in a neighbourhood are evaluated to estimate parameters of a local vessel
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model. The model type is often pre-determined (e.g. a cylinder); parameters of such model are derived.
This can be done either by iterative fitting of a template, followed by optimization of the parameters, or
within a single computation. And

• Building of a vessel tree topology and hierarchy. In this step, the estimated local models are organized
into a higher-level structure (e.g. points into segments, segments into tree etc.), which finally builds the
whole vascular tree.

The sequence of the modeling steps is not always necessarily as presented; the order of operations may vary.
E.g. the vessel tree reconstruction can be done first by estimation of local properties of the vessel segments and
then by organization of these local models in a hierarchy. Alternatively, the hierarchy can be defined as first
(e.g. given by known anatomic properties) and then the hierarchy and the local models of which it consists can
be fitted to the actual data by means of automatic or semi-automatic techniques.

In the modeling, aspects of segmentation arise. For reconstruction, ideally a precise volumetric representa-
tion of vascular tree could be presented. In such case the surface, centerlines, etc. could be easily reconstructed.
Unfortunately, this is not the case of pCTA data. Due to imperfections of segmentation and classification al-
gorithms and pathologies presented in the data it is impossible to achieve precise segmentation. Therefore,
modeling and reconstruction in pCTA data shall not address only particular geometric modeling, but should
also tackle the imprecise identification of tissues. The main errors in tissue classification arise from problem-
atic differentiation between soft tissue and non-calcified plaque/thrombus in the vessels, between vessel and
trabecular bone and between calcification and cortical bone. The problem of imprecise segmentation can be
partially addressed in the modeling by introduction of a fixed shape for particular local model or by smoothing
and averaging of parameters of such local models, but in this way only small imperfections of the segmen-
tation can be addressed. To achieve the best possible modeling and reconstruction, a precise segmentation a
pre-requisite, what is a motivation for algorithms described in Chapter 3.

4.2 Related Work

Vessel reconstruction from volume datasets are a topic significantly addressed in the literature, both for 2D and
3D modalities, as the geometric model is very useful later in stages of visualization and quantification. There
are several works that extensively review the vessel modeling and reconstructions issues, as e.g. Kirbas and
Quek [62] or Bühler et al. [122]. Therefore, we give only a short overview of the existing techniques, which
can be divided in three elementary groups:

• Methods for diameter and center-line estimation. Methods that generate feature images yielding high
responses in the center of the vessels are used here, followed by a search process aimed on grouping of
these features into connected structures. Multiple approaches exist: skeletonization of binary segmented
datasets, by e.g. means of distance field (Selle et al. [123], Bitter and Kaufman [124]). These methods
usually require additional pruning and grafting of the resulting binary segmentation to obtain vessel axis.
To overcome this problem, e.g. a gradient vector field flux was suggested in Bouix et al. [125]. Height-
ridge traversal (Frangi et al. [80], Furst et al. [126], Furst and Pizer [127], Aylward and Bullitt [128],
Lindeberg [119], Sorantin [129], Passat [130] and others) can be alternatively used for the centerline
extraction. These ridges can be either density ridges from the original dataset (typical for smaller vessels
where borders are less dense due to PVE) or can be a result of cylindrical structures enhancement by
appropriate filtering techniques(as described in Section 3.6), studied e.g. by Krissian et al. [115]. In these
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methods, the centerline can be directly the path along the height-ridge, or the centerline is determined as a
skeleton of the structures in the input data which are previously binary segmented (e.g. by thresholding)
or a model can be fitted to the height-ridge data and modified until optimum is reached (Fridman et
al. [131]. The height-ridges or the skeletonization points can be also interpreted as ’optimal points’
for the vessel center and a centerline of a vessel as a curved line connecting these optima. Therefore,
vessel centerline identification can be implemented also as an optimal path search (so called vessel-
tracking), either as an iterative process (Flasque [132]) or as the Dijkstra’s least costly path algorithm
(Kanitsar et al. [15]). Such approach is very similar to challenges addressed in works dedicated to virtual
endoscopy, i.e. finding an optimal path for viewing the examined anatomic structures (e.g. Deschamps
and Cohen [133]). Both problems are similar, trying to find centerlines for cylindrical or tubular objects.
Having a centerline, the diameter is usually determined by fitting and optimization of a local model or
by optimization of some likelihood measure (Wink et al. [134]), trying to estimate local parameters of
the object (orientation, size). Within our research, we also experimented in this field, by trying to fit a
cylindrical model to a vessel in local neighbourhood (La Cruz et al. [135]),

• Methods for Vessel Surface Reconstruction. Within these often deformable models (e.g. level sets
Lorigo et al. [79], active contours Lorenz et al. [116] and Yan and Kassim [136], deformable organ-
isms McInerney et al. [32], B-Splines and NURBS Volkau et al. [137]) are used. In these approaches
borders of vessels are determined (based on the high gradient-magnitude features) and the surface of the
vascularity is derived and modeled. In majority of the mentioned approaches the hierarchical structure
of such derived model is not considered, as the surface description does not provide such information.
Such information can be derived later by binary segmentation and introducing skeletonization approaches
mentioned earlier, and

• Methods for estimation of vessel tree topology, hierarchy and spatial arrangement. The vessel tree
topology, hierarchy and its spatial arrangement is important for further evaluation and processing of
the whole vascularity, therefore its reconstruction and modeling is an important step. Agam et al. [138]
reconstructed the thoracic vessel system by application of cylindric filters and fuzzy shape representation,
to improve detection of nodules in lungs. Selle et al. [123] applied graph-analysis approach to recover
the hierarchy of vessels detected by skeletonization. Zana and Klein [139] used Hessian and Laplacian
filters to detect bifurcations in eye fundus, where a simple tree model was created and most similar
model of the vascularity was fitted. In Bullitt et al. [140] analysis of pre-segmented vessel segments was
implemented and vessel tree was built on similarity, parent-child relationship and modified minimum
spanning tree algorithm (Bullitt et al. [141]) basis. In work of Chalopin et al. [142], skeletonization and
graph-structure recognition, based on previous anatomic information was used. In the presented works,
either analysis of the derived structures was executed and morphological and hierarchical restrictions
were set (e.g. cycles were not allowed) or a predefined template was fitted to the underlying data.

A sore point of the vessel modeling are the bifurcations. Modeling of these is often omitted; only few works
addressed this problem, e.g. in the extraction of branching tubular structures by cores in volume datasets by
Fridman et al. [131]. In their work, vessels in MR were considered, where continuation of the vessel course and
spatial properties of the bifurcations were considered, mainly relying on the distinguishable density properties
of the vessels. Antiga and Steinman [143] proposed a solution of bifurcation modeling by decomposition of the
identified vessel segments to a set of best-fitting spheres; but their approach was applied to already preprocessed
triangular surface mesh and not to volume data.
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4.3 Problems of Vessel Model Reconstruction in pCTA Data

A very promising visualization technique for PAOD assessment, which proved clinical relevance is the curved-
planar reformation (CPR) (see Section 5.2). To generate CPR images, centerline of a vessel course is needed.
A centerline must be created for the whole vessel path, originating in aorta and leading down to pedal arteries,
to allow global assessment of the disease. Such vessel path is created as a combination of multiple segments
from the model. To provide such paths from a vessel tree model, three challenges must be addressed in the
reconstruction:

• Estimation of the centerline and the radius of the cylindrical segments. This is a complex task due
to pathologies present in pCTA data (see later in the text),

• Building of the vessel tree hierarchy. Building the vessel tree hierarchy is important mainly for CPR
image generation, but also for later vessel tree quantification. For pCTA data, it is often done semi-
automatically; fully automated approaches depend on the availability of precise identification of vessel
segments,

• Precise modeling of the bifurcations. Bifurcation are often locations where lesions start to develop;
their precise visualization help in detailed diagnostics and treatment planning. Geometric modeling is
complicated, as the shape of bifurcations vary significantly. If a precise volumetric model of the bifur-
cation would be available, then e.g. surface modeling or extraction by cores ([131]) or skeletonization
would be possible. Actually only approximate solutions are available; this topic needs to be addressed in
future.

Centerlines and radii are currently the most important geometric properties of the vessel tree, as they are
a prerequisite for used visualization techniques (Chapter 5). Manual specification of these parameters for
the whole vessel tree is unfeasible; therefore in our research we have focused on design, improvement and
evaluation of algorithms that estimate local properties of the vessel segments and constitute a curved-cylinder
model.

Various methods presented above can be used to derive centerlines; in our research we utilized the so-called
vessel-tracking algorithm (described in [15]), which proved good results even in presence of PAOD-induced
pathologies. Vessel-tracking is implemented as a searching of optimal path in evaluated graph, where vertices
of the graph are positions of the individual data voxels and values of the edges are given by density and gradient
properties therein. To ensure acceptable computation times, algorithmic optimizations for optimal-path search
algorithm were introduced (Falcão and Udupa [144]). Start- and end-points for the path searching are defined
manually (by the operator). Because in computation the vessel size is not explicitly considered, the path inside
the vessel will be not necessarily centered, causing the pseudo-stenosis problems in the CPR images ([16]). To
overcome this limitation so-called vessel-path centering must be employed, to ensure that the path used for CPR
image generation is in the centre of the particular vessel. This process corresponds to fitting of a local model,
during which a circular cross-section of the vessel is expected in a cross-section resampled perpendicularly to
vessel axis.

In this setting, the local model estimation is reduced to estimation of parameters of a circle or an ellipse that
models the vessel border in the perpendicular cross-section; for more stable estimation a straight cylinder with
circular or elliptical cross-section can be fitted, averaging information from multiple slices. Then, the problem
is the detection of border points. To the points a model is subsequently fitted and a best fit is evaluated. This
might be tricky because the vessel wall is problematic to detect and model due to its complex shape resulting
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Figure 4.1: Pathologic changes in the vessels hamper easy reconstruction of vessel segments. Top and middle
row show cross-section of the aorta (yellow arrows) affected by PAOD (within the vessel, the dark areas are soft
plaque and the bright are calcifications); the problem is to detect the correct diameter. The presence of bone
objects (vertebra) which posses same density properties make a precise reconstruction even more difficult. The
bottom row show cross-sections in area of tibia. The vessels are thin, blurred due to PVE, thus problematic to
identify and reconstruct precisely.

from PAOD pathologies (see Fig. 4.1).

Research presented in this thesis was neither specifically focused on vessel wall detection, nor on develop-
ment and evaluation of vessel tree modeling techniques. For data processing, we introduced and modified the
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already existing techniques ([15, 16]). Nevertheless, we consider modeling and reconstruction to be impor-
tant part of pCTA processing pipeline; in case of interest we kindly recommend the reader to other works that
address this issue, e.g. the PhD thesis of La Cruz [145]. The vessel border reconstruction for a vessel influ-
enced by atherosclerotic diseases is an interesting problem, being addressed within the scientific community;
the results are still questionable (e.g. [146]).

A specific problem in the pCTA data is the existence of occlusions, i.e. of vessels in which the blood flow is
completely blocked. This happens either due to development of atherosclerotic lesions that fill the whole vessel
lumen or due to blocking of the particular vessel due to thrombus. As a result, these vessels are not visible in
the CTA images, because the contrast-medium did not flow in. Still, reconstruction of such occluded vessels
might be of clinical interest, e.g. for treatment planing. To allow this, a knowledge-based interpolation was
suggested in our environment (Rakshe et al. [148]) to bridge the missing segments. Nonetheless, automatic
recognition of the whole vessel tree hierarchy remains still a challenge and various semi-automatic approaches
are designed and tested.



Chapter 5

Visualization

5.1 Introduction

The visualization is the last step of the pCTA data processing, but is the most important one. Actually the
results of this step are that ’what matters’ in medicine. The ability to create high-quality and intuitive images
that depict particular pathologies influences the overall applicability of the pCTA data-processing pipeline in
the clinical environment. The objective of visualizing the peripheral arterial tree in patients with PAOD is to
detect, localize, and gauge the degree and length of vascular changes which cause diminished blood flow to the
legs in order to initiate the appropriate therapeutic measures. Visualization of these properties from the datasets
is not trivial and straightforward and in this chapter we discuss the bottlenecks and potential solutions.

Visualization of data is a very important subject overall in the science, as it enables intuitive and simple
condensation of complex information. It is well known that a good image is worth of thousand words. In
an image, mutual relationships of various features can be shown, leading to intuitive understanding of the
situation, which would othewise be complicated to achieve by verbal explanation. A typical example of image-
based visualization that unveiled important relationships was the visualization of cholera patients by Dr. Snow
(London, 1854), where the source of cholera—a pump with infected water— was identified and by banning its
usage the cholera epidemic was successfully ended.

The term visualization covers a wide range of approaches. On one side, it relates to displaying of objects
in photo-realistic quality. A whole field of computer graphics, named rendering is dealing with such visual-
ization. On the other side, visualization relates to displaying of measured signals or derived information in ’an
artificial way’, where the interpretation of a resulting ’image’ is not straightforward and has to be ’learnt’. An
example of the latter are e.g. function charts, histograms, scatter plots, etc. But such visualizations can—if
done properly—intuitively depict certain features of the data and show important properties. Challenges of this
type are investigated in the field of information visualization.

Visualization of medical data is somewhere between these two extremes, depending on the modality. It
typically incorporates some features of both mentioned approaches. Natural photo-realistic visualization is
preferred for its intuitivness, but only simple information (location, presence, density) can be presented in this
way. On the other hand, visualization of signals that have no spatial relationships (e.g. electrocardiogram
signals) is often needed and therefore information visualization approaches must be employed. In visualization
of medical data the challenge is to find a way how to depict the information hidden in the dataset, so the images
allow: i) intuitive and ii) reliable diagnostics of the clinical problem in question.
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5.2 Visualization of Volume Datasets and Related Work

pCTA datasets are volumetric (3D) datasets, as explained in Chapter 2. They consist of several hundreds of
2D axial slices (Fig. 1.8), constituting a 3D volume. In early stages of CT technology the individual 2D slices
were examined for diagnostic purposes. The clinical experts evaluated the axial images and traced down the
pathological changes in the tissues. This has been possible only when only just few slices were created, in the
period of single-slice CT scanners. But such approach is becoming less and less feasible with the advent of
modern multi-slice CT devices, which generate more than 1000 transverse images at once. Inspecting such a
vast amount of pictures is very tedious and prone to examination errors. Hence, methods for visualization of
the whole 3D volume in a smaller set of views are required. Thus, methods that map or project 3D volume to
2D views must be employed.

The simplest methods for volume visualization come from the idea of modeling the traditional X-rays exam-
ination. By ’casting rays’ parallel to a viewing direction through the dataset it is possible to simulate measure-
ment of ’energy attenuation’ along the rays, if the voxels in the dataset are assigned ’attenuations’ according
their densities. The summed attenuations are then projected on the viewing plane, resulting in final dataset
re-projection. More often, a similar technique called maximum-intensity projection (MIP, Rossnick [149]) is
applied, projecting only the maximum density value along the ray to the viewing-plane (Fig. 5.1a, Fig. 5.1b).
MIP, despite it simplicity proved its significant usefulness in vessel visualization both for CT and MR modalities
(Napel et al. [150]).

Extending the concept of attenuations and ray-casting further, a direct volume rendering (DVR, Levoy [151],
Drebin et al. [152]) can be introduced. By assigning color and transparency values to the voxels according their
densities, objects in the dataset can be visualized (Fig. 5.1c). Surface shading can be introduced by taking the
surface normal and viewing direction into account. DVR has gained high importance in radiology within recent
years (Fleischmann et al. [153]), as it is quite a simple method and is capable to generate very intuitive images,
especially for CT data.

Taking parameter setting of the DVR to an extreme, one can assign complete transparency to certain density
ranges and complete opaqueness to others. Thus, through a visualization method called iso-surface rendering
only surfaces of the objects are visualized (Fig. 5.1d). Because of resulting images not capable portraying
important pathologic changes (which are volumetric, not surface phenomena), iso-surfacing is rarely used for
vessel diagnostics.

5.3 Vessel Visualization in pCTA Datasets

The culprit lesion in atherosclerosis is the plaque, causing luminal narrowing (stenosis) or completely filling
and occluding the vessel lumen. Initially, atherosclerotic plaque is of soft-tissue density (i.e., X-rays atten-
uation similar to muscles), and thus hypodense to the contrast-medium opacified intravascular blood stream.
Over time, however, atherosclerotic plaque calcifies and its CT density is then greater than the of contrast-
medium opacified blood. This poses a significant problem for imaging diseased arteries with CT, because the
hyperdense, calcified plaque obscures the vessel lumen when MIP or DVR is used (Fig. 5.2). Because of the
different therapeutic consequences it is clinically important to distinguish between calcified plaque, significant
narrowings, and complete occlusions. Another problem of the MIP and DVR techniques in vessel visualization
is that vessels are frequently obscured by bones, unless the bones are segmented out in a separate procedure
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(a) (b) (c) (d) (e)

Figure 5.1: Visualization of a pCTA dataset. (a) maximum-intensity projection (MIP), (b) MIP with manually
outsegmented bones, (c) direct volume rendering (DVR), (d) iso-surface visualization (th = 200 HU) and (e)
multi-path curved-planar reformation (mpCPR)

(compare in Fig. 5.1). Both MIP and DVR, however, provide excellent spatial perception for the observer and
provide bony landmarks for vessel segment identification. They also nicely display collateral vessels. This
is important, because a significant flow obstruction in the main conducting arteries is often accompanied by
the development of a network of collateral vessels, which maintain a basic blood supply to the tissue distal to
the lesion. Therefore, the presence of collateral vessels is an indirect sign of a presence of hemodynamically
significant reduction of blood flow.
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Figure 5.2: Vessel lumen is obscured in MIP images (A), but visible in CPR (B). (Image reprinted from [153].)

A reliable and automatic segmentation of diseased vessels in their entirety is still elusive, despite of achieve-
ments described in Chapter 3 and 4. There are, however, robust algorithms that can approximately calculate
the center paths of the major conducting arteries [15, 154, 133, 155]. The peripheral arteries of the lower limbs
constitute a tree-like structure and their centerlines represent a three-dimensional tree of paths (Chapter 4). The
vessel tree can be used as an input function for the creation of curved planar reformations (CPR, Kanitsar et
al. [16]). These longitudinal cross-sections through the arteries provide an excellent view on the vessel lumen
(Fig. 5.1e), unobstructed by calcified plaque or overlying bony structures. A CPR is generated by resampling
the 3D data set along a free-form cut surface as determined by the vessel centerline of the artery of interest. All
other objects of the dataset (which may provide clinically useful information such as anatomic context, bony
landmarks, or collateral vessels) are either distorted or not visualized at all (Fig. 5.1e). This limits the spatial
perception of CPR images and thus their ability to communicate the findings to the treating physician.

A CPR allows an unobscured investigation of the vessel lumen by creating a longitudinal section through an
approximate vessel centerline. Eccentric plaques and calcifications are investigated by rotating the CPR around
the central axis of the vessel. The limitation of CPR is that it is sensitive to an incorrect vessel-centerline
position, which may lead to so-called ’pseudo-stenosis’ (Kanitsar et al. [16]). It may also fail to visualize very
thin vessels due to the same problem. Another inherent disadvantage of CPR, however, is its ambiguous display
of the anatomic context. The viewer cannot reliably identify the anatomic segment that is displayed in the CPR
image, which is essential for clinical decision-making. Kanitsar et al. [16] also developed extensions of the
basic CPR concept, called thick-CPR and multi-path CPR (mpCPR). Thick-CPR performs MIP rendering in a
close vicinity of the curved plane through the vessel centerline. Multi-path CPR incorporates CPR renderings
of an entire vessel tree within one image, which improves spatial perception.

To allow intuitive and representative visualization of curvilinear and cylindric structures in an unobscured
and proper manner, extensive research has been done. Much work has been published related to the clinical
visualization of cylindrical structures, mostly referred to as virtual endoscopy (VE, Hong et al. [156], Wan et al.
[157]). Here the researchers also tried to solve the problem of visualization along an identified centerline. With
VE the interior of a cylindrical structure is visualized. As opposed to vessel visualization it shows the outside of
cylindrical structures and the anatomical context. Hauser et al. [158] developed two-level rendering of medical
images. In their work, they fused DVR and MIP techniques in one image. A density-based pre-classification
step determines which technique to use for which object. DVR was used for bones and vessels and MIP was
used for skin and soft tissue. Zhou et al. [159] extended this approach and developed a system where a region
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in focus is defined through a ’magnifying glass’. Within the magnifying glass, the data is rendered photo-
realistically, e.g., using DVR. Outside this region, data is rendered using non-photo-realistic styles, e.g. using
contours only. Viola et al. [160] employed focus & context visualization for biology datasets, where the objects
in focus were pre-labeled and the visualization properties (e.g. transparency) were governed by the information
which objects are in focus in respect to their mutual spatial organization.

5.4 Focus & Context Visualization of Vessels

From the previous considerations it follows that the vessels as focus objects should be treated differently than
the surrounding context data. The focus & context approach has been already widely used in information
visualization (Card et al. [161]). An extensive work in the area of focus and context visualization was done
by Viola [162], exploiting these approaches also for biomedical datasets. Visualization of vessels is a good
example where this concept can be applied to the advantage of medical imaging. In this setting, the available
information from the pre-segmented vessel tree can be used by our algorithms for defining the focus area in the
dataset, which is treated differently from the rest of the data (context).

Here we introduce the VesselGlyph (VG) for focus & context rendering of blood vessels. The VesselGlyph
is an abstract representation aimed at incorporating different rendering styles for the creation of an image.
An example would be a CPR rendering of a vessel and its immediate neighborhood, combined with a DVR
rendering of the surrounding data. The VesselGlyph serves several purposes. On the one hand it gives an
abstract notation on which rendering styles are combined and shows how the transitions between the styles
are handled. The VesselGlyph also facilitates a systematic exploration of various combinations of rendering
techniques which otherwise would have eluded the investigator. Furthermore, the VesselGlyph may serve as an
interface element, which allows the user to change styles or parameters. Examples in this respect could be the
type of CPR (CPR or thick-CPR), width of the transitional region between the focus and context areas and the
context area rendering algorithms (DVR or MIP).

The VesselGlyph allows visualization and investigation of objects in areas where they would otherwise be
obscured if volume visualization techniques alone would be used. A spatial configuration of the VesselGlyph
that suppresses objects in front of the focus area may solve this problem. The advantage of the VesselGlyph is
the possibility to depict the investigated structures in their correct anatomic context.

5.5 Concept of the VesselGlyph

The VesselGlyph is an abstract notation describing the combination of different rendering styles within one
image. Let us consider a single axial slice of a CTA data set showing a round cross section of an artery
oriented perpendicularly to the CT section. The focus area is close to this circular object. The context area
is the area surrounding the vessel. The vessel path intersects the axial slice close to the center of the vessel.
The VesselGlyph (Fig. 5.3a) describes the spatial arrangement of focus and context regions, where different
techniques are used for rendering with a possible smooth transition between them. Sweeping the VesselGlyph
along the curved vessel centerline would cover those regions of the data that constitute the focus and context
subset in the original volume data. As an example, the VesselGlyph shown in Fig. 5.3a combines CPR rendering
of the focus with a DVR rendering of the context, including a smooth transition between the two rendering
styles. The CPR rendering is depicted as a horizontal line as CPR resamples the vessel along an infinitesimally
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Figure 5.3: (a) The VesselGlyph (VG) for vessel focus & context rendering. VesselGlyph configurations for:
(b) full-vessel Thick Slab VG, (c) half-vessel Thick Slab VG, (d) full-vessel Tubular VG, (e) half-vessel Tubular
VG.

Figure 5.4: VesselGlyph examples: (a) DVR of the entire dataset, (b) CPR through the vessel centerline,
(c) combination of CPR and DVR without transition, (d) combination of CPR and DVR with transition region,
(e) thick-slab, (f) CPR with fading in context area, (g) foreground-cleft with surface-shaded DVR (SS DVR), (h)
foreground-cleft with occlusion lines.

thin free-form surface. The DVR style of the context is depicted as two symmetric grayish areas. The larger
extent of these areas reflects the fact that DVR takes samples from a larger region of the data set. If ray-casting
is used for rendering then all samples along each ray are taken into account. The VesselGlyph further describes
a smooth transition from CPR to DVR. Close to the focus region only a thin slab of data samples is considered
in the rendering stage. Close to the context region more data samples along an individual ray are included.
Fig. 5.4 gives examples of several possible configurations of the VesselGlyph. This figure also shows that
previous vessel visualization techniques (DVR, CPR) can be considered as special cases of VesselGlyph.

The VesselGlyph can thus also be regarded as an extension or generalization of known approaches. Fig. 5.4a
represents the VesselGlyph that describes standard DVR. It provides excellent context visualization, but as no
focus region is defined, the vessels of interest may be obscured by overlying bony structures or vessel wall
calcifications. Fig. 5.4b describes the CPR rendering, which provides a detailed view on the vessel and its
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flow channel. Data far away from the vessel center are intersected by the thin curved surface, which does
not provide a good context overview. Fig. 5.4c and Fig. 5.4d show combinations of CPR for the vessel and
DVR for the context. The abrupt transition in Fig. 5.4c produces discontinuities in the resulting image, which
makes it easy to distinguish between focus and context. In Fig. 5.4d there is a transitional region that ensures a
smooth change from focus to context. In Fig. 5.4e a combination of a thick-CPR in the focus and DVR in the
context is illustrated. A thick-CPR in this case may not only implement MIP, but can also aggregate the data
samples within the slab using shaded or unshaded DVR. Thick-CPRs alleviate the problem of imprecise vessel
centerlines, which is especially important for small vessels. The VesselGlyph in Fig. 5.4f describes a CPR
rendering where the information in the context area is fading out. Data far away from the vessel center are thus
not rendered. This ensures that the important focus information immediately stands out in the resulting images.
Fig. 5.4g describes a Foreground-Cleft VesselGlyph, where DVR is used both for focus and context. To allow a
clear view of objects in focus, the VesselGlyph ensures that objects in front of the focus region are suppressed.
The Foreground-Cleft VesselGlyph can be completed with ’occlusion lines’ indicating front-to-back spatial
ordering of objects (Fig. 5.4h).

In the following we investigate the properties of images generated by various configurations of the Vessel-
Glyph. Special attention is paid to the ability to display vascular detail and anatomic context simultaneously.

5.5.1 CPR+DVR VesselGlyph

CPR images are very important for vessel investigation in the clinical environment. The radiologists prefer
them mainly for their ability to show the vessel lumen—to see whether a plaque or calcification occludes the
vessel partially or fully. On the other side, CPR images lack context information. Therefore we propose to
use CPR only in the focus region and apply DVR in rendering the context area (Fig. 5.4c). There is an abrupt
change between the two regions (Fig. 5.5a).

Visualization with the CPR+DVR VesselGlyph can be performed in color or in gray-scale. Color images
create higher contrast between different tissues, while the gray-scale images retain 12-bit gray-scale informa-
tion. This is important in the clinical environment, because radiologists are used to ’window’ the investigated
images. The ’window’ shows only the relevant range of densities. This helps to emphasize the information that
would be suppressed in case of resampling of 4096 possible gray levels in the CT data to 256 levels of gray in
the PC workstations. Advantageous is the combination of color DVR context and gray-scale rendering of the
focus area with the ’windowing’ possibility.

5.5.2 Blended CPR+DVR VesselGlyph

Here we propose a transition area between the focus and the context area in the VesselGlyph (Fig. 5.4d). This
eliminates the sometimes disturbing abrupt transition in images produced with the CPR+DVR VesselGlyph.
The crossover region ensures a smooth transition from the technique used for the focus area to the technique
used in the context area. This can be implemented in various ways, e.g., by linear interpolation of both tech-
niques or by changing the width of the context within the transition area. Fig. 5.6a shows an example of such a
blended VesselGlyph.
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(a) (b)

Figure 5.5: (a) Application of VG with CPR for focus and DVR for context (DVR+CPR VG), (b) Thick-Slab
VG rendering; context is rendered very transparently and slab in focus is rendered rather opaque.
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5.5.3 Foreground-Cleft+DVR VesselGlyph

CPR images provide a good view of the vessel interior; but do not give sufficient information on the overall
vessel shape and its front-to-back spatial ordering. Moreover, they fail to visualize thin vessels, when the
centerline is incorrectly identified. In these cases, the radiologists prefer DVR images. As mentioned before,
object occlusion is a problem here. Therefore, we propose a VesselGlyph, which ensures that the objects in
front of the focus region will be suppressed, resembling a cleft in the foreground (Fig. 5.4g, Fig. 5.4h).

For DVR visualization of vessels, one has two possibilities – either to show the entire vessel or to show
the vessel interior. The first case we call full-vessel configuration (Fig. 5.3b). The second case we call half-
vessel configuration (Fig. 5.3c). The Foreground-Cleft VesselGlyph prevents the loss of spatial arrangement
information. To emphasize this information in images, we suggest to render occlusion lines (Fig. 5.6b) which
indicate whether the area of focus is behind the actual object. Using this concept, the investigation of otherwise
occluded objects is possible and the front-to-back information is still available.

5.5.4 Thick-Slab VesselGlyph

The CPR+DVR VesselGlyph or the Foreground-Cleft VesselGlyph show clearly and correctly the focus regions
in their context. However, the radiologists are also sometimes interested in other structures surrounding the
main vessels, e.g., collateral vessels. These structures lie in the context area of the previously mentioned
VesselGlyphs where they might be occluded by dense objects, e.g., bones. As mentioned above, this problem is
partially solved by CPR or thick-CPR, which are actually special cases of the proposed Thick-Slab VesselGlyph.

The Thick-Slab VesselGlyph has a focus region in the shape of a slab curved along the vessel path (Fig. 5.4e).
We have several possibilities how to render this VesselGlyph. The context region can be set fully transparent
and MIP can be used in the focus area (which is actually the thick-CPR technique of Kanitsar et al. [16]). As
an alternative, DVR can be used within the focus with the context area set either fully or partially transparent
(Fig. 5.5b). Fig. 5.6e shows a half-vessel rendering of Thick-Slab VesselGlyph. The thickness of the slab may
also be varied along the vessel tree, e.g. thicker for the aorta, and thinner for crural arteries, respectively.

5.5.5 Tubular VesselGlyph

In case the radiologists want to see vessels clearly depicted within the suppressed context, we propose the
VesselGlyph illustrated in Fig. 5.3d and Fig. 5.3e. DVR is used for both focus and context, but the context
is rendered very transparently, giving only supplementary information, whereas objects in focus are rendered
photo-realistically and in high quality. Fig. 5.6d depicts a half-vessel rendering and Fig. 5.7 shows a full-vessel
application of the Tubular VesselGlyph. Note, that bony structures in close vicinity to the vessels of interest
are also fully rendered. This may cause ’pseudo-calcifications’ of the vessel wall, or small areas of occlusion.
Changing the viewing direction may alleviate this problem. This problem results from the fact that we do not
have precise information about the vessel diameter in a given point. We only estimate this value and therefore
the focus region can include also objects that lie in close vicinity of the vessels, e.g. adjacent bones.

5.5.6 Multi-Path CPR+MIP VesselGlyph

A very promising VesselGlyph seems to be the combination of multi-path CPR (mpCPR) and MIP (Fig. 5.8).
In plain MIP images with out-segmented bones the vessel lumen can be obscured by calcifications or stent
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Figure 5.6: VesselGlyph close-ups of a knee area for: (a) CPR blended in DVR, (b) Foreground-Cleft with
occlusion lines (fullvessel), (c) Foreground-Cleft (half-vessel) (d) Full-vessel rendering with a Tubular VG
(multi-path version), (e) Half-vessel rendering with a Thick-Slab VG, (f) Half-vessel rendering with a Tubu-
lar VG.

implants. The CPR show vessel lumen (which is the main subject of examination) clearly, but the anatomical
context is lost and collaterals are not visualized (Fig. 5.9). Thus, in a combination qualities of both can be
retained. The width of the mpCPR portion is dictated with the identified radius of the vessel. This combination
received significant interest in medical environment and therefore is undergoing thorough testing and evaluation
to determine its usefulness and qualities in everyday clinical practice.

If results of such combined VesselGlyph are to be used for diagnostic purposes one limitation has to be taken
in account, possibly checked and corrected during the data-processing phase. If the diameter is identified larger
as should be, an impression of ’pseudo-soft plaque’ close to vessel border might arise (Fig. 5.9). We explain this
phenomenon by the fact that MIP images appears ’brighter’ compared to mpCPR, even with same ’windowing’
setting. The higher brightness of MIPs is given mostly by a projection of denser soft tissues (e.g. muscles or
inner organs); whereas the close vicinity of vessels in mpCPRs consists mostly of fat that is less dense. Thus, if
the mpCPR portion includes also voxels belonging to structures neighbouring the vessels from outside, darker
areas appear in the merged images. In results an impression of a darker band is created what resembles soft
plaque. Therefore, proper identification of vessel diameter is crucial if such VesselGlyph combination is to be
used.

In certain cases, small underestimation of the vessel diameter might reduce unwanted artifacts of this kind,
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(a) (b) (c)

Figure 5.7: Full-vessel Tubular VesselGlyph: (a) frontal view, (b) lateral view, (c) rear view. These images
show the multi-path possibility of the VesselGlyph.
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playing on the fact that walls of the vessel are rendered the same in mpCPR and MIP images, only the central
part (the lumen) is rendered differently. Thus, using different technique in the inner part of the vessel is sufficient
and potential artifacts are then reduced, without lowering the clinical quality of the pictures.

Nevertheless, significant underestimation (>30%) of the radius also leads to incorrect images, e.g. for larger
calcifications where the visualized lumen will be rendered narrower as in reality. Therefore, precise identifica-
tion of centerline and radius of vessels is an absolute prerequisite for mpCPR+MIP VesselGlyph.

5.6 Implementation Details

The VesselGlyph is a generalization of vessel rendering techniques. It includes multiple visualization tech-
niques that are merged in final image. To achieve this merging the rendering with different techniques can be
implemented either by assembling of two independently produced images or the result can be formed in one
step with varying parameters pf the rendering algorithm. The example of the first is e.g. the mpCPR+MIP
VesselGlyph (Subsection 5.5.6), where two independent visualization of the vascularity are created and then
merged on the tree hierarchy and segment diameter.

Alternatively, the VesselGlyph can be implemented as an extension of the DVR algorithm, where a trans-
parency modifier is assigned to each volume element through the VesselGlyph. The value of the modifier is
based on the orientation and the distance of the actual volume element to the vessel centerline. This modifier
later controls the transparency function in the DVR stage.

As described in Tab. 5.1, image generation using the VesselGlyph is currently with an unoptimized imple-
mentation not possible in real-time. The off-line generation of images takes a significant amount of time, which
only allows the user to see pre-computed images for a limited number of view angles. Therefore we investi-
gated the possible acceleration by modern graphics hardware in the image production stage. Modern graphics
hardware, driven by the gaming industry, have evolved rapidly. Today, many graphic accelerators support 3D
textures and are usable for 3D volume visualization [163, 164].

Visualization of 3D textures is done by defining of a set of cut polygons with specified 3D texture coordinates.
These 2D polygons are then rendered taking advantage of hardware interpolation of the 3D data to 2D planes.
The texture unit of the GPU maps the densities to colors and transparency values which are used for direct
volume rendering. This part of the GPU is user-programmable (fragment program) and can merge different 3D
textures in the rendering stage. In our case, this feature can be used then for multiplication of the transparency
of the original data with the transparency modifier at a given location.

Using this approach we were able to render datasets of 512×512×128 voxels with 256 cutting polygons in
2 fps on an nVidia 5700 GPU with 128 MB RAM. The 128 slices is the maximum size of the dataset due to
the RAM size on the graphics card. We expect that in the future hardware-supported rendering of full-sized
datasets will be possible. To overcome this problem today, we developed a system, where slabs of 128 slices
each are rendered sequentially and the final image is composed part by part.

5.7 Conclusion on Visualization

In the previous sections, we proposed and discussed visualization of vessels in pCTA data, aimed for its appli-
cation in regular clinical practice. Such images must sufficiently visualize the pathologies in a natural way. We
showed that in case the individual simple rendering techniques are suboptimal due to introduced limitations,
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Computation time for: Software (Athlon 1.4GHz CPU,
2GB RAM)

Hardware (nVidia 5700, 128
MB RAM)

VesselGlyph Transparency
Modifiers

1–5 min —

DVR with transparency modi-
fiers

10 min 0.5 min

Table 5.1: Computation times for pCTA dataset (512×512×1298) pre-processing with the VesselGlyph and
image production based on the VesselGlyph (final image: 724×1298 pixels, 2× oversampling in viewing direc-
tion)

techniques can be combined for better results, e.g. by means of the proposed VesselGlyph concept. Some of
the designed combinations require only minor modification of the existing tools to create the images (e.g. for
mpCPR+MIP combination), but most of them require more complex modifications of rendering algorithms to
employ the required variability of parameters, e.g. that control transfer function in DVR. For clinical usage,
real-time implementation of such renderings are also needed, to allow systematic exploration of possibilities
that VesselGlyph offers. In future, this can be achieved either by CPU-based optimization of the algorithms or
by introduction of HW-acceleration by means on modern graphic cards.

For a potential future work we identified within our research the following guidelines:

• Visualization approach: As described in Section 5.1, either natural ’photo-realistic’ visualization de-
picting the dataset in a ’natural’ way can be employed, or dedicated signal ’information visualization’
can take place. In our cooperation with clinical experts we found out that only ’natural’ visualization
(MIP, DVR, CPR) are welcome for pCTA processing. Derived information (as e.g. ratio of calcification
along the vessel path) is not accepted. We explain this fact by the observation that visualization based on
MIP/DVR/CPR is less prone to misinterpretation (which might result from incorrect data processing and
reconstruction errors). For a skilled radiologist it is possible to recognize if artifacts or misclassifications
of tissues are present in the output images, by subconscious recognition of context information. Derived
images displaying only some kind of signal or measure lack this complementary information, hence are
less reliable and may potentially lead to wrong results. Therefore, we expect ’natural’ (MIP/DVR/CPR)
visualization to be most suitable for pCTA data visualization. Recomputed information can be introduced
only as additional or complementary measure, displayed e.g. as a side-bar.

• Density vs. mapped rendering: For ’natural’ visualization, two distinctive approaches are used for data
projection: direct projection of density values (MIP, CPR) and mapping of density values to properties
that are used in later computation of the projection (DVR). Mapped techniques are therefore dependent
on parameter values that provide the mapping and therefore may potentially fail in visualization of im-
portant features, if the parameters are set incorrectly. Inability to display important features exist also
for MIP (e.g the occlusion problem) and CPR (e.g. incorrect reconstruction of vessel centerlines leads
to a pseudostenosis problem) images, but the fact the these images retain full 12-bit gray-scale informa-
tion reduces certain risks. We presume that under these considerations visualisation methods displaying
original densities are slightly more suitable than approaches employing density mapping.

• Focus and Context Visualization: Focus & context visualization seems to gain significant importance
for data visualization these days (e.g. Viola [162]). For this, decomposition of the data to allow iden-
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tification of the included objects or tissues is needed, typically by means of voxel labeling. Then, this
information is used to determine rendering properties for individual objects, if items in focus shall ’stand
out’. Hence, application of focus and context approaches solves two problems: first, allows unoccluded
view of objects in focus; and second, allows completion of image with proper context, in areas where the
focus-rendering did not bring understandable, intuitive information. In such setting, application of focus
and context techniques is very suitable for vessel visualization.

A partially unanswered question in this field of research remains the issue what to visualize and how. A
clear answer on to what extent do the overall vessel tree shape and its hierarchy, the curvature of segments, the
highlighted visualization of calcifications and soft plaque and other aspects influence the diagnostic value of the
images is not known yet. Also, requirements on the image resolution, gray-scale levels and final composition
of rendering techniques must be answered, first by the clinicians themselves. These questions are important;
they remain a challenge independent of the used modalities and quality of the scanning devices.



Figure 5.8: Multi-path CPR+MIP VesselGlyph and image generation. Multi-path CPR (mpCPR) showing
vessel lumen is used for focus and MIP is used for context, depicting collateral vessels and giving overall
anatomic orientation. (Compare areas indicated by red arrows in MIP, mpCPR and combined images.)
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Figure 5.9: Result of multi-path CPR+MIP VesselGlyph with incorrectly identified vessel diameter, resulting
in impression soft ’pseudo soft-plaque’ in the vessels (see text for further explanation).



Chapter 6

Software Implementation

6.1 Introduction

Processing of peripheral CT-Angiography data is a task determined by real demands of clinical experts. There-
fore, the focus of the research should not only be on the design of particular algorithms, but also on their
practical implementation—to allow their usage in daily clinical practice. To support our research, we devel-
oped and implemented a complete medical workstation software aimed on pCTA data processing. Building
such software package is a rather complex task and in the following the main design issues are discussed.

In implementation of such a complex software several aspects need to be addressed. First, an overall system
composition must be analyzed to specify which modules are necessary. Functionality of individual modules
is determined by user requirements, developed algorithms and their control interface. This altogether builds a
general architecture of the system. Also concrete practical issues of the architecture design must be considered.
To support easy development, stability, possible simple extendibility and to allow further prototyping and ex-
tensions, the system must be implemented as a very flexible one. Sufficient adaptability and variability of the
system can be ensured e.g. by a plugin design.

A significant part of software design, determining the overall quality and performance are the data structures.
This is an important issue especially in the case of pCTA data because of its enormous size, often reaching the
physical limits of the current hardware setups. Therefore, as another aspect of the design, data structures that
help in reducing memory requirements, yet ensuring fast access to its elements, are required.

There already exist numerous software packages, aimed on processing of medical data or on processing of
images and volume data in general. The medical processing software is often commercial and proprietary (e.g.
Siemens Syngo software, Siemens LEONARDO workstation, Viatronix V3D system, Vital Images Vitrea soft-
ware, Barco Voxar3D software, Agfa IMPAX system, GE Advantage Workstation, TeraRecon AquariusNET
system, Tiani JVision software, dedicated Philips medical systems as Advanced Vessel Analysis, etc.) These
are in most situations not suitable for research purposes, because their source code in not available. As a com-
plement, several open source projects or packages with free license for academic purposes exist, e.g. MeVisLab
(MeVis, Bremen, Germany) aimed on medical data processing, VTK/ITK packages (Kitware, Clifton Park, NY,
USA) or Julius Caesar software platform (Caesar Research Centre, Bonn, Germany), among others. Some of
these offer a suitable base for further academic research and implementation.

In our research environment, certain code was already implemented and available as a result of a previous
research ([15, 16]). Therefore, we decided to utilize the knowledge incorporated in it, but simultaneously we
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also decided to rewrite it completely, in order to prevent potential problems with intellectual property rights
in the future. In the next sections, we describe our proposed software solution, named the AngioVis ToolBox
(AVT) that was used to implement and evaluate the algorithms described in the previous chapters. The system
has been installed in General Hospital in Vienna, Department of Angiography and Interventional Radiology, and
used on a daily basis (up to 10 patients per week are processed, altogether up to 400 patients since the program
introduction), what proved its qualities and clinical relevance. The AVT software has been also presented several
times to the scientific community (e.g. Straka et al. [165]) and was also awarded a 3rd place Medical Prize
Award on the Eurographics 2005 Conference in Dublin, Ireland. The software has also been installed in few
other places for PAOD research purposes (e.g. Stanford University Medical Center, California, USA). The
proposed system was implemented in C++ (Stroustrop [166]) under the Microsoft Windows 2000/XP operating
system. The Qt multi-platform library (Trolltech, Norway) is used for the user-interface and the graphic support
of the system is based on OpenGL. Such combination proved to be flexible and stable and ensures the possibility
for porting it to other operating systems (Mac OS, Linux) in the future.

6.2 Main Modules

In the previous chapters, various aspects and properties of individual pCTA data processing steps were dis-
cussed. The pCTA data workflow pipeline itself was introduced in Section 2.3, where the main steps were
identified:

• Data acquisition (scanning),

• Tissue segmentation (bone, vessel, soft tissue labeling, etc.), background identification and removal,

• Vessel tree extraction and modeling,

• Data resampling and generation of visualizations, and

• Image storing in a clinical Picture Archiving and Communication System (PACS).

In the beginning, the patient is scanned to assess the potential pathologic changes in the body. The scanning
produces a volumetric dataset that has to be processed to derive images holding diagnostic information. Such
images are then interpreted by experts for treatment purposes. A system aimed on processing of pCTA data
then must consist of several modules, as pictured on Fig. 6.1.

The processing works as following: the scanned data must be first labeled for tissue type. In the proposed AVT
software, this segmentation and classification (refer to Chapter 3) is provided in a module named Bone Remover,
because its main purpose is to label and out-segment bone tissue for ’boneless’ MIP images. Secondly, a vessel
tree is reconstructed from the labeled dataset by means of the vessel-tracking techniques (Chapter 4) in a module
called Vessel Tracker. Its purpose is to derive a geometric vessel tree model, providing information about vessel
centerlines, diameters and vessel tree hierarchical organization. In the last step, the tree information and labeled
volume data are exploited in a module named Image Series Output, which produces a set of visualizations of
the pCTA data. These views, stored in the DICOM format, display the dataset from various view-angles and
are organized in so-called series to allow their easier management and retrieval in PACS.

In the Fig. 6.8 the block scheme of our pCTA processing system is depicted. The system design can be
analyzed in two ways:

• Vertical analysis: Memory structures representing and holding the data (the volume grid and vessel tree
model) are the lowest part in the hierarchy. The data are then used in a layer of ’general’ algorithms, as
are e.g. the visualization techniques (volume data are needed in MIP, CPR and DVR modules, but the
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vessel tree is required only in CPR module) We call these algorithms ’general’ because their outputs are
used in several next steps.

The next above layer are the dedicated algorithms, aimed on specific processing of the data. These can
often require user-guided definition of parameters. The actual user interface is provided in the highest
level, typically consisting of windows, buttons and other widgets and serves for communication between
the user and the algorithms guided by the input parameters. Depending on the complexity and mutual de-
pendency of the algorithms, the layer of dedicated algorithms and the user-interface layer can be merged
into one. This is mainly true for simple processes with immediate response to user events (e.g. changing
of value of an individual voxel), whereas for more complex algorithms that require longer computation
times (e.g. vessel-tracking and path-centering) it proved to be appropriate to separate these two layers. If
so, then the user interface just provides input parameters to the underlying layers. Because of this, the user

Figure 6.1: Main modules of a software aimed on processing and visualization of pCTA datasets. Input data is
first segmented, then vessel tree is reconstructed. In the last step, clinical visualizations of the data are created,
followed by their storage in PACS systems and diagnostic interpretation.
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interface layer can be implemented not only by means of a local GUI system, but also as a client-server
system (e.g. by a web-browser interface) if the future shows this as necessary or appropriate.

• Horizontal analysis: If analyzing the block scheme in a horizontal manner, the main module decompo-
sition (see Fig. 6.1) can be recognized:

First, the bone removing (the tissue segmentation) is executed. Within this step, slice and MIP view are
needed, being necessary for operator navigation within the designed semi-automatic segmentation algo-
rithms. Here, the volume data is segmented, classified and complemented with tissue labels (indicated
by the red arrow in Fig. 6.8). In the Vessel Tracker stage, the vessel tree model is built, enabling to
create CPR views of the data. Within this module various visualizations as MIP, slice view and CPR are
employed to support the user navigation in the dataset and also dedicated algorithms for vessel-tracking
and path-centering, manipulation of the vessel tree, etc. are applied. In the last step, named Image Series
Output, the final images are produced. Due to the size and applied interpolation filters this may be a
lengthy task taking up to 30 minutes on current PC workstations. These images also have to be organized
into so-called series compatible with the DICOM standard. The last module automates this and thus
removes the burden of manual image export from the operator. Within this block, the data (volume grid
and vessel tree model) and also visualization algorithms (MIP, CPR, DVR, ...) are exploited, as seen on
Fig. 6.8.

An example of implemented user-interface for the mentioned modules can be seen in Appendix A. According
to our experience, Figures 6.1 and 6.8 show a minimal set of functionality that is required for processing of
pCTA datasets in a clinical environment. The presented setup forms the majority of the system installed in the
aforementioned hospitals. For regular usage, such system must be operated by a trained user, as the most of
the algorithm are not yet fully automatic. Much effort is being invested into research to make various aspects
of the software more automatic and less labor-demanding, to allow fast PAOD diagnostics in future, what is a
prerequisite for regular screening of the disease in the human population.

For daily clinical routine, the presented setup has to be complemented also by modules responsible for
easy data retrieval (e.g. a database of datasets where these are identified by patient name, date/time, etc.)
and modules holding patient information as gender, age, stage of the disease etc. Depending on the actual
installation, also modules providing DICOM connection to the CT scanner and PACS system might be required.
These tools might be either of commercial origin or research subjects of their own; in both cases is their
description beyond the scope of this thesis. In the case of interest, we kindly recommend the reader e.g. the
DICOM Toolkit (dcmtk package by Offis, Germany [167]) for further study.

6.3 Plugin System

A software package, as described in the previous section, which is used both in daily clinical practice and
for research and prototyping purposes is expected to be stable, reliable and effective on one side, with high
flexibility and simple extensibility on the other. These are sometimes antagonistic requirements—adding and
evaluating new functionalities may influence the existing features and lead to instability.

Flexibility and mutual internal independence of the code is required, to allow having both working code and
a development version. Therefore, we proposed to implement the system as a set of code blocks, organized in a
hierarchical manner that utilize only run-time mutual dependency. This allows to create a system, where blocks
can be easily added and removed, without the need to modify the source code. Thus, the version for clinical
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application can contain only reliable and stable modules, whereas in the research version new algorithms can
be tested without the need to supervise two versions of the code.

6.3.1 Implementation

A modular system having the required flexibility is expected to load and register its modules dynamically,
just in the time of the application start. A practical implementation of such plugin system can be based on
the technology of dynamically linked libraries (DLL), available in many modern operating systems—the .DLL
modules in Microsoft Windows, .so modules in Linux, etc. The DLLs are libraries, in which the code is shared
among multiple programs, saving both disk and run-time memory space. The binding between a code already
loaded in memory (e.g. a code from executable file) and a code in the DLL is not fixed. This means that a
call to a function that is located in a DLL is not statically linked, but instead it is directed to a function pointer.
Assigning values of these pointers can be done either automatically (provided by a compiler) or manually, by
searching for a function name and thus retrieving the function address. An example code snippet might look as
(C++ code):

----------------------------------------------------------------

typedef int (__cdecl* MultiplyNumbersFuncPtr)(int a, int b);

MultiplyNumbersFuncPtr multiplyNumbersFunc;

DLLHandle libraryHandle;

libraryHandle = loadLibrary("example.dll");

multiplyNumbersFunc = (MultiplyNumbersFuncPtr)GetProcAddress(

libraryHandle,

"multiplyNumbers");

if (multiplyNumbersFunc)

{

int a = 7;

int b = 4;

int result = multiplyNumbersFunc(a, b);

}

----------------------------------------------------------------

A simple function call to an acquired function address (with suitable number of parameters) executes the func-
tion code. The limitation of this approach is that only pointers to static objects (i.e. global functions and global
objects can be derived. If integration with object-oriented programming is needed, then access to objects via
unified interface must be provided, allowing possible re-casting of the pointers later in the code. Thus, for
management of the object only basic (inherited) class interface is needed, whereas for specific functionality
the newly added methods can be provided by means of the mentioned re-casting. Together with the possibility
of the DLLs to be loaded on demand and by accessing their global symbols, a copy of inherited class object
can instantiated. An example of a code that allows instantiating different ’descendants’ of the parent class in
run-time dependency might be implemented as follows:
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----------------------------------------------------------------

// parent.h

// Parent Class Definition

class MyObject

{

public:

MyObject() { }

// pure virtual function

// must be redefined in child classes

virtual int multiplyNumbers(int a, int b) = 0 ;

};

----------------------------------------------------------------

// module1.h

// Module 1

#include "parent.h"

class MyObject1 : public MyObject

{

MyObject1() { }

// redefined function

virtual int multiplyNumbers(int a, int b) { return a*b; }

};

char* moduleIdentification() // returns a string with identification

MyObject* createInstance() { return new MyObject1; }

----------------------------------------------------------------

// module2.h

// Module 2

#include "parent.h"

class MyObject2 : public MyObject

{

MyObject2() { }

// redefined function

virtual int multiplyNumbers(int a, int b) { return a*a*b*b; }

virtual int divideNumbers(int a, int b) { return a/b; }

};

char* moduleIdentification() // returns a string with identification

MyObject* createInstance() { return new MyObject2; }

----------------------------------------------------------------
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For usage of the inherited classes in a system, the following construction can be applied:

----------------------------------------------------------------

#include "parent.h"

typedef MyObject* (__cdecl* CreateFuncPtr)();

MyObject *obj;

CreateFuncPtr createFunc;

DLLHandle libHandle;

List libraryList;

libraryList = findLibraries(); // a function that searches

// for available libraries

List::iterator it = libraryList.begin();

while(it != libraryList.end())

{

String libraryFileName = *it;

libHandle = loadLibrary(libraryFileName);

createFunc = (CreateFuncPtr)GetProceAddress(

libHandle, "createInstance");

if(createFunc)

{

obj = createFunc();

int a = 7;

int b = 4;

// will yield different results for module1 and module2

int result = obj->multiplyNumbers(a, b);

++it;

}

----------------------------------------------------------------

In such way, modules derived from a base class can be loaded to the system via the flexible plugin system.
If additional properties of the class interface (functions that exist only since certain level of inheritance) are
needed, the object pointers can be manually re-cast and then accessed. During this re-casting, it is necessary to
ensure that a base class pointer of only suitable modules will be modified (e.g. by checking the identification
string for given module class), to ensure correct functionality. Otherwise access to such re-cast object might
lead to unexpected results.



112 Software Implementation

6.3.2 Plugin Management

The presented plugin system is not a novel concept. In software, plugins often work as ’replaceable’ modules
for different implementations of the same functionality. In this way plugins form a software counterpart to the
hardware unification and module compatibility, allowing to use implementations of different producers to work
in a particular system.

In a system, either some or all modules can be seen as plugins. If only some blocks are ’replaceable’, then
a fixed interfaced, dedicated for the given type of module is sufficient. If the whole system consist of plugins,
then problem of flexible interface and code-reuse arise, together with the need to manage the modules.

The flexibility of interface was discussed in the previous section. The code-reuse, by which we mean that
plugins (e.g., for visualization) can be used in different stages of the processing pipeline can be addressed by
hierarchical utilization of the plugins, e.g. we allow to use plugins within other plugins. Such hierarchy need
to be built and managed. A part of the system, that allows retrieval, loading and binding of individual plugins
in the system is needed. In our system this is handled by a plugin manager, representing actually the basic
level of plugin hierarchy. The duties of such plugin manager are loading of the libraries, holding the list of
available plugins, instantiation and deletion of the objects, etc. An important feature of the plugin manager
is the servicing of the requests for ’functionality’. In a flexible system, usually particular functionality is not
identified exactly, but through ’potential capabilities’. A typical request in medical data processing algorithm
can be e.g. a ’request for MIP visualization’—if a MIP image has to be created. In such case, the plugin
manager searches the list of available plugins and returns the first plugin capable of producing MIPs, regardless
of its origin and other properties.

6.4 Data Structures

Data structures and data organization in memory and on disks are important parts of programming (Wirth
[168]). A good design of memory structures is important for overall algorithm efficiency—in this view, orga-
nization of data in memory is a part of the algorithm, as it influences the way how the data are accessed and
manipulated. In the case of volume data, this becomes even more important—due to its size, which determines
both the processing response and required memory space. If the data structures and the memory design are not
concerned, it may happen that complexity of the algorithms grows to unbearable heights or the particular data
cannot be represented and processed on a given machine architecture at all.

As depicted on Fig. 6.8, two main data structures are used in pCTA data processing: the volume grid with
pCTA density information and a model of a vessel tree, representing the geometry and hierarchy of the vas-
culature. Effective and optimized implementation of these has a crucial influence on if a pCTA dataset can be
processed on a regular PC workstations and if yes, then if with reasonable performance.

6.4.1 Volume Grid

The volume representing the acquired CT densities is the most important data structure in the pCTA processing
system. It is a stack of 2D slices, constituting a 3D grid. Typically, there are up to 1200-2000 slices, 512×512
pixels each, with 4096 levels of gray. If the densities are represented as 16 bit integers, it renders a data size
of up to 800 MB. If represented as 32-bit floating point numbers, it yields up to 1600 MB. Such sizes are
acceptable only if no additional parallel volumes are needed (e.g. for vessel-tracking purposes, for gradient
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image computation, etc.), otherwise the data do not fit to memory of the actual PCs. Moreover, we expect that
in the future the number of slices will grow, taking the memory requirements close to the limit of current 32-bit
operating systems.

On the other hand, pCTA data contain a lot of ’free space’—areas where objects or tissues unimportant for
pCTA diagnostics are represented (air, scanner table, covering sheets, etc.) These can be removed from the
dataset without influencing the clinical value of the data and can be replaced by a single constant value, e.g.
by zero. In this setting, the main problem of the pCTA data—its size—can be solved by implementation of
various kinds of run-length-encoding (RLE) schemes, for compressing the ’empty’ space. Such approach leads
to reduction of needed memory space, but access to individual voxels in such representation is less effective. In
the case of pCTA data, the access and processing in such compression scheme should be not much less effective
as access to simply represented data, in order not to deteriorate the system performance even more (processing
of the pCTA data is computationally demanding even in an ideal case).

If considering efficiency of accessing the data elements, then the most effective and fastest solution for both
random and sequential access is a simple pointer arithmetics in a linearly allocated memory block. In such
case, the sequential access requires only one arithmetic operation on a pointer and random access requires only
few additional computations.1 It is evident that the sequential access is generally much faster then the random
access. pCTA data processing algorithms consist of many sequential access operations; therefore the efficiency
of sequential access significantly influences the overall performance of algorithms. In the following, we have
focused on development of structures with fast sequential access.

Besides the possibility to fit actual dataset to available system memory and the duty to ensure fast sequential
access, yet another two aspects that influences efficiency of data manipulation has to be taken into account, in
respect of the planned visualization of the data (Chapter 5). Due to the size of the dataset it is not easy to ensure
rendering at ’interactive’ frame-rates; to achieve best results, two optimizations can be introduced:

• Firstly, the largest possible amount of elements representing the unnecessary information has to be omit-
ted during the processing. Data structure should allow simple identification of larger empty areas, without
the need the access individual voxels in them, by having information whether the block is empty or not
as a result of preprocessing step. And

• Secondly, the volume elements which contribute to final image shall be accessed as fast as possible. This
concerns not only individual voxels, but also their close neighbourhood (e.g. for computation of gradi-
ents, which are utilized within direct volume rendering — Fig. 5.1c). In current computer architectures,
the data in processor cache are accessed several times faster then the data in main memory. Elements
adjacent to processed element will be therefore accessed more rapidly if they are already loaded in the
cache, what requires that spatially adjacent elements of the dataset must lie in close vicinity in the mem-
ory. This can be ensured by so-called block structure of the grid (for more details and evaluation of this
phenomenon please refer to in the work of Grimm and Bruckner [169, 170, 171]). Such block structure
groups represents the dataset not as linear array or individual 2D slices, but as a set of smaller 3D blocks.
Within these blocks, elements that are spatially close are also nearby in memory space, what ensures
more effective usage of the cache in processors and thus more effective processing and visualization.

Considering the above-mentioned requirements, we suggested a memory structure whose principles are de-

1Under a sequential operation in a 3D volume grid we understand a movement in 6- or 26-neighbourhood system, starting from a
previously defined position. Under a random access we understand operations with explicitly defined values for all three coordinates,
e.g. get(x, y, z).
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Figure 6.2: Block memory structure. (a) Original volume dataset, (b) dataset divided into blocks. Blocks are
independently allocated in the memory and references to them are kept in a list.

scribed in next. The dataset (Fig. 6.2a) has a block represented in the memory (Fig. 6.2b); blocks are indepen-
dently allocated and a list of pointers to them is kept, to allow access to them and their management. Structure
of individual block is shown in Fig. 6.3: Each block holds a table of pointers to its neighbour blocks and a flag
indicating whether the block represents relevant data or is empty If it contains relevant data, then the an own
chunk of memory is allocated. If it is empty, then data pointer points to a shared empty block representation.
Such empty block is represented only once in memory. The actual organization of the dataset in the memory is
as depicted on Fig. 6.4. Thus, memory requirements are significantly lowered. The actual saving ratio depends
on the type of data and pre-segmentation of the background areas, but for full-sized pCTA data is (according
our experience), approx. 30–50%.

Accessing individual voxels in the proposed data structure is a complex operation. First, a block in which
the particular element lies must be determined and then a position within the block must be computed. Such
access is very slow; without dedicated sequential algorithms processing of pCTA data would take very long.

For optimized sequential access an efficient sequential access shall be similar to simple pointer arithmetics,
both in programming usage and computational complexity. This means that a movement within the dataset—
e.g. in a 26-neighbourhood, followed by dereference of a value—shall consist of not more then few arithmetic
or memory referencing operations. In work of Grimm and Bruckner [169, 170, 171] a fixed memory addressing
scheme was employed; this cannot be used here, as not all blocks are represented in memory and the sequence of
block is arbitrary. Moving inside a memory block is trivial—simple pointer arithmetics suffices. The problems
start when crossing the border of individual blocks—a ’jump’ to a neighbour block must be provided. To
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Figure 6.3: Data structure of a volume grid block. Every block contains a table of pointers to other 26-
neighbour blocks and either allocated data or a reference to shared ’empty’ block.

achieve effective addressing, we proposed a scheme based on a so-called adjacency block, which is generally
a type of a look-up table, holding an index to identify to which neighbour block we have ’jumped in’ and an
offset therein. For efficiency reasons, we proposed to introduce a concept of 27-neighbourhood2 to allow also
jumps inside blocks. The neighbour index in the adjacency block is translated to absolute address via neighbour
address list, which is special to every block. To deference the value, the offset is added to the address of data
for given block and the values are read, either in own data or in the shared block.

Structure and element of the adjacency block are shown on Fig. 6.5. The adjacency block is one layer thicker
compared to data blocks, to allow handling of situations when the movement in the 27-neighborhood jumps
’outside’ of the actual data block. Thus, the movement consists of two steps: first, a move in the adjacency
block is done, deriving new block index and offset. Secondly, the pointer pointing to actual data element
is computed and also the pointer in the adjacency block is updated, to handle cases when a ’jump’ to other
block was done (then a pointer in the adjacency block must return ’from other side’, to reflect the block-border
crossing), see Fig. 6.7 and Fig. 6.6. updating a pointer that points to data element, and also a pointer that holds
pointer in the adjacency block (see

In this way, sequential access to the data elements requires only few arithmetic and memory access opera-
tions. The advantage of the approach is that is works independently on whether the actual data are allocated
or just referenced to a shared empty block ; this property might even change during the run of the application.
The proposed addressing scheme proved to be efficient and fast. The sequential access was implemented by
means of iterators, which resemble pointers and the operations; programmer’s usage of iterators is also similar
to usage of pointers. This concept lowered significantly the memory requirements, allowing to process large
data and leaving enough space for parallel volumes needed in certain algorithms. It also allowed more effective
implementation of volume rendering algorithms, thus allowing faster image generation, with nearly real-time

2A 27-neighbourhood system is an extension of 26-neighbourhood system; the 27-neighbourhood system simply considers also the
central element.
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Figure 6.4: Representation of occupied and empty block in the block memory structure. (a) A volume with
empty and occupied elements. (b) Non-empty blocks are represented fully in memory, whereas empty blocks use
shared representation of the empty data.

Figure 6.5: Adjacency block, used as a look-up table for sequential movements in the volume. The adjacency
block is one layer thicker than a data block. Every element of the adjacency block holds an index of block in
27-neighbour it points to and offset to corresponding position within a block. (2D case is shown for simplicity).
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responses even for large pCTA data (depending on required quality, sampling, size of data, etc.)

There are two limitation of the proposed solution that need to be considered: the first disadvantage is the
limitation of the movements to only the 26-neighbourhood, i.e. maximum one unit-step in the direction of
each coordinate axis. This property is a result of the one-voxel layer thickening of the adjacency block; but
for our algorithms, limitation to 26-neighbourhood was not significant. The second limitation is the speed of
writing operations; for every writing operation, it has to be tested whether the block is allocated or empty, and if
empty then it have to be allocated. Therefore, the writing operations are slower — at the expense of optimized
sequential access and compressed representation. Again, this was only a smaller limitation for our algorithms,
because writing operations are needed only in the segmentation step.

6.4.2 Vessel Tree

The vessel tree is a the second most important data structure in pCTA processing. It holds both hierarchy
and geometry of the vessel tree in the processing pipeline. The purpose of the vessel tree is to provide a simple
access to structures representing the tree, as are e.g. individual segments, bifurcation points and their parameters
and also to allow easy reconstruction of the vessel paths, for the purpose of e.g. CPR data resampling. Many
possible solutions for vessel tree models exist; we proposed a model based on the oriented-graph concept.
The vessel tree is represented as a set of edges (modeling the vessel segments) and vertices (corresponding to
bifurcations). For each segment, orientation information, representing the blood flow direction, is available. In
such oriented graph, begin- and end-points of each segment are therefore defined. Individual begin-points of
segments can be end-points of other segments and vice versa.3

The vessel tree itself is then a list of edges (segments) and a list of vertices (control points). The control points
store their position in the dataset and list of segments that start or end in it. The segments store information in
which control point they begin and end, plus representation of the vessel course between these two points. To
model the vessel course easily and effectively, we proposed to use a list of equidistantly sampled points. The
information of the vessel course points is complemented with geometric information therein by storing radius
of locally fitted circle model.

The hierarchical organization of the vessel tree allow traversing of the tree from the root to its endpoints
and thus constituting a vessel path. (The concept of vessel path is described in Section 2.2). Automatic path
generation is a prerequisite; both CPR and mpCPR images require this information.

6.5 Conclusion on Software Implementation

Within the previous sections, the main aspects of implementation of software aimed on pCTA data processing
were summarized. As described, this is an complex task; its tediousness also depends on whether libraries (for
user-interface, mathematic algorithms, visualization, data storage, etc.) with ready-made code are available. As
individual algorithms often depend on data access paradigms and data structures are specific problem in pCTA
(due to the volume size), often ready-made approaches cannot be used. Then, own libraries must be developed,
reflecting the actual properties of the pCTA pipeline.

3For the PAOD pathology reasons it proved to be useful also to have vertices (control points), which are not real bifurcations but
only create an artificial break within a segment. In processing these vertices are easily distinguishable, as only one segment is entering
and only one segment is leaving these control points.
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Diagnostics of the PAOD based on CPR visualization is still in its early days; the CT or MR scanner posses-
sion prerequisite still limits such diagnostic approach to become regular. Therefore, dedicated software modules
for peripheral vascularity are still not common in most clinical workstations—what makes the proposed soft-
ware special.

The described plugin architecture ensured flexibility of the system. This is important as certain extension are
expected in the future; improvements of the algorithms discussed in the previous chapters are being suggested
in the scientific community.

The most important experience from the implementation is the fact that expectations of users of the software
are often very different compared to the ideas of the software developers. Communication of users’ expecta-
tions is essential; it influences how the software is welcome in the clinical environment and influences overall
application of developed algorithms in the clinical practice. As a conclusion, we advice to thoroughly discuss
the users’ expectations and possible technical solutions among the whole group of clinical and technical experts
before and also during implementation of such software. The software developers should learn and understand
important issues of diagnostic process; the clinical experts shall make certain effort to explain their expectations
or requirements on the processing software in more explicit manner. We have recognized that often simpler, but
more reliable manual techniques are more welcome among the medical experts, compared to a more complex
and more sophisticated but slower and less reliable automatic algorithms. Efficiency of the processing and user
satisfaction are as important as highly complex algorithms; for the clinicians, the computers and algorithms are
just tools (i.e. ’the means’) and not the subject of research (i.e. ’the objectives’). This has to be understood by
the computer scientists; cooperation and understanding on both sides will then result in much better and more
valuable results for all.



Figure 6.6: Movement in the dataset with a block structure within 27-neighbour system. (a) For elements lying
inside the block the mutual relation is straightforward, the pointers from adjacency blocks point to correspond-
ing data locations. For elements accessed ’over the border’ a shift to elements in other blocks is provided. (b)
Move of the position within the adjacency block. For positions inside the block the shifted position is final,
whereas for accesses ’over the border’ additional shift to provide ’return from the other side’ is needed. For
further details, see text. (2D case is depicted for simplicity).
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Figure 6.7: An example of a move in the 27-neighbour system. In the beginning, we expect to move over a block
border. In the next stage, a move is executed in the adjacency block; index of a block and position offset therein
is derived. In the last stage, the actual position depends on absolute address referenced by block index and on
the derived offset. Position in the adjacency block is also correspondingly updated. For further details, see text.
(For simplicity only 2D case is depicted.)
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Figure 6.8: Block scheme of a pCTA processing pipeline. The arrows depict which functionality is used in what
blocks. The red arrows denote where actual data modifications take place. Viewing the image from left to right
the process of processing pipeline can be seen, in relation to block scheme of the pCTA processing workflow on
Fig. 6.1.
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Chapter 7

Conclusion

Within the previous chapters, we presented the results of a nearly four-year ongoing study on a field of pro-
cessing and visualization of peripheral CT-Angiography datasets. We tried to address the particular challenges
in the whole processing pipeline—the dataset segmentation, vessel tree reconstruction and visualization of the
data. Further, we implemented the developed algorithms in a form of a medical workstation software, suitable
for application in a clinical environment. Summarizing our research and work of other groups that appeared
during the years, we conclude the following:

• According to evaluation of the output of the whole processing pipeline and positive acceptance of the
algorithms in the clinical environment, we see our work as substantial and promising in the field of
interventional radiology. The daily usage of our software for regular diagnostics only emphasizes this
fact. In this light, we consider PAOD diagnostics based on CPR images as clinically relevant; for further
application and routine usage of the proposed diagnostic technique in medical environment, a reliable
and widely accepted implementation of the software solution is a prerequisite (e.g. by means of the
proposed AngioVis ToolBox, within commercial packages, etc.) Nevertheless, we do not consider our
work as completely finished; many problems remained open, among which the potential automation of
those steps in the processing pipeline, which currently require operator intervention is most important,

• A precise segmentation of the pCTA dataset, mainly of the thin vessels, still remains a challenge. Signif-
icant improvements have been introduced by means of both operator-guided and automatic segmentation
algorithms, but the results are not 100% correct or the required manual corrections are meticulous and
therefore boring and lengthy. Partially, we assign these problems to shortcomings of the proposed seg-
mentation algorithms, but we also consider the segmentation imperfection as a sampling problem; if the
thin vessels would be better sampled, then e.g. model-based segmentation would delivered better results
(being currently limited by the PVE). It can be expected that scanning resolution will change in next
generation of scanners, with newly designed X-rays detectors. Certain segmentation problems might
disappear in short time due to advent of announced dual-source scanners (e.g. Siemens SOMATOM Def-
inition scanner), producing bi-modal data; nevertheless, the properties and features of such dual-source
scanning have to be evaluated first. Such device was not available in our environment; according to
our knowledge there are only two of them installed around the world so far. Regardless of the future, a
modification of the proposed software system for such bi-modal data is simple and straightforward. In
the meantime, CT-Angiography subtraction approaches are being tested, to circumvent the problem of
bones occluding vessels in the image, as presented in work of Tomandl et al. [172] aimed on intracranial
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CT-Angiography and based on preliminary version of Siemens Leonardo workstation; or as proposed
in the work of Manniesing [173], where subtraction of CT scans with and without contrast agent were
provided, also aimed on intracranial vessel analysis. Such approaches seem to work for structures with
fixed shape, i.e. the skull and the brain. However, their application to pCTA is questionable and would
require precise registration, which is still hard to achieve,

• In the field of vessel tree reconstruction we suggest further research in computerized recognition of the
data, e.g. based on properties derived via model-based segmentation. In this setting, the algorithms
will deliver much more information about objects’ shape, size and location; further research will show
whether such information is sufficient for automatic recognition of anatomic structures and for fitting of
a particular vessel-tree template. Meanwhile, a library of predefined anatomic vessel-tree templates was
suggested to support easier operator-driven reconstruction of the vessel tree. Properties that are automat-
ically derived after manual location of the bifurcation points contribute to unsupervised determination of
parameters (e.g. those of vessel-tracking algorithms), thus making tree reconstruction more reliable and
more convenient to the user,

• As for visualization, a full implementation of the VesselGlyph concept by means of distance field or
tissue labelling and direct volume rendering still remains a challenge. Much effort is invested in our
environment for both CPU/software and GPU/hardware-accelerated approaches to achieve complete and
efficient implementation. In between, the advent of dual-source scanner might contribute to the pCTA
visualization in the future; special spectral properties of contrast agent versus calcification versus bone
tissue shall lead to better enhancement of these structures in the derived images.



Appendix A

AngioVis ToolBox User Interface Snapshots



Figure A.1: User-interface for manual bone editing in the AngioVis ToolBox. The dataset is first pre-segmented
by automatic threshold-, gradient- and region growing-based technique and later the result is edited by a trained
operator.
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Figure A.2: User-interface for vessel-tree reconstruction in the AngioVis ToolBox. For dataset with edited
bones a hierarchical vessel tree is manually defined. The individual segments are then modelled by means of
path-tracking and geometric model fitting techniques.
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Figure A.3: User-interface for image output in the AngioVis ToolBox. Images used for clinical PAOD diagnos-
tic, showing the dataset from defined view-angles must be first generated and later organized in DICOM series.
The Image Output functionality automates production and organization of defined image sets.
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Abbreviations

Abbreviation Meaning
2D two-dimensional
3D three-dimensional, volumetric
AKH Allgemeines Krankenhaus Wien (Vienna General Hospital)
ASM Active shape model
ATA Anterio-tibial artery
ATM-SVC Adaptive, template moderated spatial varying classification (method)
CPR Curved-planar reformation
CRT Cathode-ray tube
CT Computed tomography
CTA CT-Angiography
DF Distance field
DICOM Digital Imaging and Communications in Medicine (standard)
DSA Digital subtraction angiography
DT Distance transform
DVR Direct volume rendering
EM Expectation-maximization
FEM Finite-elements method
FOV Field of view
FWF Fonds zur Förderung der wissenschaftlichen Forschung (Austrian Science Fund)
GB Gigabyte (1073741824 bytes)
HU Hounsfield unit
ISEG ISEG (segmentation software)
k-NN k-nearest neighbours
kV kilovolt
LCD Liquid-crystal display
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Abbreviation,
Acronym

Meaning

mA milliampere
MAP Maximum-a-posterior (estimation)
MB Megabyte (1048576 bytes)
MIP Maximum-intensity projection
mL milliliter
mpCPR Multi-path curved-planar reformation
MR Magnetic resonance
MRA Magnetic resonance angiography
MRI Magnetic resonance imaging
MRF Markov random field
NMR Nuclear magnetic resonance
PA Peroneal artery
PACS Picture Archiving and Communication System
PAOD Peripheral Arterial Occlusive Disease
pCTA Peripheral CT-Angiography
PDM Point distribution model
PTA Percutaneous transluminal angioplasty or posterio-tibial artery
PVE Partial volume effect
RF Radio-frequency
S&C Segmentation and classification
TOF MRA Time-of-flight MRA
TPS Thin-plate spline
TRP Transitional-research project
VE Virtual endoscopy
VR Volume rendering
WT Watershed transform
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[4] W. C. Röntgen. Über eine neue Art von Strahlen. Technical report, Physikalisch-Medizinische
Gesellschaft, Universität Würzburg, December 1895.

[5] H. L. Abrams. History of cardiac radiology. American Journal of Roentgenology, 167:431–438, August
1996.

[6] W. J. Morton. The X ray or photography of the invisible and its value in surgery. New York: American
Technical Book Company, 1896.

[7] E. Haschek and O. Lindenthal. Contribution to the practical use of photography according to Röntgen.
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[64] G. Gerig, O. Kübler, R. Kikinis, and F. A. Jolesz. Nonlinear anisotropic filtering of MRI data. IEEE
Transactions on Medical Imaging, 11:221 – 232, 1992.

[65] H. Chen and J. Hale. An algorithm for MR angiography image enhancement. Magnetic Resonance in
Medicine, 33:534 – 540, 1995.

[66] Y. Du and D. Parker. Vessel enhancement filtering in three dimensional angiograms using long-range
correlation. Journal of Magnetic Resonance Imaging, 7:447 – 450, 1997.

[67] M. Orkisz, C. Bresson, I. Magnin, O. Champin, and P. Douek. Improved vessel visualization in MR
angiography by nonlinear anisotropic filtering. Magnetic Resonance in Medicine, 37:914 – 919, 1997.
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[111] M. Šrámek and L. I. Dimitrov. Segmentation of tomographic data by hierarchical watershed transform.
Journal of Medical Informatics and Technologies, 3:MI–161 – MI–169, 2002.
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