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Zusammenfassung

Ziel des EU-Projektes ANTIUM war die Entwicklung eines Analysegerites fiir UMTS-
und DVB-T-Netze, welches die Ermittlung der vorliegenden Storsignalkonstellation er-
laubt. Diese Information kann dann vom Netzbetreiber fiir Optimierungen verwendet
werden. In der in dieser Dissertation vorgestellten Arbeit, die sich auf UMTS/TDD-
Systeme beschrankt, werden Algorithmen entwickelt, die die sogenannten Broadcast-
Kanale (BCHs) von mdglichst vielen umliegenden Basisstationen auslesen. Da im Rahmen
von ANTIUM mehrere Empfangsantennen zur Verfiigung stehen, bietet sich dafiir eine
raumlich-zeitliche Signalverarbeitung an. Die Aufgabe des Auslesens der BCHs zerfallt
in die funktionellen Einheiten Synchronisation, Kanalschditzung und Datendetektion.

Ziel der Synchronisationsstufe ist es zunichst, das Empfangssignal nach dem Vorhan-
densein von Synchronisationssequenzen zu durchsuchen, um die Anzahl der Basisstations-
signale festzustellen. Danach konnen die zeitlichen Lagen der BCHs sowie Informatio-
nen iber die verwendeten Trainingssequenzen (basic midambles) und Spreizcodes gewon-
nen werden. Die drei hier vorgestellten Synchronisationsalgorithmen basieren auf einem
bindren Hypothesentest, der mittels eines verallgemeinerten Likelihood-Verhaltnisses eine
Entscheidungsstatistik fiir das Vorhandensein der Synchronisationssequenzen liefert. Eine
Mittelung iiber mehrere Rahmen verbessert diese Entscheidungsstatistik erheblich.

Da die Zusammensetzung der von UMTS/TDD zur Kanalschitzung angebotenen
Trainingssequenzen von der unbekannten Anzahl der Datenkandle abhingt, muf} sie vor
der eigentlichen Kanalschitzung ermittelt werden. Fir diese Aufgabe werden zwei ver-
schiedene Methoden vorgestellt. Mit den geschétzten Trainingssequenzen kann dann eine
Mehrbenutzerkanalschitzung basierend auf dem MMSE-Prinzip erfolgen, wobei auch eine
modifizierte Kanalschatzmethode mit Storungsunterdriickung vorgestellt wird.

Mit Hilfe der Kanalimpulsantworten ist es der Datendetektionsstufe moglich, die
Kanéle zu entzerren und die Daten zu gewinnen. Die Schitzung der von einem raumlich-
zeitlichen MMSE-Entzerrer bendtigten Korrelationsmatrix ist allerdings nicht mit aus-
reichender Genauigkeit moglich. Als Ausweg bietet sich an, die Korrelationsmatrix nicht
zu schéitzen, sondern zu berechnen, wofiir die Anzahl der vorhandenen Datenkanale und
deren Sendeamplituden ermittelt werden miissen. Da dies am besten fir die starkste
Basisstation funktioniert, wird eine Stérungsunterdriickungsstruktur verwendet.

AbschlieBend wird der Einfluf von Ungenauigkeiten der Synchronisations- und Kanal-
schitzstufen auf die Ergebnisse der Detektionsstufe untersucht. Simulationen des Gesamt-
systems ergeben zwar iiberwiegend zufriedenstellende Resultate, zeigen aber auch, daf die
Kanalschatzgenauigkeit groen Einflufl auf die Detektionsergebnisse hat.
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Abstract

The goal of the EU-funded project ANTIUM was to develop a monitoring device for
UMTS and DVB-T networks which allows to assess the interference situation present. The
information provided by this device should enable operators to optimise their network.
More specifically, for UMTS/TDD, to which this thesis is restricted, algorithms had to be
developed which read the so-called broadcast channels (BCHs) of as many surrounding
base stations as possible. Since the ANTIUM device is equipped with multiple antennas
at the receiver, space-time signal processing can beneficially be used. The task of reading
the BCHs splits up into synchronisation, channel estimation, and data detection.

The first step of the synchronisation stage is scanning the received data for the pres-
ence of synchronisation codes to determine the number of impinging base station signals.
Subsequently, the temporal locations of the BCHs and information on the used training
sequences (basic midambles) and scrambling codes are extracted. The three synchronisa-
tion algorithms presented in this thesis are based on a binary hypothesis test which uses
a generalised likelihood ratio to obtain a decision statistic for the presence of synchroni-
sation codes. Averaging over several frames turns out to improve this decision statistic
considerably.

Since the composition of the midambles offered by UMTS/TDD for the purpose of
channel estimation depends on the unknown number of data channels present, this com-
position has to be estimated prior to channel estimation. For this estimation task, two
different methods are presented. Using the estimated midambles, multiuser channel esti-
mation based on the MMSE principle can then be performed. We also develop a modified
channel estimation technique with interference cancellation.

Knowledge of the channel impulse responses enables the data detection stage to
equalise the channel and to recover the data. It turns out that for the conventional space-
time MMSE filter, the required correlation matrix cannot be estimated with sufficient
accuracy. The solution we propose is to explicitly calculate the correlation matrix instead
of estimating it. For this task, we have to detect the data channels present and estimate
their respective transmit amplitudes. Since this can be done with greatest accuracy for
the strongest base station, we use an interference cancellation approach.

We finally investigate the influence of synchronisation and channel estimation errors
on the performance of the detection stage. Simulations of the overall receiver system yield
mostly satisfactory results, but they also show that the accuracy of channel estimation
has a strong impact on data detection performance.
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“Begin at the beginning,” the King said, very
gravely, “and go on till you come to the end:
then stop” — Lewis Carrol
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Chapter 1

Introduction

Mobile communications has been the technology with the greatest impact on everyday life
in the last few years. After the analogue first-generation systems which never became very
popular, the tremendously successful Global System for Mobile Communications (GSM)
offered voice communications with seamless roaming in almost the entire world. GSM
is based on digital data transmission (referred to as second generation) and was origi-
nally developed for speech applications only. Although some evolutions of GSM towards
the delivery of data contents—most notably the General Packet Radio Service (GPRS)
system—were made, the inherent limitations of second-generation systems prohibit high-
rate data services.

These high data rates which are required to enable wireless access to the Internet will
in the near future be provided by so-called third-generation systems like UMTS. Using
CDMA with various spreading factors, packet-switching techniques, and high bandwidths,
the UMTS system has been developed from the outset for flexible data traffic. Within
UMTS there exist two different modes, namely frequency division duplez (FDD) and time
division duplez (TDD). Whereas the first FDD networks started operation in spring 2003,
TDD services, which were developed mainly for microcell and indoor environments, have
not been rolled out so far.

1.1 A Network Monitoring Device for UMTS

In cellular CDMA system such as UM'TS, co-channel interference is inherently present and
cannot be avoided. In order to serve as many users as possible with satisfactory quality,
operators have to carefully balance the interference level. Besides thorough network plan-
ning, constant monitoring of the interference situation is hence necessary to effectively
optimise the network. For the task of interference analysis, operators will need accurate
measurement devices. In UMTS, a widely used measurement device is the classical trace
mobile which is a common mobile terminal equipped with additional measurement soft-
ware and interfaces. Its capability of online measurements makes this tool very useful for
large-scale measurements, but because of its limited signal processing power it may not
be able to resolve interference accurately enough in some critical situations.
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Chapter 1. Introduction

Within the EU-funded ANTIUM project, one goal was to develop a network monitor-
ing device for UMTS which outperforms the trace mobile by using multiple antennas and
sophisticated signal processing. To classify interference, this network monitoring device
determines which base stations contribute to the overall received signal and what their
respective power levels are. This information is gained by reading the broadcast channels
(BCHs) of as many surrounding base stations as possible. A prerequisite for recovering
the BCH data in the data detection stage is successful synchronisation and channel esti-
mation. Due to the multiple antennas available and the off-line processing implemented
by the ANTIUM device, advanced and sophisticated signal processing techniques can be
used to perform these tasks.

In this work, we will identify suitable algorithms for synchronisation, channel es-
timation, and data detection and adapt them to match the demands of UMTS/TDD
interference analysis. We note that descriptions of our results have been published in
[KMAH02, KAMH03, AKHO03].

1.2 Selecting Suitable Receiver Techniques

Selecting an appropriate signal processing algorithm is a delicate task, because a vast num-
ber of methods are available, all with their specific advantages and drawbacks. According
to the used receiver architecture, signal processing schemes can be coarsely classified into
temporal, spatial and space-time algorithms.

Temporal processing is often necessary due to multipath propagation present in a
mobile radio environment [Rap96]. The transmitted signals propagate along paths with
different lengths and reach the receiver with different delays. This causes effects like
fading and inter-symbol interference (ISI). The main goal of temporal equalisers is now
to remedy the ISI and to restore the original signal. The optimum temporal equaliser
in the sense of minimum sequence error probability is the maximum-likelihood sequence
estimator (MLSE) [For72]. It can be shown that the MLSE criterion is equivalent to
the problem of estimating the state of a discrete-time finite-state machine [Pro95]. An
efficient way of performing the trellis search needed to solve these kinds of problems is
the Viterbi algorithm [For73]. Nevertheless, the greatest drawback of the MLSE is that
its computational complexity grows exponentially with the channel length. For many
channels of practical interest, the MLSE is thus prohibitively expensive and therefore
suboptimal but computationally affordable algorithms have to be used.

A popular class of suboptimal temporal equalisers are linear transversal filters, where
different algorithms can be distinguished by the way the filter weights are chosen. A
widely used criterion to select the weights is the mean square error (MSE) that leads to
minimum mean square error (MMSE) equalisation [Geo65]. In the context of CDMA,
a popular special case of the linear transversal equaliser is the so-called RAKFE receiver
[PG58] that correlates the received signal with delayed versions of the used spreading
code. The fact that the correlator outputs collect the different multipath contributions
somehow analogously to an ordinary garden rake led to the name “RAKE receiver.”

2




1.2. Selecting Suitable Receiver Techniques

Since the mobile environment changes with time, equalisation accuracy would decrease
continuously if fixed filter weights were used. Often, a frequent re-calculation of the
filter weights is computationally not feasible and inaccuracies have to be expected. This
problem is avoided by adaptive equalisers that continuously track the channel variations
and update the weights accordingly. The most popular adaptive equaliser is the so-called
least mean square (LMS) algorithm [Wid66]. '

Another possibility of constructing suboptimal equalisers is to exploit previously de-
tected symbols to suppress their influence on the present symbol. This class of equalisers
is referred to as decision-feedback (DFB) equalisers [Aus67]. Besides the conventional
transversal filter (feedforward filter), DFB equalisers use a second filter (feedback filter),
whose output is subtracted from the feedforward filter output prior to decision. This
leads to a superiority of the DFB equaliser over linear equalisers as long as decision error
propagation is not too severe [Mon71].! In the case of error propagation, the perfor-
mance of DFB equalisers is not easily assessed but nevertheless some bounds can be
found [AB93]. A more detailed review on temporal equalisation algorithms can be found
in [Pro95, Qur85).

The limiting factor for the capacity of any cellular mobile communication system is the
inherent presence of co-channel interference. Since the interfering signals often impinge
from different directions than the desired signal, a straightforward approach for mitigating
the influence of co-channel interference is the use of an antenna array and spatial pro-
cessing. Although this approach has been used in RADAR applications for decades, in
mobile communications spatial processing is only starting to become popular. The prin-
ciple of array processing is that the signals collected by different antenna elements are
multiplied by a set of so-called antenna weights and combined in the receiver. Similarly to
the temporal equalisers, different algorithms can be distinguished by the way the weights
are chosen. A very simple possibility is to select the signal of the currently strongest
antenna element (weight 1) while switching off the others (weight 0). This approach,
which is also known as selection diversity, requires only one switch and a power sensor
per antenna element and is hence very easy to implement. A way to better exploit the
potential gains of spatial processing is to choose the weights such that the output signal-
to-noise ratio (SNR) is maximised. This technique is known as mazimum ratio combining
(MRC) [Bre59] and works best if the interference is spatially white. In the case of spa-
tially coloured interference, however, we can use optimum combining [Win84], where the
weights are chosen to maximise the signal-to-interference-and-noise ratio (SINR). As for
the temporal filters, also adaptive methods for weight computation (e.g. constrained LMS
[Fro72]) have been proposed. One common feature of the so-called diversity techniques
presented in this paragraph is that their performance is best when the different antenna
elements are uncorrelated.

Methods that explicitly assume correlated antenna elements are the class of beam-
forming algorithms. They compute the antenna weights based on the directions-of-arrival
(DOAs) of incoming signals. Algorithms for estimating these DOAs can be divided into

Tn the theoretical analysis of the performance of the DFB, error propagation is usually neglected.
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Chapter 1. Introduction

two classes, spectrum-based and parametric algorithms. The former ones use the high-
est peaks of a spectrum-like function (e.g. the azimuth power spectrum (APS)) as DOA
estimates. Popular methods include the Fourier-based Bartlett beamformer [Bar48], the
manimum variance method (MVM) [CGK67) and MUSIC [BK79]. Parametric methods,
on the other hand, estimate the DOAs directly from the received data and usually offer
higher resolution than spectrum-based methods. Two of the most popular algorithms
are the maximum-likelihood (ML) based SAGE algorithm [FH94] and ESPRIT [RPK&6],
which uses invariance properties of the antenna array. A widely used derivative of ESPRIT
is the computationally cheap Unitary-ESPRIT [HN95]. See [Fuh97, App76, VB88, KV96]
for a more detailed review of DOA estimation methods and beamforming.

Since common mobile telecommunications systems encounter both multipath propa-
gation and co-channel interference, a combination of purely temporal and purely spatial
processing is advantageous. This leads directly to the class of so called space-time (ST)
processing algorithms. For CDMA systems, such an extension of the temporal RAKE
receiver to the spatial domain is the 2D-RAKE [NP94, TGM96]: A beamforming front-
end followed by a temporal RAKE receiver is yielding enhanced performance. But more
generally, if we replace the scalar input of an arbitrary temporal equaliser by a vector
input containing the signals of the different antenna elements, we can formulate the same
optimality criteria as in temporal equalisation also in the space-time domain. From a
sequence-error point of view, the optimal space-time equaliser will thus be the ST-MLSE
[MS95]. Unfortunately, the inclusion of the spatial domain further increases the complex-
ity of the temporal MLSE, and thus the demand for suboptimal methods is even stronger
in space-time processing. A good compromise in this field are the ST-MMSE receiver
[PP97] and also space-time DFB algorithms [KKB96]. For a more detailed review on
space-time methods, refer to [PP97, vRLvWO00].

Due to the structure of the ANTIUM network monitoring device, the following two
constraints existed for possible signal processing algorithms:

1. multiple, uncalibrated receive antennas;
2. off-line processing.

With these constraints, we selected our signal processing algorithms for UMTS/TDD
based on the following considerations. Because of the obvious performance advantages,
space-time processing had to be preferred against purely spatial algorithms. The relatively
low spreading factor of UMTS/TDD limits the performance of the RAKE receiver and its
space-time version, and we thus did not use a RAKE-type receiver. But also structures
with a beamforming front-end followed by more sophisticated temporal equalisers were
not considered, since they rely on an array of calibrated antenna elements. Although the
measurement equipment performs signal processing off-line, which allows more complex
algorithms to be used, the computational complexity of the ST-MLSE was prohibitive.
This is especially due to the fact that we are dealing with a multiuser environment, where
we want to detect the signals of several base stations jointly [Ver98|. The use of adaptive
algorithms was not necessary, since the off-line characteristic of the measurement device
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enables block-processing. After removing all the other candidates, the ST-MMSE filter
and the ST-DFB equaliser finally remained and were thus chosen for channel estimation
and data detection, respectively.

1.3 Outline

In the following chapters, we will adapt these signal processing algorithms to the require-
ments of the ANTIUM device and develop methods which perform the tasks of synchro-
nisation, channel estimation, and BCH data detection. We first provide an outline of the
contents of the individual chapters.

Chapter 2. We start by reviewing the most important goals and constraints of AN-
TIUM. Subsequently, the simulation parameters and scenarios used in later chapters are
described.

Chapter 8. Within the ANTIUM project, we focused on signal processing algorithms
for the UMTS/TDD mode. In this chapter, we give a short overview of those structures
and parameters of the UMTS/TDD standard which will be relevant for developing our
algorithms.

Chapter 4. This chapter addresses synchronisation. The goal is to determine how
many base station signals are present and where the corresponding BCHs are located
temporally. Synchronisation is based on the synchronisation channels (SCHs) offered
by UMTS/TDD and consists of primary and secondary synchronisation. We present
three different detection algorithms—all based on the generalised likelihood ratio test—
which are able to detect the presence of the primary synchronisation code in the received
signal. We then discuss the use of these algorithms for secondary synchronisation, i.e.,
for determining the actual location of the BCHs and the scrambling code groups used by
different base stations.

Chapter 5. The channel estimation stage is discussed next. This stage uses training
information transmitted in the midamble of each timeslot. Since only the so-called basic
midamble is known from synchronisation and the composition of the actual midamble
is unknown, we first present two different methods for midamble estimation. We then
consider methods for MMSE channel estimation; in particular, we introduce the novel
successive cancellation MMSE (SC-MMSE) channel estimation algorithm.

Chapter 6. The last step in reading the BCHs of the different base stations is data
detection. We develop a space-time MMSE equaliser which detects the BCH data of
all base stations jointly. Since the required correlation matrix cannot be estimated with
sufficient accuracy, we propose to calculate the correlation matrix rather than estimating
it. This approach leads to two different decision feedback (DFB) equaliser structures.

Chapter 7. After our discussions of the synchronisation, channel estimation, and data
detection stages in the last three chapters, we now consider the overall system. We present
simulations which show the influence of imperfect synchronisation and channel estimation

5




Chapter 1. Introduction

results on the performance of the data detection stage.

Chapter 8. Finally, we summarise the most important contributions of this thesis
and provide a short discussion of open problems and possible future improvements of our
receiver.




Chapter 2
The ANTIUM Project

The work presented in this thesis has been carried out within the ANTIUM project,
funded by the European Union in the course of the IST programme of the 5% framework
programme. In the following, we will shortly introduce ANTIUM and present its moti-
vation and goals.! The second part of the chapter explains the basic assumptions and
parameter settings used later on in our simulations.

2.1 Objectives of ANTIUM

One of the approaches under discussion for satisfying the increased demand for interactive
and asymmetric services concerns the cooperation of broadcasting and mobile communi-
cations systems. Cooperation or even convergence of these systems would allow the use of
digital terrestrial broadcast standards such as DAB and DVB-T as a downlink for flexible
transmission of multimedia content at higher data rates than those achieved by UMTS
alone. In this case, broadcasting networks have to be built in a cellular fashion where
frequency reuse enables high data rates on small areas for individual content delivery.
This cellular concept for DAB and DVB-T will lead to problems similar to those encoun-
tered in mobile telecommunications systems, namely significant co-channel interference.
For such scenarios, a measurement equipment is needed that can analyse the interference
situation in both UMTS and DVB-T networks.

Especially in situations where radio planning becomes difficult (e.g. high-density ur-
ban, or indoor environments) operators will rely on accurate analysis of the current in-
terference situation. In UMTS, a widely used measurement device is the classical trace
mobile that is a common mobile terminal equipped with additional measurement soft-
ware and interfaces. Its capability of online measurements makes this tool very useful for
large-scale measurements, but because of its limited signal processing power it may not
be able to resolve interference accurately enough in some crucial situations.

The ANTIUM project aims at providing operators with an innovative system for
deployment and maintenance of future mobile radio networks. The objective is to build
a demonstrator system suited for UMTS and DVB-T networks that is able to accurately
detect and identify interferers. This knowledge will help operators to efficiently exploit

!For more detailed information about ANTIUM, see www.pcrd-antium.com .
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Chapter 2. The ANTTUM Project

their spectrum. The ANTIUM equipment is using multiple antennas and advanced signal
processing techniques to resolve interference with high accuracy. However, because of the
off-line processing and the relatively long processing time, the ANTIUM equipment will
rather be used for spot measurements in problematic areas than for large-scale drive tests.
The way the ANTIUM equipment will be used is depicted in Figure 2.1, where a
vehicle carries the device into places where problems have occurred. In the UMTS case,
interference is analysed by reading the broadcast channels (BCHs) of as many surrounding
base stations as possible.! The information carried on the BCHs together with the received
power levels allows to classify the interference of surrounding base stations. With this
knowledge, the operator is able to remedy the problems by optimising the network.
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Figure 2.1: Operatiohal use of the ANTIUM measurement equipment.

The goal of the ANTIUM project is to study, develop, validate, and test a demonstrator
of a measurement device that will be able to perform the tasks of radio network monitoring
and identification of co-channel interference for UMTS/FDD, UMTS/TDD, and DVB-T.

This goal is achieved trough three main objectives:
1. Define the requirements of an advanced radio monitoring equipment.
2. Develop or adapt signal processing techniques that fulfill these requirements.

3. Develop a demonstrator implementing the selected techniques.

This demonstrator has the structure shown in Figure 2.2. Five antenna elements collect
the signals and feed them into a multi-channel receiver. After transferring the signal to

n DVB-T, the so-called transmission parameter signalling (TPS) is read.
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the intermediate frequency of 5 MHz, the data is sampled (2 times oversampling) and
stored on the hard disk of a PC. The actual signal processing algorithms that decode the
BCH information run off-line on the recorded data sets. The demonstrator is additionally
equipped with a GPS unit to record the coordinates of the measurement points.

gitalisation
S, 53? i

Figure 2.2: Structure of the ANTIUM demonstrator.

After the development phase, the demonstrator is to be validated through field tests
carried out in UMTS and DVB-T networks. Since before the end of the ANTIUM project
there is no UMTS/TDD network available where tests could be conducted, the demon-
strator development was only made for UMTS/FDD and DVB-T. However, since the
TDD mode is an integral part of UMTS, an algorithmic study has been made in order
to prepare signal processing algorithms for a future integration of the UMTS/TDD mode
in the demonstrator. This algorithmic study for UMTS/TDD has been carried out at
Vienna University of Technology and its results are presented in this thesis. A list of the
other participants of the ANTIUM project can be found in Table 2.1.

2.2 Simulation Environment and Parameters

For the algorithmic study of the UMTS/TDD mode we used the simulation environment
depicted in Figure 2.3. The signals of K base stations (BS) are transmitted over the
channel, where they encounter multi-path propagation and fading. The five antenna el-
ements (M = 5) of the ANTIUM equipment collect the signals and feed them, together

9




Chapter 2. The ANTIUM Project

Table 2.1: List of participants of the ANTIUM project.

| Participant Name | CountryJ
Thales Communications France | France
Vienna University of Technology | Austria
Télédiffusion de France France
Bouygues Telecom France
Telefonica I+D Spain
University of Marne la Vallée France

BER

Figure 2.3: Simulation environment.

with additive white Gaussian noise, into the receiver. This receiver, consisting of a syn-
chronisation (sync.), channel estimation (channel est.), and data detection/demodulation
(demod.) part, is the actual object of the algorithmic study.

The synchronisation block detects the presence of surrounding base stations and cal-
culates the slot timing. By knowing the temporal position of the slot borders, the train-
ing data! can be localised within the received data sequence. The training data aided
channel estimation stage provides the demodulator with estimates of the channel im-
pulse responses. After the influence of the channel has been mitigated by a multichannel

equaliser, the BCH signals of different base stations are extracted. Feeding the decoded
and deinterleaved data signals into a decision device, the bit error rate (BER) is ﬁnally
calculated by comparing the received bits with the transmitted bits.

2.2.1 Interference Scenarios

The purpose of the ANTIUM equipment is to analyse interference present in a network.
To test the performance of the developed signal processing algorithms, we use various
simulation parameter settings to model different interference situations encountered in
practice. Since UMTS/TDD is mainly designed for urban areas, we focus on two test

In UMTS/TDD, training data is contained in a midamble (see Chapter 3).
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environments termed “Outdoor to Indoor and Pedestrian” and “Indoor Office” [ETS98],
which will be described in the following.

2.2.1.1 Outdoor to Indoor and Pedestrian Test Environment

The outdoor to indoor and pedestrian (short: pedestrian) test environment covers mi-
crocells in an urban environment. Microcells are characterised by moderate cell radius
(R = 270m) and low mobile velocity (walking speed, v = 5 km/h). Considering non-line-
of-sight (NLOS) situations, the pathloss in dB can be modelled as [ETS98]

P, = 40logd + 30log f + 49, (2.1)

where d is the base station — mobile station distance in kilometres and f is the carrier
frequency in MHz. '

All base stations use the power levels given in Table 2.2 to transmit the different
channels (cf. Chapter 3), and the noise power was set to —99 dBm.

Table 2.2: Base station transmit powers for the pedestrian environment.

LCh‘annel ] Power ]
SCH 21dBm
P-CCPCH 21dBm
DCH 20dBm
Maximum BS power | 33dBm

To test our algorithms in different interference situations that can occur in a network,
we used the following three scenarios (Figure 2.4):

Scenario 1. The mobile is inside the middle cell whose signal is the strongest one.

Scenario 2. The mobile is at the boundary of two cells. The signals of the base stations
of these two cells are received with the same average power.

Scenario 3. The mobile is at the boundary of three cells. The signals of the base stations
of these three cells are received with the same average power.

Scenario 1 Scenario 2 Scenario 3

Figure 2.4: Simulation scenarios for the pedestrian environment. The bullet o indicates
the receiver position.
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While there is only one dominant signal present in scenario 1, the mobile receives two
and even three equally strong' signals in scenario 2 and scenario 3, respectively. For the
interference cancellation algorithms used in the ANTIUM receiver, scenario 3 will hence
be the most challenging one.

With the cell configurations of the three scenarios (Figure 2.4), and using the pathloss
of (2.1) and the transmit powers of Table 2.2, we obtain the power levels and the relative
powers received at the mobile station as listed in Table 2.3.

Table 2.3: Received power levels (for mazimum transmit powers) and relative powers

recetved from different base stations in the pedestrian environment.

2.2.1.2 Indoor Office Test Environment

Scenario 1 Scenario 2
BS | Distance Received | Relative BS | Distance Received | Relative
Power Power Power Power
1 2R/3 -85dBm | —1dB 1 | V3R/2 —89dBm | -3.6dB
2 | V13R/3 —95dBm | —11dB 2 [ v3R/2 ~89dBm | -3.6dB
3 | V13R/3 -95dBm | —11dB 3 3R/2 —99dBm | —13.6dB
4 | +/31R/3 | —102dBm | —18dB 4 3R/2 —99dBm | —13.6dB
5 | V31R/3 | —102dBm | —18dB 5 | V21R/2 | —106dBm | —20.6dB
6 7R/3 | —106dBm | —22dB 6 | V21R/2 | —106dBm | —20.6dB
7 7R/3 | —106dBm | —22dB 7 | V2IR/2 | —106dBm | —20.6dB
8 7R/3 | —106dBm | —22dB 8 [V2IR/2 | -106dBm | —20.6dB
Scenario 8
BS | Distance Received | Relative
Power Power

1 R Z92dBm | —-5.1dB

2 R —92dBm | -5.1dB

3 R —92dBm | -5.1dB

1 2R —104dBm | —17.1dB

5 2R —104dBm | —17.1dB

6 2R —104dBm | —17.1dB

7 | VIR —109dBm | —22.1dB

8 VTR —109dBm | —-22.1dB

9 | V7R —109dBm | —22.1dB

The indoor office (short: indoor) test environment is used to model picocells inside build-
ings. The cells have a very small radius (R = 30m) and the mobile moves with walking
speed (v = 5km/h). The three-dimensional nature of indoor propagation is taken into
account by including base stations on different floors. The distance between two adjacent

1On average.
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floors is assumed to be A = 3m. Considering NLOS situations, the pathloss in dB is
modeled as [ETS98]
Py, = 37+ 30logd + 18.3 i1 046, (2.2)

where d is the base station — mobile station distance in metres and n is the number of

floors in the path.
The power levels given in Table 2.4 are used by the base stations to transmit the
different channels (cf. Chapter 3), the noise power was again set to —99 dBm.

Table 2.4: Base station transmit powers for the indoor environment.

| Channel [ Power |
SCH 14dBm
P-CCPCH 14dBm
DCH 13dBm
Maximum BS power | 26dBm

As in the pedestrian environment, we used three different, increasingly challenging
scenarios (Figure 2.5):

Scenario 1. This scenario is analogous to scenario 1 of the pedestrian test environment.
The mobile is located inside the middle cell, from where the most powerful signal is
received. There are no base stations on other floors.

Scenario 2. The mobile is at the boundary of two cells on the same floor. Two additional
base stations, which are located exactly one floor below and above the mobile, are the
strongest ones, while the base stations on the same floor are weaker.

Scenario 3. The mobile is inside the middle cell. Two additional base stations are consid-
ered which are located exactly one floor above and below the border point of three
cells. The position of the mobile in the cell is chosen in such a way that the base
stations 1-3 have the same average receive power.

Scenario 1 Scenario 2 Scenario 3

Figure 2.5: Simulation scenarios for the indoor environment. The bullet o indicates the
receiver position.
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With the cell configurations of the three scenarios (Figure 2.5), and using the pathloss
of (2.2) and the transmit powers of Table 2.4, we obtain the power levels and the relative
powers received at the mobile station as listed in Table 2.5.

Table 2.5: Received power levels (for mazimum transmit powers) and relative powers
received from different base stations in the indoor environment.

2.2.2 Clarke’s Channel Model

For our simulations, we used Clarke’s channel model [Cla68] according to which the M x 1
channel weight vector associated to the kth base station and the pth propagation path

(p=0,...,L—1)is given as

hk,p(n) = Qgp ZC

Ni,p

q=1

et

Here, M is the number of antenna elements, o4, is the amplitude of the pth path, Ny,

is the number of subpaths associated to the pth propagation path, and Ch.ps 9,(;2, Pk ps

and s,(g}), are respectively the attenuation, azimuth, phase, and steering vector of the gth

14

v
[ — 27n 3 cos(@,(:fl), —9)+ ‘szz)z] }

Scenario 1 Scenario 2
BS | Distance Received | Relative BS | Distance Received | Relative
Power Power Power Power
1 2R/3 —50dBm -1.7dB 1 h —44dBm -3.6dB
2 | Vi3R/3 | —58dBm | -9.7dB 2 h —44dBm | -3.6dB
3 {V13R/3 | —58dBm | -9.7dB 3 | V3R/2 —53dBm | —12.6dB
4 | V31R/3 | —63dBm | —14.7dB 4 | V3R/2 —53dBm | —12.6dB
5 | v31R/3 | —-63dBm | —14.7dB 5 3R/2 —61dBm | —20.6dB
6 TR/3 —-66dBm | —17.7dB 6 3R/2 —61dBm | —20.6dB
7 TR/3 —66dBm | —17.7dB
8 TR/3 —66dBm { —17.7dB
Scenario 3
BS | Distance Received | Relative
Power Power

[ 1 6.07m | —53dBm | -6.1dB

2 6.07m —53dBm —6.1dB

3 24.72m | —53dBm —-6.1dB

4 3296m | —57dBm | —10.1dB

5 3296m | —57dBm | —10.1dB

6 57.54m | —64dBm | —17.1dB

7 57.54m | —64dBm | -17.1dB

8 7441m | —67dBm | —-20.1dB

9 74.41m | —67dBm | —20.1dB

(9)

Sk,p .

(9)
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subpath of the pth path. The speed of the mobile is denoted as v, while vy is the azimuth
angle of the mobile’s motion, and X is the wavelength.

This model is very flexible, and various environments can be modelled with proper
parameter selection. For the actual simulations we slightly simplified the model (2.3)

according to
Ni,p

hip(ns) = aryp Z bl(ctfz)) (ns) Sz(ff,); ) (2.4)

g=1

where the b,(;fz)) (ns) are independently Rayleigh distributed for every p, ¢, and k. Regarding
the time dependence, we assumed the channel taps hg,(n;) to be constant during the
duration T, = 666.67 us of one timeslot! and highlighted that by replacing the chip index
n by the slot index n,. However, to incorporate some channel variation, the Rayleigh
coefficients b,(;fz),(ns) of different slots have a Jakes Doppler spectrum [Jak74].

For the tap powers oy, we used two different channel parameter settings called A and
B for each environment [ETS98]. For the pedestrian environment, channel A has 3 paths
with a maximum delay of only 2 chips, and channel B has 8 paths with a maximum delay
of 15 chips. For the indoor environment, channel A has 3 taps with a maximum delay
of 2 chips, whereas channel B has 4 taps with a maximum delay of 3 chips. The actual
delay values and corresponding powers are given in Tables 2.6-2.7. Note that all paths
p=20,...,L —1 that are not listed in the table are equal to zero.

Table 2.6: Tapped-delay line parameters for the pedestrian environment.

Path Channel A Channel B
Rel. Delay (chips) | Avg. Power (dB) | Rel. Delay (chips) | Avg. Power (dB)
1 0 0 0 0
2 1 —12.5 1 -2.5
3 2 —25.0 3 -7.2
4 - - 4 —-10.8
5 - - 5 -9.0
6 -~ - 9 -10.2
7 - - 10 -12.5
8 - - 15 —-24.5
Table 2.7: Tapped-delay line parameters for the indoor environment.
Path Channel A Channel B

Rel. Delay (chips) | Avg. Power (dB) | Rel. Delay (chips) | Avg. Power (dB)

1 0 0 0 0

2 1 -10 1 -5.0
3 2 -33 2 -15.1
4 - - 3 —26.0

IWith a velocity of v = 5km/h, the mobile moves only 0.006 A during one timeslot.
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Chapter 3

Overview of the
UMTS/TDD-Standard

To be able to develop signal processing algorithms for detecting and decoding the broad-
cast channels (BCHs) of surrounding base stations, we have to be familiar with the struc-
ture of the received signals. In this chapter, we will thus review some physical layer
parameters of UMTS/TDD that are important in the context of ANTIUM.

Since the ANTIUM equipment is a network monitoring device without an active con-
nection to the monitored network, the only available data are the downlink signals of the
different base stations. The main focus of the following description will hence lie on the
parameters needed to locate the BCH in the received signal, and on the structure of the
BCH itself. However, more details about UMTS/TDD can be found in the specifications
[3GP01a, 3GP01b, 3GP0lc|, and on www.3gpp.org.

3.1 Physical Channels

The 3.84 Mchip/s option of the UMTS/TDD mode uses the frame structure depicted in
Figure 3.1. One radio frame has the duration of 10 ms and consists of 15 timeslots, where
each timeslot contains 2560 chips of length 0.26 us each.

__Radio Frame (10ms)

frame #i frame #i+1
| Time Slot (2560*T) T m———
timeslot #0 | timeslot #1 timeslot #2 timeslot #13 | timeslot #14

Figure 3.1: Physical channel signal format [3GP0la).
Each timeslot can be individually allocated for uplink or downlink in a flexible manner

to be able to cope with asymmetric uplink/downlink traffic (Figure 3.2). The content of a
timeslot is called a burst. Two different burst types are defined for downlink transmission.

17
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frequency . 10 ms R
#¢¢¢t¢¢¢¢¢t¢i¢¢1f{fc;p,s
| > 2560%T,

Figure 3.2: Fach timeslot can be individually allocated for uplink (1) or downlink ({) in a
flezible manner [3GP01a).

Data symbols Midamble Data symbols gg
976 chips 512 chips 976 chips CP
2560*T,
< »

Figure 3.3: Burst structure of burst type 1. GP denotes the guard period and CP the chip
period [3GP01a).

Burst type 1 contains two data fields of length 976 chips, a midamble of length 512 chips
in the middle, and a guard period of 96 chips at the end of the timeslot (Figure 3.3). Burst
type 2 has a shorter midamble (256 chips) and longer data fields (1104 chips each).

In UMTS, services offered to higher layers by the physical layer are called transport
channels. Most important for ANTIUM is the BCH, a downlink transport channel that
is used to broadcast system- and cell-specific information. Transport channels are carried
by so-called physical channels which are defined by frequency, timeslot, spreading code,
and burst type. Downlink physical channels in UMTS/TDD either use spreading factor
@ = 16, or the whole burst is occupied by a single, unspread physical channel (Q = 1).

Concerning the BCH, one higher layer transport block that consists of 246 bits is
mapped onto the primary common control physical channel (P-CCPCH) as shown in
Figure 3.4. The P-CCPCH uses burst type 1 and is transmitted in only a single timeslot
per frame, whose position is indicated by the synchronisation channel (SCH). Since the
transmission time interval (TTI), which is equal to the interleaving period, is 20 ms, every
BCH transport block is mapped onto two succeeding radio frames. Note also that no
transmit power control (TPC) information and no transport format combination indicator
(TFCI) is used for the BCH. Table 3.1 summarises the most important parameters.

Table 3.1: Parameters of the BCH [3GP01d].

Transport block size | 246 bit

CRC 16 bit

Coding convolutional coding, R =1/2
TTI 20 ms '
Midamble 512 chips

Codes and timeslots | ) = 16 x 1 x 1 timeslot
Modulation format QPSK

TFCI 0 bit

TPC 0 bit T
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Transport block

CRC, and Tail 246
attachment

} ol

Convolutional 246
coding R=1/2

y

1* interleaving

{

Radio frame 54 0
segmentation i

|

Rate Matching

Y

2™ interleaving 244 244

540

270 270

Physical channel 24k
mapping

122 512 12 122 512 122

> <

Radio frame#i Radio frame#i+1

Figure 3.4: Channel coding for the BCH [3GP01d].

Like all downlink physical channels, the P-CCPCH is QPSK-modulated and spread
with a so-called orthogonal variable spreading factor (OVSF) code of length 16 (Q = 16).
Figure 3.5 shows the arrangement of these codes in a code tree.

(k=1 _
cQ=4 - (Ll,lal) """"""""

(k=1) _
cQ=2 (&L G2y g g g gy -
Y 0=4 = (1>1a_ 1>_1) PR—

(1) _
e = (1)

*=3) = 1 -11—-
cQ=4 _(la 1311 1)

(*=2) _ (1 _
D = (1,-1)

*=4) - 1 -1~
CQ=4 (1, 1’ 1’1) R ]

Q=1 Q=2 Q-4
Figure 3.5: Code tree for generation of OVSF codes [3GP01c].
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Each stage in the code tree corresponds to a spreading factor, indicated by the value of
@ in the figure. Starting from the root code word cg;l) = (1) in the first stage, the code
tree is constructed by appending inverted and non-inverted replicas of the current code
word and placing them in the lower and upper branch of the succeeding stage, respectively.
For the second stage we obtain

k=1 k=1 k=1 k=2 k=1 k=1
C(Q=2) = (ng:1)a ng=1)) 5 022:2) = (022:1)’ _ngl))a

and the next stages are constructed in the same way. The most important property of the
OVSF code tree is that a specific code word is orthogonal to every other code word that is
neither lying on the path connecting the specific code word with the root of the tree nor
in the sub-tree below the specific code word.! In particular, all code words of the same
stage are orthogonal and since all downlink channels use ¢) = 16, there is a maximum of
16 parallel downlink channels with orthogonal codes. The P-CCPCH always uses cgfllg;
the number of other, parallel data channels in a P-CCPCH timeslot is restricted to 12
[3GP01la], with the remaining three codes left unused.

To be able to separate the data channels of different base stations,? the data is multi-
plied by a base-station-specific scrambling code of length 16 chips [3GP01c] after spread-
ing. In total there are 128 different scrambling codes, partitioned into 32 so-called code
groups of four codes each. Adjacent base stations should be assigned different code groups
in order to limit interference. The scrambling operation does not change the bandwidth
of the signal, because it is performed on the chip level. Moreover, since the spreading
factor of the P-CCPCH equals the scrambling code length, we can treat the product of
spreading code and scrambling code as a single effective spreading code in the detection
process of the BCH.

Besides the scrambling code, the code group of a cell also determines which one of the
128 basic midamble codes of length 456 chips (for burst type 1) is used.®> Repeating this
basic midamble code twice to get a sequence of 912 chips, we can extract the eight final
midambles m®, [ = 1,...,8 from this sequence as portions of 512 chips defined by eight
different starting-points. This midamble construction scheme has the advantage that in
the uplink, a single cyclic correlation with the basic midamble code is sufficient for channel
estimation for all data channels present. For downlink transmission, this advantage is lost
but the same midambles are nevertheless used in order to keep a similarity with the uplink.
The final midambles are assigned to the different physical channels of one slot in a fixed
way: The P-CCPCH always uses m{?, while m(? is only used in case of block space-time
transmit diversity (block STTD). Midambles m{®—m(® are used by data channels.

To assure a constant power level over the whole slot, the transmit amplitudes of the
midambles are adjusted to the amplitudes of the corresponding data channels a®. Figure
3.6 shows the composition of a BCH timeslot. The P-CCPCH and its midamble m" are

'E.g., cgc;l) is orthogonal to cg;s)’ but not to cg;l) and cgjf).

2The same set of 16 spreading codes is used by each base station. The codes are assigned to the
different data channels irrespective of the code allocation in adjacent cells.
3 As for the scrambling code, the code group determines only which set of four midambles is used.
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1 Frame = 10ms

P-CCPCH m) P-CCPCH laref
+ :
data channel m® | data channel | | #a(3)
+ 1
data channel m(4) data channel ta(“)
+
| data channel | m®) J data channel | ta,(5)

1 Timeslot = 2560 chips

Figure 3.6: Structure of a BCH timeslot.

transmitted with reference amplitude a.er, while the data channels and their respective
midambles are using different amplitudes because of power control.

The total timeslot consisting of the data fields, midambles,! and guard periods of
different physical channels is finally filtered by a root-raised-cosine pulse-shaping filter
with frequency roll-off factor &« = 0.22 prior to transmission.

3.2 The Synchronisation Channel

As mentioned earlier, the synchronisation channel (SCH) indicates the timeslot where the
P-CCPCH is transmitted. But also some other important parameters are carried by the
SCH as we will explain in the following.

The SCH is a downlink channel. In order not to limit the uplink/downlink asymmetry,
it is mapped on only one or two downlink slots per frame. There are two different cases

of SCH and P-CCPCH allocation:
e Case 1: SCH and P-CCPCH allocated to timeslot k&, k =0,...,14

e Case 2: SCH allocated to two timeslots: £ and K+ 8, £k =0,...,6;
P-CCPCH allocated to timeslot k.

The number of the P-CCPCH timeslot within the frame (value of k) is not known a priori
and cannot be derived from the SCH alone. But the SCH allows to locate the P-CCPCH
in the received data sequence, and the BCH can be detected and decoded without knowing

INote that the midambles are not scrambled.
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k. Since the value of k is transmitted on the BCH, the frame borders can be identified
after BCH detection.

As shown in Figure 3.7, the SCH has a length of 256 chips and consists of a primary
synchronisation code ¢, and three secondary synchronisation codes ¢, ;, j = 1,2,3 mul-
tiplied by QPSK symbols b;. The primary synchronisation code ¢, is the same in all
UMTS/TDD networks and enables the mobile to detect the presence of surrounding base
stations. For this purpose, ¢, is constructed as a so-called hierarchical Golay sequence
with good aperiodic autocorrelation properties [3GP01¢].

1 Frame = 10 ms >

= 256 chips

offset

Pp

I Ps/3

b I P3|,

I Ps/3

by Cs1

HI 9

bacys

Timeslot = 2560*T.

Figure 3.7: Structure of the synchronisation channel (SCH) [3GP01a].
The secondary codes c; ; of Figure 3.7 are constructed as follows. The 12 different codes

¢, n=0,1,3,4,5,6,8,10,12,13, 14, 15 of [3GP01c| are partitioned into four secondary
synchronisation code sets with three codes each (Table 3.2). Depending on the current

Table 3.2: Allocation of synchronisation codes to code sets [3GP01c].

Case 1 Case 2
Code set 1: | ¢, ¢3, ¢ c, ¢s3, Cs
Code set 2: | ¢i1p, €13, C14 | Ci0, €13, Ci4
Code set 3: not used Co, Cg, Ci2
Code set 4: not used 4, Cg, C15

synchronisation code allocation, one of the four code sets is used for the three secondary
synchronisation codes c; ;.

Since frame borders in UMTS/TDD are temporally aligned within the whole network,
distinct time offsets ¢, ; of the SCH from the slot border are used to prevent the SCHs
of different base stations from interfering. The actual value of ¢, ; is depending on the
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code group ¢ of the cell and is given as [3GP01a]

48T, <16 .
toffset,z' - { (720 + 481,)T,; i Z 16 1 = 0, .. ,31 (31)

Note that the gap between tofiset,15 and tosmses,16 ensures that the SCH never overlaps the
midamble in order not to impair channel estimation performance. Also the guard period
is kept clear of the SCH for every value of s.

As mentioned above, each cell is assigned a certain code group that specifies a set of
four scrambling codes, a set of four basic midambles, and the time offset of the SCH. Which
one of the four codes is actually used depends on the cell parameter of the base station
as shown in Table 3.3. This cell parameter is toggled from frame to frame depending on
whether the system frame number (SFN) is even or odd (Table 3.4). This implies that
the scrambling code and basic midamble are toggled from frame to frame, but since the
code group does not change, the time offset of the SCH stays constant.

Table 3.3: Mapping scheme for cell parameters, code groups, scrambling codes, midambles,
and time offsets [3GPO0lc].

Cell Code Associated Codes "
Parameter | Group [ Scrambling Code | Midamble Code | °fet
0 Code 0 mo
1 Code 1 mi
2 Group 0 Code 2 Mo to
3 Code 3 ms
4 Code 4 my
5 Code 5 msg
6 Group 1 Code 6 me 2
7 Code 7 my
124 Code 124 mi24
125 Code 125 mios
126 Group 3 Code 126 mioe t31
127 Code 127 mior

3.3 Synchronisation Procedure

The synchronisation parameters needed to read the BCH are the exact starting time of
the first interleaved block of the BCH, and the scrambling code and basic midamble used
by the base station. All this information is carried on the SCH as shown in Table 3.5 and
Table 3.6 for the two synchronisation cases, respectively.!

Here, the QPSK symbols b; and the used synchronisation code sets define the code
group ¢ of the cell, the value of tofes i, the frame index (first or second frame in interleaving

1The last columns in Tables 3.5 and 3.6 contain the values of tofset,; given in (3.1).
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Table 3.4: Alignment of cell parameter toggling and system frame number (SFN) [3GP01c|.

Initial Cell Cell Parameter | Cell Parameter
Parameter | Code Group used when used when
Assignment SFN is even SFN is odd
0 0 1
1 1 1}
5 Group 0 3 3
3 3 2
4 4 5
5 5 4
5 Group 1 g =
7 7 o 6
124 | 124 125
125 125 124
196 Group 31 126 127
127 127 126

Table 3.5: Code allocation for synchronisation case 1 [3GP01c].

Code | Code

Group Set Frame 1 Frame 2 tofiset
0 1 c1 C3 Cs 1 c3 —C5 to
1 1 c1 —cC3 Cs c1 —C3 —c5 i1
2 1 —C C3 Cs -1 c3 —C5 2
3 1 —c1 —c3 Cs - —C3 —cs t3
4 1 ja jez | o5 je jes | —cs 2
5 1 jer | —jea | ¢ jan | —iez | —cs t5
6 1 =ja jes {5 | —ja jes | —es tg
7 1 ~jer {—jea les | —jax | ~jes | —cs iy
8 1 ja jes | ¢ jc1 jes | —c3 tg
9 1 jer | —jes | ¢3 ja [ —jes | —cs tg
10 1 ~ja jes | 3 | —ja jes | —c3 t10
11 1 —je1 | —jes | 3 | —ja | —jes | —c3 11
12 1 jes jes | a jes jes | —a 112
13 1 jes | —jes | a jes | —jes | —a t13
14 1 —jes jes | e | —ics jes |~ t14
15 1 —jes | —jcs C1 —Jjcs —jcs - t1s
16 2 €10 c13 | €14 €10 c13 | —c1a | tig
17 2 cio | —ci3 | ca cip | —c13 ) —cia | tir
20 2 jcro | Jas | ca jewo | Jas | —ews | tae
24 2 jco | Jjaia | a3 jeio | jera | —ci3 | tos
31 2 —jas | —jaa | cio | —jeis | —jera | —cro | ta1
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Table 3.6: Code allocation for synchronisation case 2. CG stands for “code group” and
CS for “code set” [3GPO01¢].

Frame 1 Frame 2
cG|Cs Slot & Slot % + 8 Slot & — Slot k+3 Foffset
0 1 C1 C3 Cs Cy C3 —C5 —C1 —C3 Cs —C1 —C3 —C5 to
1 1 c1 —C3 Cs C1 —c3 —Cs —C C3 Cs —C1 C3 —C5 11
2 1 lja jes les |ia jes |—=cs | —jan | —jez |es | —jer | —jes | —cs to
3 1 Jjer | —jes |es i {—jez |—¢ | —ja jes ¢ | —ja jes | —¢s i3
4 1 1 lija jes |es {ia jes | —c3 |—ja |—jes ez l—=jey | —jes | —ca ts
5 1 jjer |—jes |es |jar |~jes | —e3 | —ja jes | e | —je jes | —c3 t5
6 1 |jes jes |1 |jes jes | —c1 | —jes | =jes | | —=jes | —jes | —a te
7 1 |jes [—jes |a |ies | —jes |—a | —jecs jes | | —jes jes | —a t7
8 2 C10 C13 | C14 C10 €13 | —C14 | —Cip | —C13 | C14 —C10 | —C13 | —C14 £
9 2 Cio | —C13 | C14 Clo | €13 | —C14 | —C10 C13 | C14 —C10 C13 | —Ci14 tg
10 | 2 |jewo | jers [ca |jcio | Jars | —cra [ —jero | —jeis [c1a | =jcio | —jc1s | —c1a | tio
[11 ] 2 TJjew [—jc1s [ s [jcro [ —jers [ —c1a [—jero | jers [ewn [—jero | jers [—cia [ t1n |
12 1 2 Jjewo | jera |13 jcre | Jora { —c13 | —jero | —jcua [c13 | —jco | —jcrsa | —c13 | tio
13 | 2 |jewo | —jc1a {13 |jcio | —jc1a | —C13 | =jcio | Jeua |13 | —jcro | Jera | —c13 | 13
14 | 2 jjeiz | jewa |cio |jeis | jera | —c1o | —jers | —jcia | co | —jc1s | —jcia | —ci0 | t14
15 | 2 |jeis | —jers | cro |jcas | —jera | —cro | —jers | jeia | cro | —jeis | jeia [ —cro | tis
16 | 3 | co ce |c12 | co c6 |—cio | —co | —¢c6 |C12 | —co | —cs |—c12 | tie
23 | 3 Jjes |—jc12 |co [jes | ~jerz | —co | —Jcs jeiz {co | —ics jc12 | —co to3
24 | 4 | ¢4 cg [cC15 | ca cg |—c1i5 | —c4 | —cg |5 | —eqa | —cg | —c15 | tos
31 | 4 |jes |—jeis |ea |Jes | —jais | —c4 | —jcs jeis | ca | —Jes jeis | —eq t31

period), and, for synchronisation case 2, the slot index (first or second slot in frame).
This 'information is extracted from the SCH in a two-step process. The first step uses
the primary synchronisation code (which is the same for all cells in all UMTS/TDD
networks) to determine the temporal location of the SCH. This is done by correlating
the received signal with the primary synchronisation code. The peaks in the correlation
sequence indicate the presence of the SCH. From the number of slots in a frame that
contain primary synchronisation peaks, we can derive the synchronisation case.

The second step of the synchronisation procedure is based on the secondary synchro-
nisation codes. Since the secondary synchronisation codes are transmitted temporally
aligned with the primary code, we will perform secondary synchronisation at the tempo-
ral locations indicated by the primary synchronisation stage. Correlation of the received
signal with the 12 possible secondary synchronisation codes yields the information which
code set has been used, and, with the primary synchronisation code as a phase reference,
the symbols b; (cf. Figure 3.7) are obtained. Together with the synchronisation case,
this gives information on the code group i, the time offset fomet,i, and the ordering of
interleaving blocks via Table 3.5 or Table 3.6.

Figure 3.8 shows an example of the synchronisation procedure. Shaded in grey are
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Frame 1 of BCH

1 Frame = 15 timeslots

HEEEN

—jero, jeis, EI Jjeo, —je13, c1a jeio, —jeis, —c14

~jeto, jeis, c1a

Figure 3.8: Ezample of synchronisation procedure.

the timeslots where a primary synchronisation code has been detected, while below, the
results of secondary synchronisation are plotted. So e.g. in the first shaded timeslot, the
codes 19, ¢13, and c¢14 (code set 2) have been detected and the symbols —j, j, and 1 have
been extracted. Since the SCH is present four times within two frames, synchronisation
case 2 is used and code allocation according to Table 3.6 is valid. Comparing the results
of secondary synchronisation for the four shaded timeslots with the entries in Table 3.6,
we see that the base station uses code group 11 (we highlighted this row in Table 3.6 for
the reader’s convenience). Moreover, the first interleaving block of the BCH lies lies in
that timeslot, where the code combination jeig, —jci3,c14 (corresponding to the columns
Frame 1, Slot k in Table 3.6) has been extracted. This is the case for the third shaded
timeslot in our example. The time offset ¢1; that corresponds to tgset,11 = 528 T¢ in (3.1),
finally determines that the slot border lies 528 chips ahead of the SCH.

As a concluding remark it has to be said that not exactly all the knowledge needed
to detect the BCH is available at the end of the synchronisation procedure, since we
know only the used code group but not which of the four different scrambling codes and
basic midambles of this code group are used. However, this “one out of four” decision
can easily be made after correlating the received signal with the four possible midambles.
This correlation is part of the channel estimation stage.
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Chapter 4

Synchronisation

One of the goals of the ANTIUM project is to demodulate and decode the broadcast chan-
nels (BCHs) of as many surrounding base stations of a UMTS/TDD network as possible
(cf. Chapter 2). This is only possible if a synchronisation stage has located the BCHs
within the received data and extracted the necessary parameters. In the following, we
present synchronisation methods that are able to deal with strong co-channel interference,
and we assess the performance of these methods by means of simulations.

The baseband model for the discrete-time signal vector received at the M antenna
elements is given as

K -1
x(n) = Zxk(n) + n(n) with xx(n) = Z hy, sk(n —p), (4.1)

where K is the number of base stations and L is the maximum channel length. Since
we only consider one timeslot at a time, we can omit the slot dependence of the channel
vector hy ,(ns) in (2.4) and use a time-invariant vector hy, in (4.1)." The data signal of
the kth base station is denoted as sg(n), while n(n) is a white Gaussian noise vector.

4.1 Primary Synchronisation

As explained in Chapter 3, the synchronisation procedure consists of primary and sec-
ondary synchronisation. In primary synchronisation, the aim is to detect the presence and
temporal location of the primary synchronisation code c,. The primary synchronisation
stage will yield a decision statistic whose main peaks occur at these locations. Since ¢, is
the same for all base stations, a single decision statistic is sufficient to locate the primary
synchronisation codes of all surrounding base stations.

We will now present three code detection algorithms that yield the desired decision
statistic. These algorithms are all based on the generalised likelihood ratio test (GLRT)
principle [Kay98] but differ by their signal model assumptions. Note that the use of these

"However, if we average over several slots, we have to take care of the changing channel.
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detection algorithms is not restricted to the primary synchronisation stage, since they are
able to detect an arbitrary known sequence in the received data vector. For instance, we
will use them later in secondary synchronisation and channel estimation.

4.1.1 Spatial Detector

The first detection algorithm is based on a purely spatial model that assumes the channel
to have only one path.

4.1.1.1 Derivation of the Spatial Detector

The primary synchronisation code has the length of NV = 256 chips. In order to determine
its presence at time n, we use the discrete-time receive vector x(n) in the time interval
[n,n + N — 1]. The synchronisation code detection problem for one base station! can be
formulated as a hypothesis test with the following two hypotheses [BR82, DS89]:

e Hypothesis H, (absence of synchronisation code at time n):

x(n+!) = wn+!), for [=0,..., N-1;

e Hypothesis H; (presence of synchronisation code at time n):
x(n+!) = hd(l) +w(n+1), for [=0,...,N—1.

For #;, we used the simplifying assumption of a one-tap channel modelled by the single
M x 1 vector h, and neglected the other multipath contributions. Since we are not
able to distinguish between the contributions of different base stations in the primary
synchronisation stage, we have suppressed the base station index £ of h. The unknown
channel vector h is assumed to be deterministic. The sequence d(l) of length N serves
as a wild-card for the known code that has to be detected. (In this section, d(l) is the
primary synchronisation code c,.) Finally, noise n(n) and interference from other base
stations are collected in the vector w(n) which is modelled as a zero-mean, stationary,
temporally white, Gaussian-distributed random vector with correlation matrix

E{w(n+n)w?(n)} = Rw 6(n).

The spatial correlation matrix of the interference, R,,, is unknown.
Let us stack the vectors within the time interval [n,n + N — 1] into the augmented
vectors

x(n) w(n)
& x(n:+ 1) A W(n:+ 1) | (42)
| x(n+ N -1) w(n—}-.N—l)

1The different time offsets of the synchronisation channels ensure that primary synchronisation codes
of different base stations do not overlap completely. It is thus sufficient to consider only a single base
station in the derivation of the spatial detector.
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and define
d(0)
d(1
as| (43)
d(N - 1)
The total interference correlation matrix is block diagonal:
R 0
R £ E{w,w/} = : (4.4)
0 R.
Introducing the block diagonal channel matrix of size NM x N
h 0
H=2 = Iy ®h, ' (4.5)
0 h

the received signal can be formulated as

X, = W, under H,

x,=Hd+w, under H;.

Using the fact that x,, is Gaussian, the likelihood functions! under the two hypotheses
can be compactly formulated as

A . 1 —xH R 1x,
fO(Xn):fO(xn)R) - 7_(_1\,”\[(:161:1:{e " ’
1 Hoppe
fi(on) 2 i3 R H) = s e (o BT R ()

With (4.2), (4.4), and (4.5) they can be rewritten as

—1

1 - 3 xH(n+) R x(n+)
x — x; RW — -_  — @ I=C 4.6
fO( n) fO( ) TMN (detRw)N ( )
N-1
1 - ¥ [x(n+l)~hd)]7 RG! [x(n+)-hd(1)]
fi(xn) = fi(x; Ry, h) = e 1=0 . (4.7)

TMN (det Ry,)™

To test which of the two hypotheses is true at time n, we compute the so called log-
likelihood ratio
L(n) £1n M
f 0 (xn)
!The indexed probability density function (pdf) f(x,; R)—as a function of R, for fixed x,,—is called
the likelihood function [Kay93].
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A high value of L(n) indicates that #; is likely (i.e., code d(!) is present in time interval
[n,n+ N — 1]), whereas in the absence of the code, a low value of L(n) can be expected.
The fact that R,, and h are unknown can be overcome by computing their maximum
likelihood (ML) estimates and inserting them in L(n). This approach is then referred to
as generalised likelihood ratio test (GLRT) [Kay98].

We start with hypothesis Hy, where only Ry has to be estimated. Taking the loga-
rithm in (4.6) gives

N-
In fo(x;Ry) = =N [Mlmr +Indet Ry, + Z xA(n+ )R x(n + l)}

=0

where the third term can be reformulated as

N-1 N-1

]—V—Zx n+DRJ}x(n+1)=— Ztrace{R x(n +1)x" n—l—l)}

=0
N—-1

x(n+1)x n+l)}.

ZI*-*

= trace {RW1

=0

With the abbreviation

2
AR

Ro(n) 2+ 3 x(n+ 1) x(n+1),
{

It
(=]

we get
In fo(x;Rw) = =N [M In7 + Indet Ry, + trace {Rv_vl f{x(n)}] . (4.8)

Taking the derivative with respect to Ry gives [Sch91]

%lnfo(x Ry)=—-N l:(R;'Vl)H + (—R‘;l Ry (n) Rv”vl)H] ;

and since Ry, R}, and R, (n) are Hermitian matrices we can simplify further to obtain

R 0o Ru) = N Ry [Rw - f{x(n)] R (4.9)

Setting the right hand side of (4.9) to zero yields the maximum-likelihood estimate of R,,

under hypothesis H, as X )
Ryo(n) = Rx(n). (4.10)

Inserting Ru,o(n) into (4.8), we obtain the maximum (with respect to Rs,) log-likelihood
function for H, as

In fo(xp)mL = —N [M In7 + Indet Ry(n) + trace {f{;l(n)f{x(n)}] ,
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and by using (4.10) again, we finally get
In fo(Xa)ar, = =NV | M In7 + Indet Reso(n) + M] . (4.11)

For H;, we estimate the unknown h first. The logarithm of (4.7) is given as

In fi(x; Rw,h) = — N[Mlmr + Indet Ry, +

Z

1
Nl

i
=3

[x(n+1) —hd(l)] "R} [x(n +1) — hd(l)]} : (4.12)

Omitting the first two terms, which are independent of h, we obtain

In fi(%; Ry, h) = — b [Ni d* ()R d(l)} h+

N-1
+h" Y d (R x(n+1) +

=0

+ [i x(n+1) Ry d(l)} - 2 xT(n+ )R x(n +1).

The derivative with respect to h* is [Sch91]

d N—1 N-1
7 [ /1% Ru, h) = —R! [Z AP | b+ Y d' ()RS x(n +1),
=0 =0

and setting ({% In f1(x; Ry, h) = 0 gives the ML estimate of h as

R. }\i‘l d*() R x(n+1) .
1=0 = “d”2i-xd(n), (4.13)

h(n) = N_1
l;) ld(1)|?

where

[P = SO, ) = 3 xln+ D d* (D).
=0

l

2

i}
=)

Since h(n) is independent of R.y, we can insert h(n) into (4.12) and maximise with respect
to R, in the same way as it was done in hypothesis Hy. We obtain

= - [x(n + 1)~ h(n) d(z)] [x(n +1) - h(n) d(z)]H
()5l = (o) £40) — Lhealm) B (),
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and by using (4.13)

~

Ru(n) = Ralr) — B B () (4.14)

Now that we have computed h(n) and Ry (n), the maximum log-likelihood function for
‘H; is given as
In fl (Xn)ML = —-N [M Inm + Indet Rw,l(’fl/) + M} .

As mentioned above, the hypothesis test will be based on the generalised likelihood ratio
that is given as

L(n)=In ;—;E%%% =-N [ln det Ry, 1(n) — Indet Rwo(n)] : (4.15)

where (4.11) has been used.
Although (4.15) looks quite concise already, it can be further simplified by inserting
(4.10) and (4.14):

Lin)=—N {m det {Rx(n) - %HdHQ fi(n) ﬁH(n)} ~ Indet f{x(n)]
1/2 " 1/2

= ¥ [mdet {8 () (T = 517 B0 i) 670 R, ) ) R}

— Indet ﬁx(n)]

— _ Nlndet {IM - %/—Hdil? R, (n)h(n) B ()RS 2(n)}

= — Nlndet {In — G}, (4.16)
with o )
R ~—~1/2
G = —HdllzR “(n)h(m)h" ()R, ().
With the abbreviations
A —1/2 ~
b= Rx (n) h(n),
¢ Sla?
we find that the matrix
G = cbb”
has an eigenvalue decomposition
G = \uu® (4.17)
with eigenvector
b
u=-—
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and eigenvalue

o = c[[blf?
1
— —]Id 2bH
Sl bb

1 g H A —1 -
= P B () Ry (n) h(n). (4.18)

With A, denoting the eigenvalues of G, the eigenvalues of I, — G are 1 — )\,,,. From
(4.17) we see that all eigenvalues of G except Aq are zero and so the determinant in (4.16)

can be expressed as
M-1

det {Iyy — G} = [[ 1~ Xm) =1= 0. (4.19)

With (4.18) and (4.19), the log-likelihood ratio is given as

1 < H A -1 ~
L(n)=—NIn (1 - ’NlldHQh (n) R, (n) h(n)) ,
and inserting (4.13), we finally get

L(n) =—=NIn (1 - leill_? #2,(n) f{;l(n)f'xd(n)> .

We could use the quantity L(n) as a decision statistic for the presence of the sequence
d(l). Since the logarithm is a monotonic function, we will prefer the equivalent, simplified
decision statistic ] X

c(n) = W t2(n) Ry (n) fxa(n) (4.20)
instead. Peaks in ¢(n) will indicate the locations of the primary synchronisation code c,.

Since the ANTIUM equipment records Ny succeeding frames and the SCH is trans-
mitted every frame, we can improve the quality of the decision statistic ¢(n) through av-
eraging. The fact that the channel changes from slot to slot will not cause any problems,
since h is re-estimated at each time instant n. We can hence expect the decision statistic
¢(n) to be qualitatively periodic with the period of a frame duration 77 = 38400 chips®.
Averaging ¢(n) over the N; different recorded frames, we obtain

Ny-1
1

é(n) & = Z c(n + mTy). (4.21)
Ny

Figure 4.1 shows the influence of averaging on the decision statistic (4.20). Plotted
here is the decision statistic c(n) and below the averaged decision statistic ¢(n) for aver-
aging over Ny = 16 frames. A peak in ¢(n) or ¢(n) corresponds to the presence of the

1 Qualitatively periodic in the sense that a peak of ¢(n) at time ngo will also be present at time ng + 7.
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synchronisation code ¢, at time n. All base stations use the same primary synchronisation
code, and hence the eight peaks in é(n) correspond to the codes ¢, of eight different base
stations. Due to the distinct offset times #ogset s, the code sequences start at different time
instances n and the peaks in the decision statistic are temporally separated. Depending
on the distance to the receiver and the current propagation channel, the signals coming
from different base stations differ in power, which is reflected by the varying heights of
the peaks.

Decision Statistic of the Spatial Detector
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Figure 4.1: Influence of averaging on the decision statistic of the spatial detector.

The peaks of the stronger base stations are clearly visible in the original decision
statistic c(n), while the locations of the weaker base station’s peaks cannot be detected.
This is remedied by averaging, which causes also the location of the weakest peak to
be discernible. Note further that the peak of the fourth base station is missing in the
upper graph, while it is present in the averaged decision statistic below. This is due to
the channel changing over time and base station four being in a deep fade in the frame
considered for ¢(n) in the upper graph. In conclusion, Figure 4.1 clearly shows that it
is advantageous to use averaging over as many frames as possible in the synchronisation
stage.!

1 As the receiver moves, the absolute delays will change on a long-term basis. Averaging over chang-
ing delays will not enhance but rather degrade synchronisation performance. But since the ANTIUM
equipment can only store a limited amount of data, the delays will stay effectively constant throughout
the whole recorded data set.
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4.1.1.2 False Alarm Probability and Threshold

As mentioned above, peaks in ¢(n) will indicate the presence of the code d(l) in the time
interval [n,n + N — 1]. In this context, we will call a value ¢(ng) of the averaged decision
statistic a peak if it exceeds a certain threshold 1. To be able to choose this threshold
71 appropriately, we have to take a closer look at the properties of the averaged decision
statistic ¢(n). Being calculated from random data x(n), the decision statistic ¢(n) of (4.20)
is itself a random process whose distribution at time n depends on whether hypothesis
H1 or Hy is true. We will focus on the distribution under Hy in the following since it is
analytically more tractable.

For Gaussian input data x(n) which is independent for different n, the sample corre-
lation matrix Ry (n) is Wishart distributed [Wis67]. From [BR82, DS89] we further know
that under H,, the decision statistic ¢(n) is Beta distributed with parameters M and
N - M:

¢(n) ~ B(M,N — M) for ¢, absent at time n,

Pe(n)(Z) = = J\y\:)}()zlw ~ 1 (1 — )N M1 M1 (4.22)

To derive the distribution of the averaged decision statistic ¢(n), we consider the following
approximations that are valid for N > M:

(N —1)! _(N-1)(N-2)---(N-M) = NM
(N—M-1)!(M—-1)! (M —1)! T (M -1)"
N
(1—-2)V" Ml (1-2)N = (1—%) ~e N

It is now possible to approximate (4.22) by
NM 1 Nz
Pe(n)(T) = ————(M 7 gM-1eNe

which is a Gamma distribution with parameters M and 1/N. This is a very accurate
approximation in the context of ANTIUM, where M =5 and N = 256.
Since the sample mean of K Gamma distributed random variables is again Gamma

distributed according to
| X L
zi ~ e, ) = szi ~ T <Zaia'l?> ;
the approximate distribution of €(n) is Gamma with parameters M N; and N+vf like

&(n) ~T <MNf, ﬁ)

(NNf)MNf ZMNs—1

Pa(n)(fr) R (—M—m e VNsz under H,.
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With this distribution we are able to compute a reasonable value for the threshold 5. In
case that hypothesis o holds at time n (code is absent), a detection error occurs if ¢(n)
exceeds the threshold 7. We would then decide for H; and regard n as a synchronisation
event (false alarm). The probability of a false alarm is thus given as

Pfa = /pﬁ(n) (l') dr=1- FE(n) (77), (423)
n

and by choosing Pg, = 1%,' we can compute 1 depending on the averaging length Ny.

Figure 4.2 depicts the false alarm probability of the spatial detector versus the thresh-
old for different averaging lengths. Both analytical and simulated results are shown. The
simulated curves have been obtained by turning off the SCH and counting the times when
¢(n) exceeded the threshold. The close fit of the analytical and simulated curves indicates
the good quality of the above-mentioned approximations. Note further that longer aver-
aging will increase the slope of the curves and the synchronisation results will hence be
more sensitive to variations of the threshold.

false alarm probability

0.03 0.04 0.05 0.06

threshold

561 502
Figure 4.2: False alarm probability Ps, of the spatial detector versus the threshold n for
different averaging lengths Ny. The dashed lines represent the analytical results in (4.23),
while the solid lines are simulation results.

4.1.2 Heuristic Space-Time Detector

Multipath propagation was not considered by the spatial detector (4.20) and its averaged
version (4.21). In the following, we will derive a simple ad hoc method for taking into
account the temporal interference caused by multipath propagation.

1A moderate false alarm probability can be tolerated here since the primary synchronisation results
will be verified later in the secondary synchronisation stage.
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4.1.2.1 Derivation of the Heuristic Space-Time Detector

Let us stack successive samples of the received signal vector x(n) into the vector

X(n)l
%(n) 2 X("f ),
x(n+Tp—1)

where T is the length of the temporal window considered. Formally substituting %(n) for
x(n) in (4.20) yields the decision statistic

1 gy -1, | .
C(TL) = N”d||2 xd(n)R'i (n)rid(n)7

where Rg(n) and #x4(n) are given by

N-1

N-—
Z (n+D)xT(n+1),  fraln)=> x(n+1)d(l)

=0

This decision statistic is “heuristic” as it does not correspond to a GLRT with respect to
the stacked signal vector X(n), but nevertheless this simple temporal extension proved to
have good performance in simulations. As for the spatial case, averaging over different
frames will improve the performance of the heuristic space-time detector.

4.1.2.2 False Alarm Probability and Threshold

Because of the stacking operation, which causes successive X(n) to have most of their
entries in common, the X(n) are not independent of each other for different n and the
correlation matrix Rg(n) is not Wishart distributed anymore. Therefore, the derivation
of Section 4.1.1.2 cannot be applied to the decision statistic of the heuristic space-time
detector and its averaged version. We thus have to use simulations to be able to come up
with a suitable choice of the threshold.

Figure 4.3 shows the simulated false alarm probability of the heuristic space-time
detector versus the threshold for different averaging lengths and three different lengths Tj
of the temporal window. As for the spatial detector, the slope of the curves increases with
the averaging length. For fixed averaging length, a longer temporal window furthermore
results in a more gentle decrease of the false alarm probability with the threshold.

4.1.3 Dispersive-Channel Detector

After this heuristic approach for considering multipath propagation, we will now develop
a model that explicitly incorporates a time-dispersive channel. As in Section 4.1.1.1, a
generalised likelihood ratio test (GLRT) based on this model will then yield a decision
statistic for the presence of the synchronisation code.
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false alarm probability
false alarm probability

0.05 0.1 0.15
threshold

Temporal window lengths:

3 (upper left)
5 (upper right)
7 (lower left)

false alarm probability

Figure 4.3: Simulated false alarm probability Pe, of the heuristic space-time detector versus
the threshold 1 for different averaging lengths Ny and different lengths Ty of the temporal

window.

4.1.3.1 Derivation of the Dispersive-Channel Detector

Using a matrix-valued channel that contains all multipath contributions, the two hypothe-

ses take the form of [And58]

¢ Hypothesis H, (absence of synchronisation code at time n):

x(n+1) = w(n+1), for 1=0,...,N—1;
e Hypothesis H; (presence of synchronisation code at time n):
x(n+!1) = Hd() +w(n+1), for [=0,...,N—1.

Here, the unknown M x L channel matrix is given as

H=[h(0) h(l) --- h(L-1)],
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while the stacked code vector contains L succeeding values of d(n) as'

d()
an=| MYV

du—i+n

and L is the assumed channel length. If L is chosen greater than or equal to the maximum
channel length, our model incorporates all multipath components present.

As in Section 4.1.1.1, we assume w(n) to be Gaussian with spatial correlation matrix
R and temporally white.2 The likelihood functions for a block of N successive samples
x(n),x(n + 1),...,x(n + N — 1) combined in the vector x, (cf. Section 4.1.1.1) then

become

N-1
1 = E x (n+) Rt x(nD)
Xnp) = X’Rw = e =0
fO( ) fO( ) TMN (detRw)N
N-1
1 - X x(n+)-HdO" RG! [x(n+1)-H d(})]
fi(xz) = fi(x; Ry, H) = =0 T (4.24)

[
TN (det Ry)Y

For hypothesis Hg, nothing changes compared to Section 4.1.1.1: The ML estimate of the
correlation matrix Ry, is again given as

R, o(n) = Rx(n) = ¥ x(n+ D) x"(n+1), (4.25)

while the maximum log-likelihood function can again be written as

A1

In fo(xa)ve, = —N {M Inm + Indet Ry () + trace {Rx (n)Rx(n)}]
=—-N [M In7 + In det Ry o(n) + M] .

For H,, we again start by estimating the unknown H. From (4.24),

In fi(x;Rw,H) = - N{Mlnw + Indet R+

[ ae—|

2

+1—1
N

x(n+1) -HAD]" R [x(n+1) - H d(l)]] .

1l
S

'We note that d(n) =0 for n <O0.
2For temporally coloured w(n), there exists no analytical solution for the GLRT.
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Omitting the first two terms (which are independent of H), we obtain

N—1
In fi(x; Rw, H) = = ) " d?() H" R Hd())+
=0
N-1
+Y d"(OHIR x(n+ 1)+
=0

N-1 N~1
+ Y xT(n+)RJHAQW) - Y _x"(n+ )RS x(n+1).
=0 =0

The derivative with respect to H is [Wei91]

N—-1 N-1
d_@ﬁ In f;(x; R, H) = ~R;'H Y d()a?() + R S x(n +1) (1),

and setting 7 In f1(x; Rw, H) = 0 gives the ML estimate of H as

H(n) = (Zx(n-i—l d?( z)) (Zd dH(l) = Rya(n) D7, (4.26)

=0

where

b4

~1
Rua(n) 2 Y x(n+0)d?@), D23 d@)d().

! I
Again, we see that FI(n) is independent of R,. Thus, we can insert H(n) into (4.24) and
maximise with respect to R,. This gives

=

Il
=]
Il
=)

Ryi(n) = % - [x(n+ 1) — E(n) d()] [x(n+1) ~ Fi(n) d(l)]H
= Ry(n) + 1 H(n) DH(n) — - H(w) Ryg(n) ~ < Roa(n) B ()

and by using (4.26)

Ry 1 (n) = Ry(n) — %Rxd(n) DR (). (4.27)

Now that we have estimated H(n) and Ry, ;(n), the maximum log-likelihood function for
hypothesis H; is given as

In f (%o)yr, = —N [Mlnﬁ + Indet Ru 1 (n) + M] ,

while the generalised likelihood ratio can be written as

Si(xa)vn -
L(n) = lnm _N [lndet Ry.1(n) — Indet Rw,o(n)].
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With (4.25) and (4.27), L(n) becomes
A ~ 1 . ~
L(n)=N [ln det Rx(n) — Indet {Rx(n) - _]VR“d(n) D! Rfd(n)}] ,
which can be simplified to

L(n) = Nlndet {IM — %Rxd(n) DR, (n) R, 1(n)}_1 : (4.28)

In contrast to (4.16), the term G 2 L Ryq(n) D! lf{fd(n) R, 1(n) is no rank-one matrix
anymore and the steps of Section 4.1.1.1 involving the eigenvalue decomposition do not
yield a simplified version of L(n). The generalised likelihood ratio is a positive function
and the argument of the logarithm is hence greater than one. Since the logarithm is a
monotonic function, we obtain a final, simplified decision statistic as

c(n) = det {IM - %f{xd(n) D! f{fd(n) ﬁ;l(n)}* -1, (4.29)

where the subtraction of one shifts the values of ¢(n) such that they lie in the same range
as the decision statistics of Sections 4.1.1 and 4.1.2. As in Section 4.1.1.1, we will use an
averaged version of (4.29) for primary synchronisation, namely

Np—1

en) £ — D" c(n+mly). (4.30)

m=0

4.1.3.2 False Alarm Probability and Threshold

To derive the distribution of the averaged decision statistic ¢(n) in (4.30), we first consider

c(n) in (4.29). According to Lemma 8.4.1. of [And58], the term Ryq(n) D™ f{fd(n) is
central Wishart distributed,

~

Rya(n) D™ Roy(n) ~ Wi (L, Ry),

and the sample correlation matrix f{x(n) is central Wishart distributed with the same
correlation matrix Ry, and N degrees of freedom

R, (n) ~ Wi (N, Ry).
From [Rao65] we take the following result:

Let Sy ~ Wy(N,Ry) and So ~ Wy (L,Ry,) be independent. Then if N > M,
det S;/ det{S; + S2} is distributed as the product of M independent Beta variables with

parameters
(N-M+1,L),(N-M+2,L),...,(N,L).
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Since ¢(n) + 1 in (4.29) has the structure of det S;/det{S; + Sy} and all the assumptions
hold, the distribution of ¢(n) is given as that of a product of M independent Beta variables
as explained above. For our parameter setting of M = 5, a closed-form expression of
Pe(n) () exists but is very cumbersome. Unfortunately, the cdf cannot be obtained in
closed form and thus no threshold 7 can be computed analytically. The same holds for
the averaged decision statistic ¢(n) of (4.30) and thus we again rely on simulations of the
false alarm probability versus 7 to be able to choose an appropriate 7.

Figure 4.4 shows the simulated false alarm probability of the dispersive-channel de-
tector versus the threshold for different averaging lengths and three different assumed
channel lengths L. As for the other detection algorithms, the slope of the curves increases
with the averaging length. For fixed averaging length, a longer assumed channel length
leads to a more gentle decrease of the false alarm probability with the threshold.

false alarm probability
false alarm probability

0.05 0.1 0.15 0.2 0.05 0.1 0.15 0.2
threshold threshold

Assumed channel lengths:

3 (upper left)
5 (upper right)
7 (lower left)

false alarm probability
=y

107

0.05 0.1 0.15 0.2
threshold

Figure 4.4: Simulated false alarm probability P, of the dispersive-channel detector versus
the threshold n for different averaging lengths Ny and different assumed channel lengths
L.
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4.2. Secondary Synchronisation

4.2 Secondary Synchronisation

Recall that the SCH consists of a primary and three secondary code sequences (cf. Figure
3.7). During primary synchronisation, the aim was to localise the primary synchronisation
code ¢, within the received data. We used the code ¢, as a reference sequence d([) for one
of the three detection algorithms and obtained a corresponding averaged decision statistic
(n). Since the same primary synchronisation code ¢, is transmitted by all UMTS/TDD
base stations, we encountered several peaks in ¢(n) caused by different base stations.
The presence of a primary synchronisation code always implies the presence of secondary
synchronisation codes, and we have to perform secondary synchronisation only at time
instances n where a peak in ¢(n) occurred.

The goal of secondary synchronisation is now to extract the used synchronisation
code set and the symbols b; at each peak location, which yields, for the corresponding
base station, knowledge of the code group, of the SCH time offset, and, via Table 3.5
or Table 3.6, of the ordering of BCH interleaving blocks. In principle, the symbols b,
could be demodulated, as described in Section 3.3, by correlating with the secondary
synchronisation codes. For low SINR, however, this method will fail. In the following
we present a more sophisticated approach that uses the three detection algorithms of the
primary synchronisation stage to enable secondary synchronisation even for weak base
stations. Although this method can be applied to synchronisation case 2 as well, we only
considered synchronisation case 1 (SCH present in a single timeslot per frame) in the
course of ANTIUM for the sake of simplicity.

4.2.1 Secondary Synchronisation for Strongest Base Station

A high peak in the primary synchronisation decision statistic ¢(n) indicates the presence
of a strong synchronisation signal at time n. Since a strong signal is likely to have high
SINR, and thus secondary synchronisation can be expected to be reliable, we will first
perform secondary synchronisation at the time index ng of the highest peak of ¢(n). .

According to Table 3.5, there exist 64 possible constellations of secondary synchroni-
sation codes and weights b; for a particular timeslot.! Since the SCH is the sum of the
primary and the three weighted secondary codes

3
Ciot = Cp + E bics;,

j=1

the task of secondary synchronisation is to decide which of these 64 total synchronisation
codes ¢y is present at time ng. As for primary synchronisation, this is a code detection
problem and we can re-use the detection algorithms of Section 4.1. Using the total
synchronisation codes as reference sequences d(l) for one of the three detection methods
at time ngy, we obtain 64 decision values. The maximum of these decision values should

!These are needed to encode the 32 different code groups as well as two possibilities for the frame
position in the interleaving period.
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correspond to the total synchronisation code actually present. From the code set and the
symbols b; used to construct this specific total synchronisation code, we finally obtain the
desired synchronisation parameters of the strongest base station.

In the following we will exploit the knowledge of the code group of the strongest base
station in the synchronisation procedure for the weaker base stations. Since an erroneous
result for the strongest base station will thus cause the synchronisation procedures for
all weaker base stations to fail, it is necessary to carefully validate the correctness of the
strongest base station’s code group.

This synchronisation validation can be achieved as follows. According to Chapter
3, the code group of a base station determines the used scrambling code and midamble
sequence. From secondary synchronisation at time ny, we thus know which midamble is
used by the strongest base station and where it is located in the received data sequence.
We consider the synchronisation procedure of the strongest base station as successful if
we are able to detect the correct midamble sequence at the correct temporal location
with sufficient confidence. Since this is again a code detection problem, we will use the
midamble as reference sequence for one of the three detection algorithms to obtain a
decision value. “Sufficient confidence” in this context means that the decision value has
to exceed a threshold 7,,. In contrast to primary synchronisation, we will choose 7, quite
high in order to achieve a low false alarm probability. Since there are four midambles in
a code group, we will perform the above-mentioned validation process with all of them.
Synchronisation is successfully validated if one of the four decision values exceeds the
threshold.

In the case that validation fails because no decision value exceeds the threshold 7,,,

we perform the whole secondary synchronisation and midamble validation procedure at
the position n; of the second strongest peak of ¢(n). This process is continued until
synchronisation has been successful somewhere. However, the case that synchronisation
does not even succeed for the strongest base station is very unlikely, in fact it never
happened in our simulations.

4.2.2 Secondary Synchronisation for Weaker Base Stations

The detection-based secondary synchronisation algorithm presented above is not restricted
to the strongest base station. We could in principle perform it at any time instant n,
corresponding to a primary synchronisation peak. But since we chose a relatively low
primary synchronisation threshold in order to keep the detection probability high, the
number of peaks will be quite large and a significant percentage of them will be false
alarms. Performing secondary synchronisation on all of them would be a waste of effort
that can easily be avoided: Because UMTS/TDD base stations are synchronous, we can
discard some peaks a priori without having to perform secondary synchronisation at all.

Recall that all SCHs are transmitted in the same time slot. Since the slot borders of
different base stations are temporally aligned upon transmission, the only difference in
peak time n at the receiver is due to the time offsets ¢yget; and the run-time differences
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of the signals.! After secondary synchronisation for the strongest base station, we know
the temporal location of the SCH timeslot. We furthermore know beforehand that the
32 possible time offsets t,gse;,; of the synchronisation codes differ by multiples of 48 chips
(cf. (3.1)). Since base stations in adjacent cells never use the same time offset, we know
that the synchronisation code peaks of weaker base stations have to be located multiples of
48 chips away from the peak of the strongest base station in &(n), apart from path-length
dependent run-time differences. To account for these run-time differences, we search for
the synchronisation code peaks in a certain time window around the expected locations.
The size of this window depends on the cell size and the expected maximal runtime
differences. For secondary synchronisation to a weaker base station, we then take only
those peaks of the primary synchronisation decision statistic ¢(n) into account that both
exceed the threshold 1 and are located within one of our time windows. Figure 4.5 shows
the three cases possible:

1. Peak lies within time window and exceeds the threshold: Peak is accepted;
2. Peak lies within time window but is lower than the threshold: Peak is rejected;
3. Peak lies outside of time window: Peak is rejected regardless of its height.
]r &(n)

strongest base
station

rejected
accepted

time
window

threshold 7

48 chips 48 chips 48 chips

Figure 4.5: Synchronisation for weaker base stations using time windows.

On the “accepted” peak locations, we perform secondary synchronisation as explained
in the previous section. In order to keep the false alarm probability low, we perform
midamble code validation as previously described for the strongest base station also for
the weaker base stations.

Figure 4.6 summarises the particular steps of the total synchronisation procedure. The
upper part describes synchronisation for the strongest base station, while in the lower part

'Due to different path lengths, a timing variation of a few chips between the signals received from
different base stations will be experienced. Here, a path length difference of about 78 m corresponds to a
timing variation of one chip. However, the concept of time windows will fail in the presence of extremely
long delays (strong distant reflections) or broken inter-base-station synchronisation.
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the 32 different time windows are scanned for synchronisation channels of weaker base
stations.

primary synchronisation

until validation succeeds

secondary synchronisation at
location of highest peak

synchronisation validation

if validation fails:
set highest peak to zero

for time window 7 = 1: 32

until validation succeeds
or no peak is accepted in
current time window 4

secondary synchronisation at
location of highest accepted
peak within time window i

synchronisation validation

if validation fails:
set highest peak to zero

Figure 4.6: Structure chart of the total synchronisation procedure.

4.3 Simulation Results

To assess the performance of the synchronisation algorithms presented above, we con-
ducted Monte Carlo simulations using the simulation scenarios described in Section 2.2.

The threshold values needed for primary synchronisation and for the midamble-based
validation of secondary synchronisation were chosen according to Table 4.1 and Table
4.2, respectively. These values correspond to a false alarm probability of 1% for primary
synchronisation and 0.1 % for midamble validation. The threshold values for the different
algorithms have been taken from Figures 4.2-4.4. Together with the false alarm prob-
ability of the secondary synchronisation stage,! the total false alarm rate for each time
instant within a time window is about 0.15 ppm, which is sufficiently low for practical
use.

Figures 4.7-4.12 show the percentage of successful synchronisation events for the total
synchronisation procedure including primary and secondary synchronisation with mid-
amble validation. We carried out 100 simulation rounds for each scenario and averaged

Tn the absence of the SCH, the probability to detect the “correct” total synchronisation code is
Pg, =1/64.
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Table 4.1: Primary synchronisation threshold for a false alarm probability of Pe = 1%..

| Number of Averaged Frames [ 4 [ 8 [ 16 |
Spatial Detector 0.0308 | 0.0272 | 0.0248
Heuristic To = 0.0778 | 0.0722 | 0.0681
Space-Time 0.1110 | 0.1044 | 0.0994

5
Detector 7 0.1394 | 0.1318 | 0.1261
Dispersive- L=3 0.0808 | 0.0736 | 0.0685
5
7

Channel 0.1200 | 0.1108 | 0.1041
Detector 0.1488 | 0.1380 | 0.1303

Table 4.2: Midamble threshold for wvalidation of secondary synchronisation for a false
alarm probability of Ps, = 0.1%.

| Number of Averaged Frames | 4 ] 8 ] 16 |
Spatial Detector 0.0185 | 0.0178 | 0.0175
Heuristic To=3 0.0408 | 0.0401 | 0.0393

Space-Time 5 0.0578 | 0.0576 | 0.0564
Detector 7 0.0719 | 0.0715 | 0.0707
Dispersive- L=3 0.0459 | 0.0454 | 0.0437
5

7

Channel 0.0655 | 0.0650 [ 0.0630
Detector 0.0815 | 0.0805 | 0.0789

c(n) over 4, 8, and 16 frames. For each base station (characterised on the abscissa by its
number and respective SINR value), the synchronisation score of the different algorithms
is indicated by the height of seven bars. From the left, these bars correspond to the
spatial detector (labeled Spatial), the heuristic space-time detector with temporal window
lengths of Ty = 3, 5, and 7 samples (labeled HST), and the dispersive-channel detector
with assumed channel lengths of L = 3, 5, and 7 samples (labeled DCD).

Pedestrian Environment

Looking at the results for scenario 1 (Figure 4.7), we see that the performance of the
spatial detection algorithm for channel A is very good. Even for averaging over only 4
frames, we achieve a synchronisation score of over 80 % down to an SINR of —22dB.
If we average over 8 or even 16 frames, the performance improves nearly to the 100 %
level. For channel B with its longer delay spread and significantly larger number of
taps, we experience a performance degradation.! The synchronisation performance is
now sufficiently good only down to an SINR of —18dB if sufficient averaging is used.
Indeed, for these weak base stations, the longer averaging time results in great performance
improvements from around 50 % to over 90 % success. Note that the synchronisation
score for base station 4 is worse than for base station 5 although the mean SINR is the

!Since the spatial detection method neglects multipath propagation, this behaviour could somehow
be expected.
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ment, scenario 3.
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scenario 1.
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Figure 4.12: Percentage of successful synchronisation events for the indoor environment,
scenario 3.
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same. This is due to the chosen code group allocation, which assigns code groups 2-9
to base stations 1-8. Since the SCH time offsets of two adjacent code groups differ by
only 48 chips, while the synchronisation code length is 256 chips, base station 3, which
is 7dB stronger than base station 4, impairs the synchronisation process of base station
4. This behaviour is more severe for significant multipath propagation, where the good
auto-correlation properties of the primary synchronisation code are partially lost.

The heuristic space-time detector has been simulated with three different temporal
window lengths Ty. For the short channel A, the smallest window of Ty = 3 samples is
sufficient to achieve synchronisation scores of 100 % for averaging over 16 frames. Never-
theless, the longer time windows perform nearly equally well. For channel B, the advantage
of a longer temporal window becomes obvious. For a window length of 7, the synchroni-
sation score for the weakest base stations (SINR of —22 dB) is roughly doubled compared
to the purely spatial method. But due to the hostile channel, the absolute performance
is still only on the order of 50 %.

The dispersive-channel detector performs unexpectedly poor. The performance for
both channels is in the range of the spatial detector or even worse. The best results are
obtained with assumed channel length L = 3, while the performance drops for L = 5 and
L = 7. A possible explanation for this behaviour is that the dispersive-channel detector is
based on the most complex model of all methods. The unknown channel is matrix-valued,
requiring the estimation of many parameters. It seems to be better to use a theoretically
less accurate model that contains fewer parameters. These fewer parameters can then be
estimated with higher accuracy, which leads to improved detection performance compared
to a model with more, but less accurately estimated parameters.

For scenario 2 (Figure 4.8), the results are similar to those for scenario 1. All three
methods perform well for channel A when averaged over 8 or 16 frames. For channel
B, the heuristic space-time detector is again superior, and with window length T, =
7, synchronisation scores of over 50 % can be obtained down to an SINR of —20dB if
averaging over 16 frames is used.

Scenario 3 (Figure 4.9) is the most challenging one. Especially for channel B, the
weak base stations with an SINR of —22.1dB cannot be detected reliably. But never-
theless, all methods except the dispersive-channel detector achieved good synchronisation
performance down to an SINR of —17dB.

Indoor Environment

In the indoor environment (Figures 4.10-4.12), the overall synchronisation results are very
good. For scenario 1 (Figure 4.10) with averaging over 16 frames, all algorithms nearly
reach the 100 % level even for the weakest base stations (SINR = —17.7dB) and for the
longer channel B. But even if we average over only 8 frames, the performance of the spatial
and the heuristic space-time detectors does not degrade. Only the dispersive-channel
detector slightly falls short of the 100 % level, especially for assumed channel lengths of
5 and 7 samples. However, a synchronisation score of over 90 % is easily obtained in any
case.
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4.3. Simulation Results

For scenario 2 (Figure 4.11), the situation is very similar, since again all algorithms
perform nearly perfectly. More specifically, the heuristic space-time detector performs
best and requires only averaging over 4 frames, especially with a temporal window length
of 7 samples.

In the most challenging scenario 3 (Figure 4.12), the spatial detector and the
dispersive-channel detector have problems to detect the weakest base stations with an
SINR. of —20.1dB. The heuristic space-time detector, on the other hand, performs suffi-
ciently well even for these weak base stations with all three temporal window lengths.

Conclusions

In conclusion, we can state that the synchronisation performance in the pedestrian en-
vironment is generally poorer than in the indoor environment. Nevertheless, reliable
synchronisation is possible at least down to an SINR of about —18dB for channel B,
and even down to an SINR of —22dB for channel A. We also see that averaging signifi-
cantly improves the synchronisation performance of all three detection methods. Finally,
the heuristic space-time detector shows the best performance of all presented methods,
regardless of the temporal window length.
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Chapter 5

Channel Estimation

After synchronisation to the surrounding base stations has been successful, the next step
towards the decoding of the BCHs is channel estimation. In this chapter, we present a
novel multiuser channel estimation scheme for the joint acquisition of the channel impulse
responses of all base stations which were detected in the synchronisation stage.

The model for the discrete-time baseband signal vector x(n), collected at the M an-
tenna elements of the receiver, is again given by (cf. (4.1))

=

x(n) = Zxk(n) + n(n) with =xx(n) = ih’w sk(n —p). (5.1)

k=1 p=0

Here, the received contribution xx(n) of the kth base station is resulting from a signal
sg(n) transmitted via a multipath channel with taps hy ,, and n(n) is a Gaussian noise
vector. K denotes the the number of base stations and L is the maximum length of all
K channels. Reformulating the right-hand side of (5.1) in matrix notation, we obtain

Xk (n) = Hk sk(n), (52)
where the M x L matrix
Hk £ [hk,O ce hk,L—l] (53)
contains the channel taps of the kth base station.! The L x 1 vector
sk(n)
Sk (TL — 1)
sk (n) = :
sg(n — L+ 1)

is composed of delayed versions of si(n). Because the UMTS/TDD network is syn-
chronised, the BCHs of all base stations are transmitted in the same timeslot and the

If the channel of the kth base station has only Ly < L taps, the remaining channel tap vectors hy, ;,
t=Lg,...,L —1 are zero.
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midambles are temporally aligned. For channel estimation, it is hence sufficient to con-
sider x(n) only in the time interval corresponding to the midambles, whose location is
known from the synchronisation stage. For simplicity of notation, we will denote this
interval as [0, N — 1], where N = 512 chips is the midamble length. Within this interval,
our implicit assumption in (5.1), that the channel is time-invariant, is satisfied, since the
channel hy ,(n;) in (2.4) only changes from slot to slot.

5.1 Midamble Estimation

As described in Chapter 3, UMTS/TDD uses eight midambles m l)( y(le{l,...,8}) per
base station [3GP01a]. These midambles are constructed from a single cell-specific basic
midamble code that is known to the receiver from the synchronisation stage. The BCH al-
ways uses mi )(n) and each data channel uses one of the six midambles mgc (n),.. (8)( ).
The remaining midamble m,(f) (n) is reserved for BCH transmit diversity, Which w1ll not
be considered here. The total midamble transmitted by the kth base station is thus given
by (see Figure 5.1) '

mg(n) = arefmk Za,(cl) mk , (5.4)
lely

where the index set £y C {3,...,8} specifies the midambles used by the data channels
of the kth base station. Since the number of data channels present in the BCH timeslot
is unknown, we do not know the index sets Ly a priori. The amplitude a.s of the BCH
midamble is fixed and known, whereas the amplitudes of the data channel midambles ag)

are unknown due to the effects of power control used for the associated data channels.

1 Frame = 10ms

HEEEEEREREN

BCH mP BCH ‘ Gref
+ :
data channel m,(ca) data channel 1 a,(cs)
+
data channel mff) data channel { aff)
+
data channel mf:’) data channel I a}f)

1 Timeslot = 2560 chips

Figure 5.1: Structure of a BCH timeslot (cf. Figure 3.6).
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With (5.4), the data model (5.1) for the midamble interval of the kth base station
signal becomes

L-1
xg(n) :th,pmk(n—p) with n=0,...,N—1. (5.5)
p=0

Ideally, channel estimation would utilise the total midambles m(n) in (5.5). Unfor-
tunately, the composition of the my(n) (i.e., the midamble index sets £y and midamble
amplitudes a,(cl) ) is unknown at the receiver. Using only the BCH midamble m,(cl) (n) (which
is always present) with its known amplitude as would be suboptimal, because the mi-
dambles of the data channels would act as interferers. Thus, prior to channel estimation,
we will estimate the total midambles my(n) by detecting the index sets £ and estimating

the amplitudes ag) .

5.1.1 Basic Midamble Estimation

The estimation of the midamble index sets Ly is a code detection problem similar to that
of detecting the synchronisation codes in the synchronisation stage. We can thus use
the same detection algorithms as in Chapter 4. Considering the spatial detector! (Section
4.1.1) with the [th midamble code of the kth base station, mg) (n), as a reference sequence,

we obtain the GLRT test statistic (cf. (4.20))

0] 1 ~H A =1,
C, = — - R I'xm(l), (56)
L N :

where

) 1 N-1
R, = N ;x n) xH(
N-1
x(n) mP* (n). (5.7)

M

o =
xmk

=0

The detected midamble set £y is now given as the set of indices [ € {3,...,8} for which
cg) exceeds a certain threshold 5. The choice of 7 is quite delicate because it corresponds
to a tradeoff between high detection probability and low false alarm probability. If 7 is
too low, we will detect midambles that are not being used; if it is too high, we will miss
some midambles. As in the synchronisation stage, we will use a certain predefined level
of false alarm probability to set 7.

YThe heuristic space-time detector performed better than the spatial detector in the synchronisation
stage. But since the spatial detector also yields amplitude estimates, as shown below, we use it instead
of the heuristic space-time detector for basic midamble estimation.
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For estimation of the midamble amplitudes a,(cl), we propose a simple scheme that can

be motivated as follows Consider the case of a one-tap channel per base station (i.e.,

L=1orH;=hy= £ hy), orthogonal midamble sequences m,(f) (n), and no noise. Then,

K
= Z h; arefm(l) + Z ag) m,C ,
k=1

lely

and thus (5.7) becomes

Eom® = ImP|? a)

where a,(c) £ aye. Since the entries of mk)(n) are powers of j, we have Hm(l)||2 = N and

thus (5.6) can be written as
N

2
CI(Cl) Aref ’

O
agcl) = Oref (1) (5.8)

We then obtain

and hence

In practice, the above-mentioned assumptions will be satisfied only approximately. Nev-
ertheless, we can use the right-hand side of (5.8) as an estimate &,(cl) of the amplitude
a,(Cl) of the [th midamble of the kth base station. In our simulations, we observed these
amplitude estimates to be quite good (cf. Section 5.4).

Finally, with the detected midamble set £, and the corresponding amplitude estimates
dg), an estimate of the total midamble of the kth base station (cf. (5.4)) is obtained as

Mk(n) = Qret mggl) (n) + Z dg)mg) (n).
lEék

5.1.2 Maximum-Likelihood Midamble Estimation

The midamble estimation scheme presented above was based on very simplifying assump-
tions that do not necessarily hold in practice. In the following, we will derive a maximum-
likelihood (ML) method for estimating the midamble amplitudes of the kth base station.

Let us assume for the moment that the channel impulse response of the kth base
station Hy, is known. We can reformulate (5.1) as

x(n) = Hy mg(n) ares + Hy Mg (n) ag + w(n) . (5.9)
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Here, the L x 6 matrix

I 4 8
m) (n) mn) o mPm)
@, @y, ® ¢, _
M (n) 2 my, (n 1) my, (” 1) my, (n 1)
P n-L+1) mP-L+1) - m®@m-L+1)
and the L x 1 vector
(1)
my,” (n)
LV
my(n) £ e (n D

m,(cl) (n—L+1)
consist of current and delayed versions of the 6 possible data midambles and of the BCH
midamble, respectively.! The 6 x 1 vector

ne

4)
A Gy
a = .

o®
contains the unknown midamble amplitudes of the kth base station that will be estimated

in the following, and w(n) summarises the interfering signals of the other K — 1 base
stations and noise. With the abbreviations

F(n) £ H; Mi(n), yi(n) = x(n) — Hy mg(n) aref,
we can formulate (5.9) as
vi(n) = Fr(n)ay + w(n). (5.10)

Stacking the real part y g.(n) and the imaginary part y; 1,(n) of y(n) into a real-valued
2M x 1 vector, we obtain the equivalent real-valued model of (5.10) as

[ ] = [ relr) ohanle) | [owse ]y [ o) |

Since the unknown amplitude vector a; is real-valued (axm, = 0), we can simplify the
real-valued model to

[veade) | T Ruele) o, [l .

yk,Im(n) Fim(n) Wim(n)

or short
Yi(n) = Fi(n) agre + W(n). (5.11)

!Note that mg)(n) =0 for n < 0.
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Because we only have to estimate the real part of a, in (5.11), the number of unknowns

is halved compared to (5.10), and we can expect the simplified real-valued model (5.11)

to offer greater estimation accuracy than the complex-valued model (5.10). Assuming

that the interference w(n) in (5.11) is temporally white and Gaussian with known spatial

correlation matrix Ry (i.e., E{W(n + n') W7 (n)} = Ry d(n’)), we obtain the likelihood
function of ¥,(n) as

—1

oy 1 -3 NZ [9k(n)—Fk (n)ak]TRv_.v1 [yk(n)—f‘k(n) ak]
f(¥eiar) = e *n=o . (5.12)

V/(2m)2MN (det Ry )

Setting the derivative of (5.12)! with respect to a; equal to zero, we obtain the ML
estimate of the midamble amplitudes as

apmL = lz—: Fy(n) Ry} f"k(”)} i: Py (n) Ry 5 (n)- (5.13)

n=0 n=0

As mentioned above, knowledge of the channel matrix Hy of the kth base station
and the spatial interference correlation matrix Ry is needed to compute & mr, in (5.13),
but this knowledge is obviously not available prior to channel estimation. To break this
deadlock, we use the basic midamble estimation algorithm of Section 5.1.1 in a first stage
and perform channel estimation with the estimated midambles. The resulting channel
estimate, together with an estimate of Ry which is gained from the interference estimate

w(n) = x(n) — Hy myg(n) ares — Hy Mg(n) 4y,

can then be used in a second stage by the ML, midamble estimation algorithm to improve
the midamble estimates. Finally, the channel is re-estimated using the improved midamble
estimates.

5.2 MMSE Channel Estimation

Having estimated the midambles, we will now use them to perform the actual channel
estimation step. In the following, we will develop a minimum-mean-square-error (MMSE)
channel estimator that yields the channels of all base stations which were detected in the
synchronisation stage.

For simplicity, we will estimate the channels associated to different antenna elements
separately. This is theoretically optimal only if the fading for different antenna elements
is uncorrelated. In practice, this will not always be the case? and the joint MMSE channel
estimator over all antennas would then be superior. On the other hand, an MMSE chan-
nel estimator requires knowledge of the channel’s second order moments, which are not

1Or equivalently the logarithm of (5.12).
ZFor instance in line-of-sight (LOS) situations.
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available and have to be estimated. Thus, the joint-antenna MMSE estimator addition-
ally requires estimation of the channel’s cross-correlations for different antenna elements.
The estimation errors resulting from this higher estimation effort must be expected to
decrease the potential gain for correlated antennas that the joint-antenna MMSE channel
estimation algorithm offers in theory.! Therefore, we choose the simpler approach and
perform MMSE channel estimation separately for each antenna.

Channels of different base stations are statistically independent. Since their cross-
correlations thus vanish, we do not have to estimate them and the above-mentioned
problems do not exist. It is hence possible to jointly estimate all base station channels in
a multiuser fashion. Let us partition the channel matrix Hy in (5.3) as

gikp,1
gf,M
Here, the L x 1 vector g, ; contains the L taps of the channel impulse response corre-

sponding to the kth base station and the ith antenna element. The multiuser (all k)
input-output relation for the ith antenna element can then be formulated as

where the signal received at the ith antenna element is stacked into the (VW + L — 1) x 1
vector

Furthermore, the LK x 1 vector

81
h; 2 | (5.17)
Bk

contains the unknown channel impulse responses of all K base stations for the 7th antenna.
The (N + L — 1) x LK midamble matrix C is defined as

>t

C £ L K ) (5.18)

0 0

1Recall also the problems of the dispersive-channel detector in the synchronisation stage.
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where

is the total midamble vector of the kth base station (cf. (5.4)). Finally, n; is a white
Gaussian noise vector defined similarly to x; in (5.16). :

Assuming the channel impulse response vector h; in (5.15) to be zero-mean Gaussian,!
its MMSE estimate is [Sch91]

h;uuse = (CTC+0?R;Y) 'Cx;, (5.19)

where R, denotes the covariance matrix of h; (in practice, Ry, does not depend on the
antenna index 4) and o? is the noise variance. Note that via (5.17) and (5.14) we can
convert the vectors h, mumse back into MMSE estimates Hk,MMSE of the channel matrices
H; in (5.2).

Whereas an estimate C of the midamble matrix C is achieved by using in (5.18) the
estimated midambles obtained by one of the midamble estimation algorithms, Ry, and o2
are unknown a priori. Therefore, we first calculate the least-squares (LS) channel estimate
[Schol]

- A H oA H
hi,LS (C C) 1C X;, (520)
which does not require knowledge of Ry, and o2.

If the second-order statistics of the channel do not change over time,” we can use
the LS channel estimates fli’Ls of the Ny recorded frames to estimate Ry. Under the
uncorrelated scattering assumption [Bel63], the elements of h; (i.e. the channel taps) are
uncorrelated and hence Ry, is a diagonal matrix. An estimate of Ry, is thus given by

2

A ah(1) 0
Rh — *. . N
0 o}(LK)

where ;Z(j) is the sample variance of the jth element of fli,Ls computed over the M

antenna elements and the N frames. Furthermore, an estimate 02 of the noise variance
o? is obtained as the sample variance computed from all elements of the noise vector
estimates

fi; = x; — Chy s,
again using averaging over all antenna elements and recorded frames. With the estimates
C, Ry, and 02 we can finally compute the MMSE channel estimate hZ muse in (5.19) as

~

~H ~ ~ A =1, -1 ~
hyumvse = (C C+ 02 Rhl) 'Cxi (5.21)

IThis is the case e.g. for Rayleigh fading.
2This corresponds to the wide-sense-stationary assumption [Bel63].
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The overall structure of the MMSE channel estimator is summarised in Figure 5.2.
Note that for midamble estimation and the estimation of Ry, and ¢, all M antenna signals
are used jointly, whereas LS and MMSE channel estimation are performed separately for
each antenna element, using only the associated antenna signal x;.

/

midamble estimation

C

LS channel estimation [«

A

h;1s

|| estimation of Ry and g2 |

Y Rh, 0’2

MMSE channel estimation [«

l h; MMSE

Figure 5.2: Block diagram of the MMSE channel estimator.

Figures 5.3 and 5.4 show simulation results obtained with the LS and MMSE chan-
nel estimators using basic midamble estimation (see Section 5.1.1) for M = 5 antenna
elements and the simulation scenarios described in Section 2.2. As a performance mea-
sure, we use the normalised mean-square error (MSE) of the estimated channel impulse
response matrices Hy. It is obtained by averaging channel estimation results over 100
simulation runs consisting of 16 transmitted frames each. For each base station (charac-
terised on the abscissa by the number and respective SINR value), the normalised MSE
is indicated by the height of two bars corresponding to (from the left) the LS and MMSE
channel estimators.

The performance of the LS estimator turns out to be quite poor. Except for the
strongest base stations in the indoor environment, where an MSE of around —10dB is
obtained, the MSE is well above 0 dB.! Nevertheless, this accuracy level seems to be high
enough to properly estimate the channel statistics, because the MMSE estimator (that
uses the LS estimator for estimating Ry and ¢?) shows good estimation accuracy. In the
indoor environment for channel A, the MSE of the MMSE estimator is below —10 dB down
to an SINR of about —18 dB. For indoor channel B, the performance degrades significantly

INote that this corresponds to an error level greater than 100 %.
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5.2. MMSE Channel Estimation
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but the MSE still lies below —2 dB, even for the weakest base station in scenario 3. In the
pedestrian environment, however, the performance of the MMSE channel estimator for
weak base stations is not satisfactory anymore. While for channel A, the MSE is about
—~3dB for an SINR of about —20dB, for channel B it is only in the range of 0dB for an
SINR of about —20dB.

5.3 The SC-MMSE Channel Estimator

The results in Figures 5.3 and 5.4 showed that MMSE channel estimation for the weaker
base stations sometimes does not perform well enough. Although we are performing
multiuser channel estimation, the influence of the strong base stations impairs the channel
estimation accuracy of the weak base stations.

To enhance channel estimation performance of the weak base stations, we propose
to recursively apply the MMSE estimator within a successive interference cancellation
scheme. This results in the novel successive cancellation MMSE (SC-MMSE) channel
estimator that is depicted in Figure 5.5. Here, the shaded area marks the MMSE esti-
mator of Figure 5.2 that is embedded in the successive interference cancellation loop. In
every round of the successive scheme, only the MMSE channel estimate of the strongest
base station is retained and used to reconstruct the midamble part of the strongest base
station’s signal. This estimated midamble part Xy, is then subtracted from the overall
received vector x. Because of the good accuracy of the channel estimate for the strongest
base station, this cancellation step leads to an increased SINR for the weaker base stations
and to improved midamble and channel estimation performance.

More specifically, we start by estimating the midambles of all K base stations by means
of the basic midamble estimation algorithm (cf. Section 5.1.1) and construct the estimate
C of the midamble matrix C. For every antenna element, we then jointly estimate the
channels of all K base stations using the LS channel estimation method (5.20). After
having estimated Ry, and ¢? from the LS channel estimates h, ;s of all antenna elements
and recorded frames, we calculate the MMSE channel estimates fli,MMsE of all base stations
(see (5.21)). As before, this MMSE estimation scheme is performed separately on the
different antennas but jointly for all base stations. From the ﬁi,MMSE, we now construct
only the channel matrix I:Iks,MMSE of the strongest base station (whose index is denoted as
ks), while the channel estimates of the other base stations are discarded. The midamble
part of the signal of the strongest base station is then reconstructed as

X, (1) = Hy, avse g, (1)

where 11, (n) £ [y, (n), W, (n—1), ..., 7, (n—L+1)]F. The influence of the strongest
base station is finally removed by subtracting X, (n) from the received signal x(n).

In the next round, the procedure is repeated with x(n) replaced by x(n) — %4, (n),
from which the channels of the remaining K — 1 base stations are estimated. Because
of the improved SINR, these estimates should be more accurate than the respective esti-
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reconstruct
signal of
strongest

base station

A

retain channel estimate
of strongest base station

Hi, MMsE

Y

Figure 5.5: Block diagram of the SC-MMSE channel estimator incorporating the MMSE
channel estimator of Figure 5.2 (shaded area).

mates obtained (but discarded) in the first round. This estimation-cancellation recursion
continues until all channel estimates have been obtained.

After the SC-MMSE recursion using basic midamble estimation has terminated, we
have estimates of the channels of all K base stations. With this knowledge, the SC-MMSE
channel estimator can be repeated, this time using the ML, midamble estimation scheme
(cf. Section 5.1.2) instead of basic midamble estimation. This will lead to enhanced
midamble estimation accuracy and, thus, improved channel estimation performance.

5.4 Simulation Results
Using the simulation scenarios of Section 2.2, we conducted Monte Carlo simulations to

assess the performance of the SC-MMSE channel estimation scheme. Figures 5.6 and 5.7
show for each base station (characterised on the abscissa by the number and respective
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SINR. value) the normalised MSE obtained with the SC-MMSE channel estimator using
either basic or ML midamble estimation. For comparison, we also included simulation
results of the SC-MMSE channel estimator using the true midambles my(n). For each
scenario, we conducted 100 simulation rounds consisting of 16 frames each. The maximum
channel length L, used by the channel estimation algorithms, was set to 7 chips for all
scenarios. This value is sufficiently large for both indoor channels and for the pedestrian
channel A. For pedestrian channel B, however, the true channel length exceeds L, which
results in a systematic channel estimation error.

Pedestrian Environment

In the pedestrian environment (Figure 5.6), the basic SC-MMSE! estimates channel A
nearly as accurately as the true SC-MMSE for all three scenarios. No great gains can hence
be expected from the ML, SC-MMSE, and indeed, somewhat surprisingly, its performance
is even slightly poorer than that of the basic SC-MMSE. The MSE of all three methods
is below —4 dB down to an SINR of —22 dB. For channel B, the true SC-MMSE performs
best for the strongest base stations (SINR above —10dB), where the ML SC-MMSE loses
from 4dB (in scenarios 1 and 2) to 8dB (in scenario 3). For the weaker base stations,
the ML SC-MMSE shows comparable performance to the true SC-MMSE and achieves
an MSE of around —6dB for an SINR of —22 dB. The basic SC-MMSE performs worse
than the ML SC-MMSE for all base stations, with its MSE being higher by 2 to 5 dB.

Indoor Environment

Figure 5.7 indicates that the relatively short indoor channels can be estimated with high
accuracy. For channel A, the true SC-MMSE achieves an MSE of under —20dB for all
base stations and even under —30 dB for base stations with SINR above —15dB. But also
for the basic SC-MMSE and the ML SC-MMSE, the MSE lies below —20dB for nearly
all base stations. The ML SC-MMSE performs slightly better than the basic SC-MMSE:
an MSE reduction of up to 2dB is observed. For channel B, the ML SC-MMSE offers
a performance improvement of up to about 3dB only for scenario 3, in the other cases
the performance of ML SC-MMSE and basic SC-MMSE is quite similar. Nevertheless, an
MSE below —15dB is obtained by all three methods down to an SINR of —20dB.

Considering that the performance for the challenging scenario 3 is not significantly
worse than for scenario 1, we can conclude that the SC-MMSE scheme is quite robust
against strong interference. This can be attributed to the fact that we are using multiuser
channel estimation in every stage of the successive interference cancellation scheme. Thus,
the influence of interference on the current channel estimates is mitigated and the error
that is passed on to the next stage is kept small.

IFor simplicity, we will speak of the “basic SC-MMSE,” the “ML SC-MMSE,” and the “true SC-
MMSE” instead of the SC-MMSE channel estimator using basic midamble estimation, ML midamble
estimation, and true midambles, respectively.
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Conclusions

In conclusion, the basic SC-MMSE is sufficient in the indoor environment, where the MSE
is below —15dB in nearly all cases. In the pedestrian environment, the performance of
all methods is poorer for the weaker base stations, but for channel A the basic SC-MMSE
still performs as well as the ML SC-MMSE. However, for channel B, the ML, SC-MMSE
is advantageous since it yields an MSE reduction of up to 7dB for the weak base stations.
Note further that the overall similarity of performance of the basic SC-MMSE and ML
SC-MMSE on the one hand and the true SC-MMSE on the other hand indicates a high
accuracy of the midamble estimates.
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Chapter 6

Data Detection

After synchronisation and channel estimation have been performed, all prior knowledge
needed to detect the BCH data transmitted by the K base stations is available. In this
chapter, we present three different space-time detection algorithms that are based on the
MMSE principle. Besides the conventional space-time MMSE detector, we will also use
decision feedback techniques to mitigate the influence of co-channel interference. These
detection techniques were developed by Harold Artés in the framework of the ANTIUM
project. The article [AKHO3] provided the basis of this chapter.

As mentioned previously, the BCHs of all base stations are transmitted in the same
timeslot and it hence suffices to consider only this specific timeslot of the frame. Recall
from Figure 3.3 (reproduced here in Figure 6.1 for the reader’s convenience) that a timeslot
consists of two data parts separated by a midamble and followed by a guard period. In

Data symbols Midamble Data symbols gg
976 chips 512 chips 976 chips CcP
) 2560*T,

Figure 6.1: Burst structure of burst type 1. GP denotes the guard period and CP the chip
period [3GP01a).

the timeslot of interest, the two data parts contain the BCH and up to 12 additional data
channels. Each individual channel is spread using a unique spreading code with spreading
factor @ = 16 [3GP01c]. The weighted sum of the spread channels is then scrambled with
a base-station-specific scrambling code of length 16 chips [3GPO0lc|, transmitted over a
frequency-selective fading channel, and received by the M-element antenna array of the
mobile receiver.

As in the previous chapters, the data model of the received signal is given as

K L-1
x(n) =Y x¢(n) + n(n) with x¢(n) =) hy,sp(n—p). (6.1)
k=1

=0
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Here, the chip sequence s;(n) of base station & is the product of the total spreading codes!
c,(cl)(m) and the data symbols d,(cl)(u) of the present data channels:

sk(n) = ¢ (m) d (W) + Y af e (m) d(u),
lely

where m = [(n — 1) mod @]+ 1, the symbol time index u is given by v = [n/Q], and the
index set £ C {5, ..., 16} denotes the set of active data channels for the kth base station.?
The gain factors a,(:) are due to power control of the corresponding data channels. Since
the BCH is always transmitted with fixed reference power (no power control is used), we
can normalise the gain factors such that a(l) =

Since the UMTS/TDD network is synchronlsed data fields of all base stations are
temporally aligned. In the detection stage it is thus sufficient to consider x(n) only in
the time interval corresponding to the data fields, whose location is known from the
synchronisation stage. We will cut out the midamble part in the following® and, for
simplicity of notation, denote the time interval corresponding to the two data fields as
[1, NQ+ L —1]. Here, N = 122 is the number of symbols in the two data fields, and L is
the maximum channel length.

In the following we will reformulate (6.1) in a way such that the received chips x(n)
of the data-field interval [1, NQ + L — 1] depend on the input symbols dff)(u), rather than
on the input chips s¢(n). In other words, we will include spreading and scrambling in the
channel. Such a model, which maps the symbols of all data channels of all base stations
onto the recelved signal, allows to jointly estimate all symbols by means of an equaliser.

Let h » denote the component of the impulse response vector hy, belonging to the

tth antenna element. All the h » are known from the channel estimation stage. As in

Chapter 9, L denotes the maximum length of all channels, i.e., h(zp 0 for all k, 7 if
p¢{0,-- — 1}. Since we consider only one timeslot at a t1me and the channels are
time-invarlant during the transmission of one timeslot, we suppressed the time-dependence
of hg, in (6.1). Including the total spreading code, the composite impulse response
associated to the [th data channel, kth base station, and ith receive antenna, is given by

L-1
Li i)
gt (m) 23" D (m —p). (6.2)
p=0

Note that since cfcl)(m) # 0 only for 1 < m < @, the chip index m will be limited to
m=1,...,Q0+ L —11in (6.2). Stacking the g,(cl’z)(m) of (6.2) into the (@ + L — 1) x 1

1Since the spreading factor is equal to the scrambling code length, the total spreading code of the /th
data channel of the kth base station is given by the product of the data-channel-specific spreading code
and the base-station-specific scrambling code: cg) (m) = cgi,)r(m) Cser, k (M),

2Index 1 corresponds to the BCH that is always present, while the indices 2, 3, and 4 are never used
in the timeslot of interest.

3Hereby, we neglect the small influence of the midamble on the data parts due to multipath propaga-

tion.
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vector _ )
g (1)
(&%)

g & %‘@) , (6.3)

| 6@+ L-1)
and stacking the symbols d,(f) (u) of the two data fields into the N x 1 vector

d; (1)
el @@ |
dP ()

the whole signal component of the [th data channel from the kth base station, received
at the ¢th antenna element! can be written as the (NQ + L — 1) x 1 vector

XD 2 OGEg®), (6.4)

Here, Gg’i) is the (NQ + L — 1) x N block-Toeplitz channel matrix defined as

( Al @ 0
o)
l.}L—l
| gi )
GI(CIJ) é
(1,9
| y
N cglrumns

Denoting the signal component of x(n) received at the ith antenna element as 2 (n)
and using (6.4), the NQ + L — 1 x 1 vector

ﬂ,;(1')(1)
(@ & x(z).(2)
zD(NQ + L -1)
can be written as
K
X =3 {G,ﬁl’”d,ﬁ” + alGEYdy ] +n®. (6:5)

Note that { € Ly, k€ {1,...,K},and i € {1,...,M}.
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Here, n” is a noise vector constructed from n(n) in (6.1) similarly to x(®). Stacking all
antenna signal vectors as
0

| x@
X = . )

x (M)
we can finally express the received signal of the whole timeslot as

x = GAd +n. (6.6)

Here, G is the M(NQ + L — 1) x N(K + Z,I::l |Lx|) total channel matrix defined as

Ggl,l) GeY ... Gisn ... G(}%,l) Gg?,n G%ﬁ’l)
1,2 5,2 16,2 1,2 5,2 16,2
A Gg )Gg )--'Gg )L G%)G%)---Gg{ ) (6.7
Ggl,M) GEM . geM Gg,M) Gg?,M)._.Ggs,M)
the amplitude matrix
AL diag{l,ag‘r’), . .,a(lw), e ,1,a$§), . .,a(IiG)} ®1Iy (6.8)
(® denotes the Kronecker product) is a diagonal matrix where each one of the entries
l,ag“:'), cee aﬁ“”, ,1,a§?), .. .,agﬁ) is repeated N times on the main diagonal, and the
vectors
[ a ]
ay
dg'w) n®
. n®
d £ : , n2 , (6.9)
aly nO0)
dy
| di” |

contain the data symbols of all channels of all base stations and the noise, respectively.

Equation (6.6) represents a space-time signal model since it contains the contributions
of all antenna elements received during one timeslot. It should be noted that in the above
definitions of G, A, and d, all data channels are present whereas in practice only the
entries corresponding to active data channels [ € Ly will appear.
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6.1 Space-Time MMSE Receiver

A common space-time detection technique for extracting the data symbols in (6.6) is
MMSE equalisation (e.g., [KKB96, Sch91]) followed by quantisation. The detected data
vector is given as

d = Q{Fuuse x},
where Q{} denotes componentwise quantisation according to the QPSK symbol alphabet
and the MMSE filter-matrix Fymvsg is defined by
A . D)
FMMSE = argmﬁn E{“FX - d” } .
One obtains [Sch91]
Fuumse = Rax Ry = AYGHRL (6.10)

Since we are only interested in the data part corresponding to the BCH, we will slightly
reformulate the MMSE filter (6.10) such that it yields only the desired contributions. Let
us introduce the M(NQ + L — 1) x NK matrix

Ggl’l) Gglil) G%)l)
. G§1’2) GS’Z) G%,Q)

Gscn

1',M 1L,M . 1,M
GEM GO . M)

which contains only the entries belonging to the BCHs of the K base stations. Using
the fact that the gain factor matrix of the BCHs is the identity matrix Iy, the MMSE
filter-matrix for the BCHs is then given as

H -1
Fymsesca = Gaog Ry -

The data vector which consists of the BCHs of all K base stations,

can now be detected in the usual way as
dpen = Q{Fuusepon X} = Q{ Gy Ry x).

Whereas Ggcp is known because the channel impulse responses and composite spread-
ing codes of the BCHs are known, the correlation matrix of the received signal

R, = E{xx"} = GAA#GH + 021 (6.11)
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is unknown a priori because the index sets £ and the gain factors a§j> of the active data
channels are not known. On the other hand, accurate knowledge of Ry is necessary be-
cause the data channels transmitted by the stronger base stations act as strong interferers
for the BCHs of weaker base stations.

Therefore we have to estimate Ry from the observed x. However, Ry corresponds to
the received data of a whole timeslot and thus for a typical set of parameters (M = 5
antennas, N = 122 data symbols, spreading factor (7 = 16, approximate channel length
of 5 chips), its size is about 9800 x 9800. Because the channel is time-varying, a straight-
forward sample-mean estimation of Ry (which would require the data of at least 9800
timeslots) is impossible. At this point, we realise that the signal model (6.6) is quite
convenient for deriving the MMSE filter (6.10), but not for estimating Rx.

One possible solution is to re-formulate the input-output relation in a way such that
the strong structure inherent in Ry is better exploited. We construct the vector

[ oM ((u-1)Q +1) ]

20 (uQ)
X (u) E , (6.12)
oM ((u-1)Q +1)

| 0w

where 2() (n) denotes the signal received at the ith antenna element (cf. (6.1)). This vector
of length QM contains all the chips of symbol time u received at the M antenna elements.
Due to the stacking operation, the cyclostationary vector process x(n) is transformed
into the equivalent stationary vector process x'(u) that has the matrix-valued correlation
function Ry (v) = E{x'(u) xH(u — v)}. Furthermore, the input-output relation on the
symbol level can now be written as

L'-1

Z Ggen(v)dper(u — v) +w'(u), (6.13)

where we focused only on the symbols and the channels of the BCHs:

(ll(uQ—l—l) (11(uQ+1) .
[ dgl) u) | 1,1 . 1,1 .
dmﬁu; g ’((u+1>@) (e )Q)
dpcy(v) = ? : ) pen(u) £ : :
d(l).(u) _J 9%1’M) (“Q +1) ... QQ’M) (uQ +1)
1M>((u+1) Q) ... gy M>((u+1)Q)
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The symbols of the other data channels together with the noise are collected in the
interference term w'(w) that is defined similarly to x'(u) in (6.12), and finally L' = [L/Q]
denotes the channel length in units of symbol periods. Because the length of x'(u) is only
QM = 80, the matrices Ry (v) can now be estimated using the N = 122 data symbols of
one timeslot. Although correlation estimation is in principle possible for the symbol level
model (6.13), simulations will show that these estimates are not always very accurate.

6.2 Space-Time Decision Feedback Receivers

In this section, we will develop an alternative approach to the problem of determining
Rx. Instead of estimating Ry from the received signal, we will explicitly calculate Ry
based on the expression (6.11). Calculation of Ry requires detection of the sets Ly of
active data channels for all base stations (in order to determine G) and estimation of
the gain factor matrix A. Thus, we face a similar problem as in midamble estimation in
the channel estimation stage (cf. Section 5.1), because although the sub-matrices G,(:”)
are known, it is unknown which of them are actually contained in G and what their
corresponding amplitudes are.! Unfortunately, the midamble index sets and midamble
amplitudes estimated in the channel estimation stage are of no use in the detection stage
since one midamble is used by up to two data channels. Because detection is most reliable
for the strongest base station, we propose a decision feedback (DFB) receiver that initially

takes only the strongest base station into account.

6.2.1 DFB/MMSE Receiver

This DFB receiver works as follows. Starting with the strongest base station, we detect
Ly (which allows us to construct the corresponding G), estimate A, and construct the
correlation matrix Rx. With this knowledge we can extract the corresponding BCH and
the user data from the overall received signal x by MMSE filtering followed by quanti-
sation. Then we reconstruct the signal component corresponding to the strongest base
station and subtract it from x. The whole procedure is repeated for the second strongest
base station and so on. This results in an enhanced SINR which improves the calcula-
tion of Ry for the weak base stations in the successive stages. This recursive DFB (or
interference cancellation) scheme is illustrated in Figure 6.2.

More specifically, denoting the index of the strongest base station as ks, we model the
received signal in the first round as (cf. (6.6))

x = Gy, Ay, dg, +w. (6.14)

Here, Gy,, Ag,, and di, contain only those entries G,(cl’i) , ag), and dfcl) of G, A, and d
(cf. (6.7), (6.8), and (6.9)) that correspond to the BCH and the active data channels of

1We only know that the sub-matrices Gg’i) corresponding to the BCHs are always present in G and
that their amplitudes are equal to one.
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received signal x
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Figure 6.2: Decision feedback detection scheme.

base station k;. The vector w summarises the noise and the interference from all other
base stations; it will be modeled white for simplicity. The MMSE filter for the model
(6.14) is (cf. (6.10))

Fummsegr, = AL GERY,

where the correlation matrix of the received data x is given as
Rx = Gy, A, ALGH +021. (6.15)

In order to construct Ry, we have to compute the estimates Gks and Aks (this will
be discussed in Sections 6.2.3 and 6.2.4) and insert them in (6.15). With the resulting
correlation-matrix estimate Ry, the MMSE matrix filter of the strongest base station is
obtained as

~ ~ A — ~ ~ ~ ~ ~ ~ —— -_1
Fumsss = Ap GLR, = An Gy (GuAALGy +A3T) (6.16)

Here, E?V is an estimate of the interference-plus-noise variance. The detected data in the
first round is now given by

aks = Q{Yks}a
where v on )
“ H = s a2 HAH =\
Vi, = Fruserx = Ay, Gy, (GksAks A, Gy, + 03, I) X. (6.17)

Having computed Elks, the BCH detection for the strongest base stations is finished
and we can remove the contribution of Abase station k,; from the overall received signal:
The signal component corresponding to dg, is reconstructed according to the model (6.14)
and subtracted from the overall received signal

X =X-— GksAksaks. (618)

The DFB procedure is now repeated using the “cleaned” x instead of x and the second
strongest base station instead of the strongest one, and so on.
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6.2.2 DFB/DFB Receiver

The DFB/MMSE scheme discussed above used decision feedback from base station to base
station to improve the calculation of R, for the weaker base stations, but data detection
itself was performed by means of a conventional MMSE filter. A possible performance
gain can be achieved by replacing this MMSE filter with a DFB equaliser. In the following,
we derive the DEF'B step by step from the MMSE to highlight the close relation between
both methods [KKB96].

Let us consider a modified version of the MMSE filter which is equivalent to (6.16)
and can be obtained by applying the matrix inversion lemma [GV96]:

~HAH o > \N"L2H A H
Fuusie, = (A, Gr,GrAr, +021) AL Gy, (6.19)

The (inverse of the) first term of (6.19) is positive definite and hence can be split up
according to a Cholesky factorisation as

Al GG Ay, + 021 = LML, (6.20)

where L is an upper-triangular matrix with real-valued entries along the main diagonal
[GV96]. Inserting (6.20) into (6.19), we obtain

e g~ HAH
yks = FMMSE,ks x=L 1L HAksGksx' (621)
Let us introduce a normalised version of L as
L = diag{L}"'L,

where diag{L} denotes a diagonal matrix containing the main-diagonal elements of L.
The matrix L has all ones along the main diagonal and thus corresponds to a monic filter.
We can now rewrite (6.21) as

(L+1-1)y,, =diag{L} 2L "Ap Gy x

or equivalently

¥y, = diag{L}~* I:_HAZ GZ X — (I: ~ 1)y, (6.22)
Here, the matrix L — I is strictly upper triangular, i.e., the main diagonal and all lower
diagonals are filled with zero entries. We see that (6.22) implies a recursive (in the vector
index j) rule to compute y,_since the jth component y; on the left hand side only depends
on the entries (y;t1,...,¥ys) on the right hand side. We start with the last entry y,; that
does not depend on any other y; and can be computed from x, L, Aks, and Gks alone.
This y; is then used to compute y;_;; next, y; and y;_, are used to compute y;_», and so
on. The fact that we have to start the recursion with the “last” data symbol y; causes no
problems since the whole timeslot is available for detection (due to the off-line processing
performed by the ANTIUM equipment).

Up to now, this recursive procedure is completely equivalent to the conventional
MMSE filter (6.17). The only modification that remains to be made to change it into a
DFB scheme is to use quantised versions Q{y;+1},-..,Q{ys} of the previously computed
entries to calculate y; in every recursion step.
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6.2.3 Detection of Data Channels

Both DFB receivers assumed knowledge of the channel matrix Gy, to calculate the cor-
relation matrix Ry (or, in the case of the DFB/DFB receiver, quantities equivalent to
Ry). We will now propose methods for estimating the index set £, of the strongest base
station which is needed to construct Gy,. For simplicity, we will denote the strongest
base station as k instead of £, in the following.

Recall that the symbol-level vector x'(u) in (6.12) contains, among other things, the
contributions of all active data channels [ € £y, from the strongest base station & at symbol
time u. We assume for simplicity that A = I, i.e., no power control is used.! Then, the
model for the data channels of the strongest base station can be written as

x(u) =Y d (Wl +w'(u) for u=1,... N (6.23)
lely,

Here, the truncated—without intersymbol interference (ISI)—channel vector

gy
(1,2)
~(1
g,(c ) & gk.
(LM
g

L

consists of the M vectors gg ) of length ) whose elements equal the first () elements of
gl e, (g;”’))n = (gg”))n forn =1,...,Q, where g*” was defined in (6.3). Finally,
w’(u) accounts for the BCH, the contributions of weaker base stations, the ISI from
neighbouring CDMA symbols, and the noise. For simplicity, we will model w’(u) as being
white, uncorrelated, and complex Gaussian.

In order to detect the presence of the data channels in (6.23) by means of a hypothesis
test, we need a separate hypothesis for every possible combination of data channels.
Since there are up to 12 parallel data channels in a timeslot, we have? 2;2:0 (lf) = 4096
different hypotheses. Additionally, the 122 transmit symbols per data channel act as
nuisance parameters.? Obviously, this composite hypothesis test is quite difficult to solve
directly.

To derive suboptimal but computationally affordable detectors, we additionally assume
that the vectors g,j) for different | € Ly are orthogonal such that the presence of each data
channel can be detected individually rather than jointly. For each of the 12 possible data
channels, we now have a binary hypothesis test (data channel is present or not present)
with only 122 nuisance parameters. This test is much easier to develop.

!The detector to be developed also works in the presence of power control if the threshold is suitably
adjusted (cf. Section 6.2.3.3).

2In a BCH timeslot, 12 different spreading codes can be used by data channels. In the case that j
data channels are present, there are (112) possible spreading code allocations.

3Depending on the hypothesis, we have 1225 (with j = 0,...,12) nuisance parameters in total.
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6.2.3.1 Incoherent Matched Filter

A simple way for obtaining a detection statistic A,(Cl) for the binary hypothesis test cor-
responding to the /th data channel is to apply the so-called incoherent matched filter

[Kay98]:
N

A =N I1PW)[,  with TO(w) 2 X (u)g). (6.24)
u=1
The detected index set £y, is then defined as the set of indices [ € {5,...,16} for which

Ag exceeds a certain threshold 7. The choice of this threshold will be discussed later.
However, it has to be mentioned that the incoherent matched ﬁlter is designed for
the case where the distribution of the unknown nuisance parameters d( (u) is circularly

symmetric (i.e., rotationally invariant) complex Gaussian. The d ( ) do not conform to
this assumption: they are taken from a QPSK alphabet, and thus are discrete random
variables whose distribution is invariant only to rotations by multiples of j. We can hence
expect the incoherent matched filter to be suboptimal in our case.

6.2.3.2 Detector Based on Maximal Invariant Statistic

To overcome the inherent suboptimality of the incoherent matched ﬁlter We NOw propose
a detector that is invariant to rotations of the nuisance parameters d ( ). by multiples of
j- Consider the statistic

T/(l) - IT(I) leJ arg mod{T(I) (u)}

where T (1) = xH (u)g as before and
arg mod{c} £ [(arg{c} + m/4) modulo 7 /2] — 7 /4,

i.e., the phase of the complex number ¢ is wrapped to the interval [—x/4,7/4). It can
be shown that Tp"(u) constitutes a mazimal invariant statistic [Sch91], which means
that T,i(l)(u) is invariant to multiplications of dg) (u) by powers of j and {T,;(l) (u)}u=1,..~
contains all information relevant to our detection problem

Figure 6.3 a shows the probability density functlon (pdf) of the statistic T ( ). Under
hypothesis Hy (signal not present), the pdf of T ( ) is a 2-D Gaussian centered at the
origin. Under hypothesis H; (signal present), the pdf of T,Sl)(u) (conditional on the data
symbol) is a 2-D Gaussian located about 1, j, —1, or —j that is labeled 7{9) through
7—[54) in Figure 6.3a. The dashed arrows show how the phase of T,Sl) (u) is wrapped to
the fundamental phase interval [—7 /4, 7/4) during the transition from T,gl) (u) to T,i(l) (u).
Note, however, that only the pdf parts outside the sector [—m/4,7/4) are transferred into
[—7/4,7/4); the “tails” of the pdf components 7—(&2), H§3), and 7-£§4) that are located inside
[—7/4,7/4] are left unchanged.

Ignoring these pdf tails, which is JUStlﬁed if the SINR is sufficiently high, we obtain
the approximate conditional pdf of T ( ) depicted in Figure 6.3b. This approximate
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(a) (b)

Figure 6.3: Illustration of the mazimal invariant statistic T,:(l) (u): (a) conditional pdf of
Tk(l) (u), (b) approzimate conditional pdf of T,:(l) (u) for high SINR. The dashed arrows in
(a) show how the phase ofT,gl) (u) is wrapped to the fundamental phase interval [—m /4, 7/4)
when T,sl)(u) is converted to T, (u).

pdf corresponds to the standard problem of detecting a known signal in white Gaussian
noise. For this latter problem, the appropriate detection statistic is given by [Kay98|

N
AV =Y Re{T,"(w)}.
u=1

6.2.3.3 Receiver Operating Characteristics and Choice of Threshold

Figure 6.4a shows the receiver operating characteristics (ROCs) of the two detection
statistics A( ) and A,cl)mv for a flat Rayleigh fading channel (note that there is no ISI) with
8 active and 4 inactive data channels, one base station, and white Gaussian noise with
two different SNR values. For SNR = —35dB, both ROCs are indistinguishable from 1
and thus both detection statistics yield detection probability ~ 100 % even at false alarm
probabilities smaller than 1%. For SNR = —40 dB the ROCs still are roughly equal
(interestingly enough, Ak performs better than Ak \.y) but the detection probability is
lower than 1, i.e., there now is a clear tradeoff between low false alarm probability and
high detection probability

For an analysis of the influence of the threshold 7 on the detection results, it is ad-
vantageous to normalise the detection statistics A,g and Ag)mv in such a way that in the
absence of noise and interference they are one under H,. Neglecting the noise/interference

term w’(u), we find that (cf. (6.23), (6.24))
"
T (w) = x" (w)gy = [Z d (u)gy } g
el

The spreading codes cfcl) (m) of different data channels are orthogonal. If no ISI is present,
also the truncated channel vectors g,(j”) (which are in this case equal to the composite
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F igure 6.4: Analysis of the detection statistics A,(Cl) and AY._ and their normalised versions

k,inv
A and Ak:l)lnv (a) ROCs, (b) threshold vs. SNR for a detection probability of 90%.

channel vectors g(L )) are hence orthogonal,! i.e., gg )Hgg =0 for I’ # 1. Thus, if the Ith
data channel is not present in x'(u), (I ¢ Ly, corresponding to hypothesis H,), T,gl)(u) =0
and the detection statistics A,(gl) and A,(cl’)inv vanish. For #; (I € L), we find that

ﬁMP{ZJW%q g = d (u) |EV ). (6.25)

Vel

Since the elements of c,(cl) (m) are powers of j and, for L = 1, " = gl ) and g(l Dm) =
hg)o AP (m), (6.25) can be simplified as

T (u) = d (u) |87 = WwQZW” = dY (u) Q B, (6.26)

with the abbreviation P, = S0, lhg,)()P- The elements of d” (u) are also powers of j and
hence we obtain

N
AD = ST ) p“@LQPI = NQ*P2.
u=1

With (6.26), the maximal invariant statistic becomes T,i(l) (u) = QP and the detection
statistic based on the maximal invariant statistic is given by

AY = NQP,.

k. inv

1This requires the channels h()p to have only one tap (L = 1). Due to the convolution in (6.2),
orthogonality is lost in the case of L > 1.
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Therefore, normalised detection statistics that are equal to one under ; in the noise/inter-
ference-free case can be defined as

0 (0 0)
Re [ M VAN fe e S
NQ?P}? QL M NQP

Figure 6.4b shows the threshold 7 for the normalised statistics versus the SNR for a
detection probability of 90%. Here, A,c v has a slight advantage over A( because its

threshold is less dependent on the SNR, and thus easier to choose. Note that /1,(:) and

Ai ..v are normalised to one only in the noise/interference-free case and that for dominant

noise/interference, higher values of A(l) and Ai .av are possible.
Even though power control has been disregarded so far, the detection statistics A(l)

and Ag)mv can also be used in the presence of power control if the threshold is suitably

adjusted. In a UMTS/TDD network, we have 0.1 < a,(gl) < 1, corresponding to power
control dynamics of 20 dB. It can be shown that under ideal conditions (one base station,

no noise, no ISI), the normalised detection statistics /~\( and Ak .oy Under hypothesis #;

are equal to a(l) . For a certain threshold, a data channel with small amplitude a() thus
has a lower false alarm probability than a data channel with large a( ). Great care has
to be taken to balance the false alarm probabilities of differently powered data channels

when choosing the threshold.
With the threshold 7, the detected index set of the strongest base station £k consists
of those indices I, where A > n (or respectively Ak ) . > n). Having obtained Ly, we

know which sub-matrices Gk are contained in G and are able to construct the estimate
Gy.

Finally, we note that in our simulations we observed very little difference between the
data detection performance of the two normalised detection statistics and that differences
only occurred at very low SINR values. We thus used the simpler detection statistic Ag)
of the incoherent matched filter for the simulations in Section 6.3.

6.2.4 Estimation of Gain Factors

To actually compute Ry according to (6.15), it remains to estimate the diagonal gain
(

factor matrix Aj or, more precisely, the gain factors ak) for all [ € £;. Because under
ideal conditions (one base station, no noise, no ISI) ak) equals A} Y and Akl’)inv as mentioned
above, we suggest to initially use the estimate a(” A(l) or Ag = Ag)mv for detection of
the data vector dj of the strongest base station. For the subsequent subtraction step
(6.18), however, a more accurate estimate should be used. Indeed, once that d; and G,
are available, we can use the expression (6.14) and compute the least-squares estimate of
the gain factor matrix as

A, = arg m&n”x - f}kAak|‘2. (6.27)

88




6.3. Simulation Results

Setting the derivative of Hx - GkAakIIQ with respect to A* equal to zero, we obtain the
equation o H
~ H - ~ ~H ~ ~

~ H A ~ - H ’\H . . .
Since G, GyAdy and G, x are column vectors and d,, is a row vector, (6.28) is equivalent
to
~H ~ ~ ~H
and further to X s

where Gf is the pseudo-inverse of Gk Reformulating the diagonal matrix A as a column
vector a and the column vector d; as a diagonal matrix Dy, and using the identity
Ad; = D;a, the least-squares estimate of the gain factor vector a becomes

N R

ék - Dk Gk‘ X.
The particular entries &,(!) corresponding to the data channels (I € {5,..., 16}) can then
be derived from &, as
Gl
A _ A —
@ =5 > (&), 1=5,...,16
j=(—4)N

6.3 Simulation Results

We used the scenarios defined in Section 2.2 to assess the performance of the three pre-
sented detection schemes through Monte Carlo simulations. Figures 6.5 and 6.6 show the
percentage of successful detection events (i.e., error-free decoding of the BCH) obtained
with the different detection schemes. For each base station (characterised on the abscissa
by its number and respective SINR value'), the detection score of the different algorithms
is indicated by the height of three bars. From the left, these bars correspond to the con-
ventional space-time MMSE receiver that estimates Ry directly from the received signal
x (discussed in Section 6.1; labeled MMSE), the DFB receiver using a space-time MMSE
filter for every base station (discussed in Section 6.2.1; labeled DFB/MMSE), and the
modified DFB receiver where the space-time MMSE filter is replaced by a DFB equaliser

~ (discussed in Section 6.2.2; labeled DFB/DFB).

Pedestrian Environment

In the pedestrian environment (Figure 6.5), the conventional MMSE receiver performs
poorly or even extremely poorly in almost all cases. Especially for channel B in scenario

! Note that for the definition of the SINR, the entire received signal corresponding to the base station
of interest is considered as the desired signal, i.e., the data channels of this base station transmitted in
parallel to the BCH are not considered as interference.
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Figure 6.5: Percentage of successful detection events for the pedestrian environment.
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Figure 6.6: Percentage of successful detection events for the indoor environment.
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3, the detection percentage does not exceed 35% even for the strongest base stations.
That this behaviour is due to the insufficient accuracy of the estimates of the correlation
matrix Ry becomes clear as we consider the good performance of the DFB/MMSE scheme
using a calculated rather than estimated version of Ry.

For channel A, a detection percentage of over 80% down to an SINR of —18dB
in scenario 1, and over 50 % down to an SINR of —17dB in scenario 3 indicates the
superiority of the DFB/MMSE scheme. However, the weakest base stations with SINR
below —20dB can only be detected in around 20...30% of the cases in scenarios 1 and
2, while in scenario 3 detection of the weakest base stations is altogether impossible.

For channel B, the results are better than for channel A. The DFB/MMSE scheme
now achieves a detection score of over 90 % for an SINR down to ~18dB in scenario 1, and
around 60 % at —17dB in scenario 3. Also for the weaker base stations, the performance
is improved; we now reach detection scores of around 40...50% in scenarios 1 and 2
and around 10 % in scenario 3. The performance in scenario 3 is generally lower than in
the other scenarios, but this is not surprising in view of the fact that in scenario 3 the
receiver is located at the border of three cells and thus there are impinging three equally
strong signals. This situation is not favourable for DFB receivers that work best if all
base stations have different powers.

The performance of the DFB/DFB scheme is slightly better, but on the whole compa-
rable to that of the DFB/MMSE scheme. In scenario 1, the detection score for channel A
is above 80 % down to an SINR of —18 dB. The more challenging scenarios 2 and 3 again
result in a performance degradation, with detection scores dropping to about 55 % for an
SINR of —17dB. As for the DFB/MMSE receiver, the detection performance is better for
the longer channel B. This is because channel B offers a greater amount of diversity that
can be exploited by the receiver. However, in the channel estimation stage (cf. Section 5.4)
we saw that especially the pedestrian channel B is very difficult to estimate and thus we
can expect a tradeoff between channel estimation performance and detection performance
when connecting the two stages. This will be verified in Chapter 7.

Indoor Environment

In the indoor environment (Figure 6.6), the situation is quite similar to the pedestrian en-
vironment. Again, the performance of the conventional MMSE detector is unsatisfactory
for all base stations except the strongest ones. The DFB/MMSE equaliser, on the other
hand, achieves a detection score of over 80% down to an SINR of —17dB in scenario
1. In scenario 2, scores of over 90 % down to an SINR of ~20dB are achieved, while in
the most challenging scenario 3 the detection score drops to around 40 % (for channel A)
and 20...30 % (for channel B) at an SINR of —17 dB. The performance of the DFB/DFB
detector in the indoor environment is virtually equal to that of the DFB/MMSE equaliser.

As in the pedestrian environment, the performance of the DFB/MMSE and DFB/DFB
schemes is better for the longer channel B, but the difference is not that large any more.
This is because the channel lengths do not differ very much in the indoor environment.
Indeed, channel B is just one tap longer than channel A, whereas in the pedestrian envi-
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ronment channel B had 8 taps instead of only 3 for channel A. The additional diversity
gain of channel B is hence very small in the indoor environment, and thus the performance

improvements are only moderate.
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Chapter 7

Performance of the Overall System

In Chapters 4-6, we presented various algorithms for synchronisation, channel estimation,
and data detection, and rated their performance in simulations. However, these three re-
ceiver stages are not independent of each other since the channel estimation stage requires
synchronisation information and the detection stage additionally has to be provided with
channel impulse responses. In the simulations of Chapters 5 and 6, we assumed perfect
results of the preceding stages, i.e., the channel estimation stage used the exact timing
and code group of all base stations present, and the detector additionally disposed of
perfect channel estimates.

In order to evaluate the performance of the overall receiver, including the effects of
imperfect synchronisation and channel estimation on the detection stage, we conducted
joint simulations of all three stages. Based on the simulation results of Chapters 4-6, we
selected the “best” algorithm for each stage. These “best” algorithms are the heuristic
space-time detector with a window length of T, = 7 samples for synchronisation,' the
SC-MMSE channel estimator with ML midamble estimation for channel estimation, and
finally the DFB/DFB equaliser for data detection. As in Chapters 4-6, we performed
Monte Carlo simulations consisting of 100 simulation rounds with 16 frames each, using
the scenarios defined in Section 2.2.

After channel estimation, an additional stage was included that removes the SCHs of
all base stations detected by the synchronisation stage. Using the channel estimates and
the extracted synchronisation codes, this task can be performed quite accurately. The
purpose of this “cleaning stage” is to prevent the SCHs from impairing the interference
cancellation performance of the subsequent DFB/DFB equaliser.

Figures 7.1-7.6 show the results of these simulations versus the SINRs of the different
base stations. The graphs on the left hand side of each figure contain three bars per base
station whose heights indicate the obtained scores in percent. From the left, these bars
correspond to the synchronisation scores, the data detection scores, and, for comparison,
the data detection scores of Chapter 6, where ideal synchronisation and channel estimation
stages were used. Finally, the graphs on the right hand side plot the normalised MSE of
the channel estimation stage averaged over all those timeslots where the corresponding

! Averaging over 16 frames was used for synchronisation.
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Figure 7.1: Overall system simulation results for the pedestrian environment, scenario 1.
base station could be detected by the synchronisation stage.

Pedestrian Environment

The synchronisation results in the pedestrian environment are similar to the results ob-
tained in Chapter 4 (cf. Figures 4.7-4.9) since the synchronisation stage requires no prior
knowledge.

For channel A, also the performance of the channel estimation stage shows no great
difference from the ideal case of Chapter 5 (cf. Figure 5.6). This is not surprising since the
synchronisation stage performs almost ideally in these cases. However, for channel B the
accuracy of channel estimation drops slightly. For the weaker base stations this is caused
by the imperfect synchronisation stage that is not always able to detect all base stations.
The loss in channel estimation performance is then caused by the multiuser structure
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Figure 7.2: Overall system simulation results for the pedestrian environment, scenario 2.

of the channel estimation method, which includes the midambles of all base stations in
a joint model. If some base stations are missing in this model, the channel estimation
performance for the other base stations—especially the weaker ones—is reduced. However,
since strong base stations are not likely being missed by synchronisation, this effect is quite
small.

To understand the behaviour of the detection stage in the nonideal case, we will study
the results a little bit more in detail. In scenario 1, the detection performance for both
channels is similar to the ideal case down to an SINR of —11dB. At —18dB, however,
the detection score for channel A is reduced from about 80 % (ideal case) to about 60 %.
This significant reduction takes place although the MSE of the channel estimation stage
is around —13 dB. For the weakest base stations with an SINR of —22 dB, a similar loss
is experienced: the detection score drops from about 30 % to about 10%. The channel
estimation MSE here is about —10 dB. For channel B, at an SINR of —18 dB, the detection
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Figure 7.3: Querall system simulation results for the pedestrian environment, scenario 3.

score decreases by 55 % from about 95 % to 40 %, since the channel is only estimated with
an MSE of about —6 dB. For an SINR of —22 dB, where channel estimation accuracy has
dropped to an MSE of —4 dB, detection is virtually impossible.

For scenario 2, nearly ideal performance is achieved down to an SINR of —13dB,
although channel estimation accuracy is partly only moderate, the MSE being —9dB for
channel B at an SINR of —13dB. At an SINR of —20 dB, we lose about 10 % for channel A
(with channel estimation MSE of —11 dB), while for channel B, where the MSE is —3dB,
detection fails completely.

In scenario 3, the situation is similar, as we do not experience a performance degra-
dation for the strongest base stations. This is due to the sufficiently accurate channel
estimates that have an MSE below —15dB. At an SINR of —17 dB, however, we find that
for channel A where the MSE is ~11dB, the performance drops by about 15...20%.
Channel B even experiences a decrease of 40 ...50 % because of the high MSE of —5dB.
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Figure 7.4: Querall system simulation results for the indoor environment, scenario 1.
Finally, at an SINR of —22dB, the detection process fails for both channels.

Indoor Environment

In the indoor environment, the synchronisation stage works virtually perfectly and hence
the channel estimation results do not differ much from those obtained in Chapter 5 (cf. Fig-
ure 5.7). For channel A, the MSE of the channel estimation stage is well below —20dB for
practically all base stations in all scenarios. This leads to a detection performance that
is nearly equal to the ideal case in all scenarios. For channel B, the MSE is somewhat
higher, but the maximum value of —16dB is still sufficiently low such that only a small
degradation of detection performance is experienced in scenarios 2 and 3. Only for the
weakest base stations (SINR —17dB) in scenario 1, the detection score drops by 10 %,
but it still lies around 70 %.
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Figure 7.5: Owverall system simulation results for the indoor environment, scenario 2.

Conclusions

In conclusion, it can be said that the detection stage is very sensitive to channel esti-
mation errors. While for the strongest base stations in the pedestrian environment a
channel estimation MSE of around —10 dB may be sufficient for nearly perfect detection
performance, the weaker base stations experience a loss of about 20 % at a similar MSE.
If the MSE rises to —5dB, a loss of even 50 % has to be expected. This difference is due
to the decision feedback structure of the data detection stage, which causes inaccuracies
for the strongest base stations to be passed on to weaker base stations. Furthermore,
it is interesting that the detection scores for the shorter channel A now are higher than
for channel B. The higher diversity offered by channel B, which led to better detection
results in the ideal case, now is a disadvantage due to the larger inaccuracies of channel
estimation.
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Figure 7.6: Querall system simulation results for the indoor environment, scenario 3.

The excellent channel estimation' performance in the indoor environment results in
similar detection scores for the ideal and nonideal systems. The clear connection between
channel estimation accuracy and detection performance in both environments highlights
the importance of high-performance channel estimation methods to achieve satisfactory
results of data detection.
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Chapter 8

Conclusions

In this final chapter, we summarise the most important results of our work and draw some
conclusions, and suggest possible extensions and improvements of our methods.

8.1 Summary

This work has been performed within the project ANTIUM funded by the European
Commission. The aim of ANTIUM was to develop a monitoring device for UMTS and
DVB-T networks that allows to assess the interference situation present (Chapter 2).
In this thesis, we considered signal processing algorithms for the TDD mode of UMTS
(Chapter 3).

In order to classify interference, we have to know which base stations contribute to
the overall received signal and what their respective power levels are. This information is
gained by reading the broadcast channels (BCHs) of as many surrounding base stations
as possible. Since the measurement device uses multiple antennas, space-time signal
processing algorithms can be used for extracting the BCHs. However, before the BCHs
can actually be detected, we have to perform synchronisation and channel estimation.

The aim of the synchronisation stage (Chapter 4) is to determine how many base
station signals are present and where the corresponding BCHs are located temporally.
For this purpose, UMTS/TDD offers a synchronisation channel (SCH) consisting of a
primary and three secondary synchronisation codes. The presence of a base station’s
SCH is detected by means of the primary synchronisation code which is the same for all
base stations in a UMTS/TDD network. At each possible time instant, we used a binary
hypothesis test based on the generalised likelihood ratio to obtain a decision statistic for
the presence of the primary synchronisation code. We presented three different detection
algorithms which we termed the spatial detector, the heuristic space-time detector, and
the dispersive-channel detector. The number and locations of peaks in these decision
statistics corresponds to the number of base station signals present and the locations of
the primary synchronisation codes within the received signal, respectively.

The code groups (which indicate the used scrambling codes and basic midambles) are
extracted by means of secondary synchronisation, which can again be performed by us-
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ing one of the proposed three detection algorithms. This time, decision statistics were
computed for different synchronisation code combinations at one given time instant. The
maximum value of these decision statistics corresponds to the synchronisation code combi-
nation present, which uniquely defines the code group. Because of its high SINR, we first
performed secondary synchronisation for the strongest base station. After having verified
its correctness using the midambles, we exploited the fact that UMTS/TDD networks are
synchronous to reduce the computational complexity of secondary synchronisation for the
weaker base stations. This was done by restricting secondary synchronisation to certain
time windows. Simulations showed that averaging over as many timeslots as possible is
advantageous and that reliable synchronisation is possible down to an SINR of

e —22dB for channel A and —18dB for channel B in the pedestrian environment;

e —20dB for both channels in the indoor environment.

Based on the timing information and knowledge of the basic midambles gained during
synchronisation, estimates of the base stations’ channels can be computed in the channel
estimation stage (Chapter 5). In UMTS/TDD, the data channels use eight different
midambles which are constructed from the basic midamble. Since it is unknown how many
data channels are present in the timeslot of interest and what their respective transmit
amplitudes are, the actual composition of the total midamble is not known. However, by
detecting which of the eight midambles are present and estimating their amplitudes, an
estimate of the composite midamble can be gained. We presented two different midamble
estimation schemes which we termed basic midamble estimation and ML midamble estima-
tion. The first algorithm is based on the spatial detector of the synchronisation stage; the
decision statistics obtained with the difterent possible midambles as reference sequences
indicate which of the eight midambles are present in the timeslot. Also an amplitude
estimate can be computed from these decision statistics. A more sophisticated way to de-
termine the midambles is the ML midamble estimation scheme. Since this scheme requires
knowledge of the channel, we first use the midambles estimated by the basic midamble
estimation scheme for channel estimation. After having inserted this channel estimate
into the model of the ML estimator, an improved midamble estimate can be computed.

Knowing the midambles of all base stations, we are able to construct a multiuser space-
time data model which allows us to jointly estimate the channels of all base stations by
means of an MMSE filter. Since this MMSE filter requires knowledge of the channels’
second-order moments, we proposed an estimation scheme in which a least-squares es-
timator produces initial channel estimates. With these initial channel estimates, the
second-order channel statistics can be estimated, and these estimates are finally used in
the MMSE filter. The MMSE channel estimates obtained with this scheme were observed
to be quite accurate, except in some cases for weak base stations. In order to enhance the
channel estimation performance for the weak base stations, we proposed to recursively
apply the MMSE estimator within a successive interference cancellation loop. This novel
successwe cancellation MMSE (SC-MMSE) channel estimator showed slightly improved
performance. We were able to achieve a normalised channel estimation MSE of around
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e —5dB down to an SINR of —22dB in the pedestrian environment;

e —22dB (for channel A) and —15dB (for channel B) down to an SINR of —20dB in
the indoor environment.

For the data detection stage (Chapter 6), we first developed a signal model where
the received chips of a whole timeslot are given as functions of the input symbols. Based
on this model, a space-time MMSE equaliser was derived in a straightforward way. Be-
cause knowledge of the presence of data channels and their respective amplitudes is not
available, the correlation matrix of the received signal (which is required by the MMSE
equaliser) is unknown. Although reformulation of the model into an equivalent vector-
valued stationary process enabled a sample-mean estimation of the correlation matrix,
simulations showed that the achieved estimation accuracy is quite poor. Instead of esti-
mating the correlation matrix, we hence proposed to explicitly calculate it by detecting
the presence of data channels and estimating their respective amplitudes. Since this works
best for the strongest base station, we proposed a decision feedback structure where in
each round only the correlation matrix of the strongest base station is calculated. The cor-
responding BCH data can then be detected by means of a conventional space-time MMSE
filter (termed DFB/MMSE receiver). Replacing this MMSE filter by a decision feedback
receiver (DFB/DFB receiver) additionally yielded small performance gains. Simulation
results demonstrated that satisfactory detection scores can be achieved down to an SINR
of

e —18dB in the pedestrian environment;

e —17dB in the indoor environment.

Finally, we combined the three stages of synchronisation, channel estimation, and data,
detection to one overall system and conducted simulations to study the influence of
nonideal synchronisation and channel estimation on the performance of the BCH detection
stage (Chapter 7). For these simulations, we selected the best methods of every stage,
which are the heuristic space-time detector for synchronisation, the SC-MMSE estimator
with ML midamble estimation for channel estimation, and the decision feedback detector
with a decision feedback equaliser for each base station (DFB/DFB receiver) for data
detection. In the indoor environment, because of the high accuracy of synchronisation
and channel estimation, the detection scores were very close to the ideal case for almost
all base stations down to the weakest ones. In the pedestrian environment, however, the
effects of inaccurate channel estimates became obvious and the performance degraded
compared to the ideal case. Overall, satisfactory detection scores were achieved down to
an SINR of

e —14dB in the pedestrian environment;

e —17dB in the indoor environment.
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8.2 Conclusions and Suggestions for Future Research

We finally provide some conclusions and suggestions for possible improvements of the
receiver techniques presented in this thesis. OQur simulations showed that the performance
of the synchronisation stage was satisfactory in almost all situations, as long as we could
average over eight frames or more. Also channel estimation accuracy was high in the
indoor environment and for the strongest base stations in the pedestrian environment. For
the weaker base stations in the pedestrian environment, however, we observed a significant
degradation of channel estimation performance. Since the least-squares channel estimates
were quite poor for the weak base stations, the corresponding estimates of the second-
order channel statistics were not very accurate either. One possibility to obtain improved
estimates of the channel statistics is to use the final SC-MMSE channel estimates instead
of the least-squares estimates to compute them. Re-performing the whole SC-MMSE
algorithm with these improved estimates of the second-order channel statistics can be
expected to yield enhanced channel estimation performance for the weaker base stations.

Regarding the data detection stage, we saw that the performance was very sensitive
to equally powered base stations. This sensitivity can possibly be reduced by includ-
ing multiuser processing in every stage of the decision feedback structure, similarly as
in group-wise interference cancellation [JR98]. Furthermore, we observed that channel
estimation accuracies of —16dB to —20dB are needed for satisfactory detection perfor-
mance; with an accuracy level of —10dB, a loss in detection score of around 20 % has to
be expected. A possible way to improve this situation is to incorporate channel estimation
in the detection stage. After the data of the strongest base station has been detected,
the content of the whole timeslot—instead of just the midamble—could be used for re-
estimating the channel impulse response of the strongest base station. This results in an
increased training sequence length, which should improve channel estimation accuracy.
On the other hand, if we use the detected data as training information, decision errors
(that will occur especially for the data channels, where error correction cannot be applied)
will impair channel estimation performance. It is as yet unclear which one of these two
contradictory effects has a stronger influence on the performance of channel estimation
and, in turn, data detection.

Considering the significant difference in receiver performance between the pedestrian
environment and the indoor environment, the strong influence of the channel model be-
comes obvious. Especially when selecting a “suitable” algorithm, the resulting choice will
heavily depend on the considered simulation model. For instance, if the monitoring device
were used only in indoor environments, the spatial synchronisation algorithm and basic
midamble estimation algorithm would be sufficient. For the sake of comparability, we
used the rather simple ETSI models [ETS98] in this work, but as more and more (also
directional) measurements are being conducted, it would be interesting to compare our
conclusions with those obtained with more advanced channel models (e.g. those described
in [Ste01]).

It was seen that for data detection with ideal knowledge of the channel, longer channels
are advantageous because they offer higher diversity. Unfortunately, this advantage is
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diminished by the detrimental effects of larger channel estimation errors. This shows that
great care has to be taken when analysing the performance of a given communication
system assuming ideal channel knowledge. In order to exploit all the benefits offered by a
space-time system, significant efforts must be dedicated to the development of a powerful
channel estimation scheme.
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Appendix A

List of Acronyms

| Acronym || Description ]
ANTIUM || advanced network radio identification equipment for universal mobile
communications
APS azimuth power spectrum
AWGN additive white Gaussian noise
BCH broadcast channel
BER bit error rate
BS base station
cdf cumulative density function
CDMA code division multiple access
CG code group
CPU central processing unit
CRC cyclic redundancy check
CP chip period
CS code set
DAB digital audio broadcasting
DCD dispersive-channel detector
DFB decision feedback
DOA direction of arrival
DVB-T digital video broadcasting-terrestrial
ESPRIT estimation of signal parameters via rotational invariant techniques
EU european union
FDD frequency division duplex
FFT fast Fourier transform
GLRT generalised likelihood ratio test
GP guard period
GPRS general packet radio service
GPS global positioning system
GSM global system for mobile communications
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| Acronym™ || Description
HD hard disk
HST heuristic space-time
I/0 input/output
ISI intersymbol interference
IST information society technologies
LMS least mean square
LOS line of sight
LS least squares
MA midamble
ML maximum likelihood
MLSE maximum likelihood sequence estimator
MMSE minimum mean square error
MRC maximum ratio combining
MSE mean square error
MUSIC multiple signal classification
MVM minimum variance method
NLOS non line of sight
OVSF orthogonal variable spreading factor
PC personal computer
P-CCPCH || primary common control physical channel
pdf probability density function
QoS quality of service
QPSK quadrature phase-shift keying
RADAR radio detection and ranging
ROC receiver operating characteristics
SAGE space alternating generalized expectation maximization
SCH synchronisation channel
SC-MMSE || successive-cancellation MMSE
SF spreading factor
SFN system frame number
SNR signal-to-noise ratio
SINR signal-to-interference-and-noise ratio
ST space-time
STTD space-time transmit diversity
TDD time division duplex
TFCI transport format combination indicator
TPC transmit power control
TPS transmission parameter signalling
TTI transmission time interval
UMTS universal mobile telecommunications system
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