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Kurzfassung

Virtuelle Endoskopie ist eine Technik hohle Organe und anatomische Aush¨ohlungen mittels Methoden
der medizinischen 3D Visualisierung und Verfahren aus der Computergraphik zu erforschen. Virtuelle
Endoskopie ist eine vielversprechende Technik, welche die tats¨achliche Endoskopie verbessert, oder in
manchen Anwendungen sogar ersetzen kann. Endoskopie ist eine invasive und f¨ur den Patienten risikor-
eiche Methode. In den letzten Jahrzehnten erfolgte viel Forschungsarbeit in diesem Bereich. Diese Dis-
sertation reflektiert einen Teil dieser Forschung und im speziellen die Untersuchung von Visualisierung-
stechniken f¨ur die virtuelle Endoskopie.

Die meisten Methoden der virtuellen Endoskopie simulieren das Verhalten echter Endoskopie. Der er-
ste Teil der Dissertation konzentriert sich auf die Betrachtung dieser Methoden und stellt die Struktur
eines solchen Systems vor. Ein Prototyp angelehnt an diese Struktur wird entwickelt. Ein zentrierter
Pfad innerhalb der Organe wird verwendet, um eine Kamera durch das Organ zu f¨uhren. Wir verbessern
einen existierenden Algorithmus, um den zentrierten Pfad durch das Organ zu finden. Zwei neue Tech-
niken werden beschrieben, um hochqualitative, perspektivische Darstellungen zu beschleunigen. Die
erste Methode ist eine neue Space-Leaping-Technik f¨ur Volumsdarstellungen. Die zweite Methode
nützt Hardware-Beschleunigung (VolumePro) zur orthographische Volumsdarstellung, um perspektivis-
che Volumsdarstellungen zu erzeugen.

Simulationen von wirklicher Endoskopie ist in vielen Anwendungen nicht die am besten geeignete
Visualisierungs-technik. Eine Endoskopie ist an gewisse physikalische Beschr¨ankungen gebunden,
welche für die virtuelle Endoskopie nicht gelten. Der zweite Teil der Dissertation pr¨asentiert zwei Tech-
niken, welche den Dickdarm virtuell entfalten, um die Oberfl¨ache zu untersuchen, und Polypen ent-
decken zu k¨onnen. Wir konzentrieren uns auf den Dickdarm, obwohl diese Techniken auch f¨ur andere
Organe einsetzbar sind.

Die erste Technik entfaltet den Dickdarm lokal und erzeugt eine animierte Abfolge von aufeinander-
folgenden entfalteten Regionen. Die Bilder werden mittels einer Projektionstechnik erzeugt, welche
dem Mediziner die Visualisierung eines Großteils der Oberfl¨ache erlauben. Diese Methode erlaubt es
Polypen einfach zu erkennen, welche aus dem Blickwinkel einer Endoskopie von Falten verdeckt, oder
schwer zu lokalisieren w¨aren. Der Nachteil der lokalen Dickdarmentfaltung ist die Notwendigkeit die
Untersuchung anhand eines Films durchf¨uhren zu m¨ussen, um die gesamte Oberfl¨ache zu visualisieren.

Die zweite Technik — Nonlinear Colon Unfolding — erlaubt dem Mediziner in einer einzelnen Darstel-
lung die Oberfläche des Organs zu untersuchen und m¨oglichst viel Information darzustellen. Man erh¨alt
ein einzelnes Bild des vollst¨andig entfalteten Dickdarms. Auf diese Weise k¨onnen problembehaftete
Bereiche schnell identifiziert und anschließend genauer untersucht werden.

Um die Anwendbarkeit zu zeigen wurde jede Technik wurde an mehreren Datens¨atzen getestet. Jedoch
sind diese Tests nicht ausreichend, um die Methoden bereits in einem klinischen Umfeld einsetzen zu
können. Die Resultate zeigen jedoch das Potential der entwickelten Methoden auf.
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Abstract

Virtual Endoscopy is a technique to explore hollow organs and anatomical cavities using 3D medical
imaging and computer graphics. Virtual Endoscopy turns out to be a promising technique to improve,
or even in some procedures substitute, real endoscopy. A real endoscopy is invasive and usually implies
some risk for the patient. In the last decades, much research has been done in this field. This thesis reflects
a piece of this research concentrated on investigating visualization techniques for virtual endoscopy.

Most common methods in virtual endoscopy simulate the behavior of a real endoscope. In the first
part of this thesis, we concentrate on studying these methods and present a general framework for such
a system. We develop a prototype according to this framework. A central path of the organ is used
to move the camera through the organ. We improve an existing algorithm to find the central path of
the organ. We describe two new techniques to accelerate high quality perspective volume rendering.
The first method is a new space leaping acceleration technique for ray casting. The second method
uses hardware acceleration (i.e., VolumePro) of orthographic volume rendering to generate perspective
volume rendering.

Simulating a real endoscopy is not the most suitable visualization technique in many endoscopy proce-
dures. A real endoscopy is restricted due to physical limitations that a virtual endoscopy does not have.
The second part of the thesis presents two techniques which virtually unfold the colon to inspect its sur-
face and detect polyps. We concentrate on the colon although these techniques could be used with other
organs too.

The first technique, locally unfolds the colon and generates an animation sequence from consecutive
unfolded regions. The images are generated with a projection technique that allows the physician to
visualize most of the surface, and to easily recognize polyps that in an endoscopic view would be hidden
by folds or would be hard to localize. The drawback of the local colon unfolding is that the physician
has to inspect a video to be able to visualize the whole surface.

The goal of the second technique, nonlinear colon unfolding, is to enable the physician to inspect and get
as much information as possible of the inner organ surface at a first glance. It obtains a single image of
the complete unfolded colon. In this way, the problematic areas can be identified quickly and inspected
later in more detail.

Every technique have been tested with several data sets to show their feasibility. Although, these tests
are not enough to use the methods in the clinical environment, the results show their potential to achieve
such an state.
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Chapter 1

Introduction

Faith is to believe what you do not see; the reward of this faith is to see what you
believe.

Saint Augustine (354 - 430)

1.1 Scientific Visualization

”A picture is worth a thousand words.” This common expression symbolizes the extraordinary ability
of the human mind to extract information through visual stimulation. Illustrations and drawings are
an established didactic technique. Aristotle (384-322 B.C.) already drew figures to teach geometry.
Leonardo Da Vinci (1452-1519) sketched fluid flows to be able to understand their behavior. Andreas
Vesalius (1514-1564), one of the pioneers in the study of human anatomy, mentioned that the only way
to really learn anatomy was visually. His atlases [Vesa43] communicated his idea that you must actually
see to learn. Vesalius supported his theory, using pictures which showed what no text could explain (see
figure1.1).

In the last decades, technology has allowed scientific researchers to do simulations and computations that
in previous times were impossible. These computations generate a huge amount of numerical data which
is not the best way for humans to understand them. New algorithms and techniques had to be explored,
since existing techniques were not enough to represent those complex results. Scientific Visualization
has become the union of complex computations and computer graphics to help researchers to better
understand complex structures in a meaningful way. With computer graphics, you can take the data and
represent it in three dimensions. You can travel through the objects and represent multidimensional data
in various ways. You are able to observe the beauty and complicated behavior of mathematical models
like fractals. ”Scientific Visualization is the art of making the unseen visible” (Clifford Pickover).

The birth of Scientific Visualization as a discipline is usually placed with the publication of the 1987
Report of the National Science Foundation’s (NSF’s) Advisory Panel on Graphics, Image Processing
and Workstations. The report contained the term ”Visualization in Scientific Computing”, which was
later shortened to ”Scientific Visualization”. Visualization was seen as having the potential for fostering
important scientific breakthroughs [Rose94].
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Figure 1.1: Two pages of theDe Humani Corporis Fabricafrom Vesalius, where the veins of the body
are illustrated [Vesa43]

Scientific Visualization techniques can be divided in different branches depending on the data to visual-
ize. Some of the branches are the visualization of medical data, flow dynamics, geographic information,
biological microscopic data, molecules, large-scale data and architectural data.

This thesis is concerned with Medical Visualization which deals with visualizing human anatomy from
real human data.

1.2 Medical Visualization

In previous time, the only way to look inside the body was by dissection, irrespective whether the goal
was diagnostic or educational. As Vesalius said, ”to learn anatomy it is necessary to see it.” A usual
anatomy lesson in the seventeenth century can be seen in Rembrandt’s famous painting ”The anatomy
lesson of Dr. Nicolaes Tulp” (see figure1.2). Doctor Tulp needed a real dissection of a corpse to teach
the students the human internal organs.

Nowadays, this is not necessary anymore. We can look at the internal part of a body without the need of
dissection, thanks to the evolution of 3D medical imaging techniques (i.e., 3D scanners) combined with
computer graphics.

3D scanners measure the physical properties of an object at determined locations (i.e., by sampling). The
measured locations are usually distributed over a regular grid. The spacing of the samples taken is called
spatial resolution.
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Figure 1.2: Rembrandt Harmenszoon van Rijn (1606-1669) ”The anatomy lesson of Dr. Nicolaes Tulp”

3D scanners are classified depending on the acquisition technology and physical principles they are based
on:

Computer Tomography (CT) was the first 3D imaging technique. It consists of projecting X-rays
through transversal cuts of the body (i.e., slices). The radiation that penetrates the body is mea-
sured by an array of detectors that are able to see the beam at a particular orientation. For each
slice, the X-ray tube rotates around the slice and several beams are measured. Then an image is
generated by using the different measurements. The technique to reconstruct the image from these
measurements is called back projection.

Moving the scanner along the body, we can obtain a stack of 2D slices of a part of the human body
(see figure1.3).

Since CT is based on X-rays, each slice image encodes the tissues impermeability to X-rays. One
disadvantage of this method is that it charges the patient with a dose of irradiation and this limits
the quality of the results.

Magnetic Resonance Imaging (MRI) can selectively measure different soft tissue characteristics, but it
is also one of the most complicated imaging modalities techniques. This technique is based on the
high sensitivity of the hydrogen protons to align with a magnetic field. In the alignment, the protons
tend to fluctuate about a magnetic field. This resonant oscillation is called magnetic resonance. By
applying short radio frequency (RF) pulses to a specific anatomical slice, the protons in the slice
absorb energy at this resonant frequency causing them to spin perpendicularly to the magnetic

3



field. As the protons relax back into alignment with the magnetic field, a signal is received by a RF
coil. This signal is processed by a computer to produce images of the anatomical area of interest.
Since the tissues have different hydrogen atom densities, they generate energy at different levels.
Depending on the type of RF pulse sequence used, different tissue characteristics can be measured.
Furthermore, MRI has the advantage over CT of the absence of irradiation.

Emission-Computed Tomography does not measure anatomy, as CT and MRI, but body functions like
metabolism. There are basically to methods: PET (Positron Emission Tomography) and SPECT
(Single Photon Emission Computer Tomography). Radioactive components are introduced into
the body, which react with the body tissues producing gamma rays. These rays are picked up by a
receiver and translated into an image. This technique can be used to detect the unusual metabolic
activities that take place in growing tumors or to image the flow of blood through coronary arteries.

Ultrasound scanners use high-frequency sound waves (1MHz-20MHz) to visualize internal structures
of the body. These sound frequencies interact with the tissues and their resulting echoes are used
to create the images. Ultrasound is used to assess fetal development, blood flow, the heart and
vascular system. The resulting images suffer from a high level of noise.

Figure 1.3: 2D slices result of a computer tomography of a head

4



The acquisition techniques presented provide different information which in most of the cases has to be
combined to get a meaningful result.

The 3D scanners provide 3D volumetric data. In the case of MRI, CT and PET or SPECT the result is
a stack of 2D slices, or a set of cross-section images of the body. Nowadays, radiologists are trained to
look at 2D images and do a mental reconstruction of the 3D organs. Although the ability of radiologists
to perform such a task is amazingly high, in some cases this reconstruction is too difficult and even
impossible for the human brain (e.g., in case of blood vessels).

The 2D slices can be aligned and stacked to produce a so-called 3D image or volume data. The volume
data is represented by the regular grid formed by the locations at which the scanner sampled the object.
This volume data can be visualized directly obtaining a 3D projection of the organ.

Medical visualization is concerned with the visualization of volume data obtained from 3D medical
imaging techniques. In the next chapter, we describe the most common techniques to visualize volume
data (i.e., Volume rendering techniques ).

Usually, visualization techniques are based on the requirements of the application where it should be
used. In this work, we concentrate on techniques to be used in virtual endoscopy.

a) b)

Figure 1.4:a) Real endoscope system.b) Image of the lumen of the trachea captured by a real endoscope.

1.3 Virtual Endoscopy

In a medical environment, an endoscopy is a procedure where an endoscope (i.e., a slender tubular optical
instrument; see figure1.4) is used for examining the interior of a body cavity or hollow organ through
natural orifices or small incisions. Electronic endoscopes use a video chip and strobe light mounted to
that tube, to capture an image which is then displayed on a video monitor. This procedure is applied for
diagnostic as well as for surgery purposes. Endoscopy is uncomfortable for the patient and sedation and
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anaesthesia may be necessary. Furthermore, it involves a degree of risk for the patient since it can cause
perforation, infection and hemorrhage.

Virtual endoscopy is a promising new technique to explore hollow organs and anatomical cavities using
3D medical imaging and computer graphics (i.e., medical computer visualization techniques). The fields
of application of virtual endoscopy are manifold.

• Non-invasive diagnostic endoscopy (e.g., colonoscopy) avoids the risks associated with real
endoscopy.

• Virtual endoscopy can be used for educational purposes like endoscopists training (e.g., sinus
surgery).

• A special field of application is the usage of virtual endoscopy for surgery planning.

Furthermore, virtual endoscopy does not suffer from some limitations that real endoscopy procedures
have. Special parts of the human body, which are impossible to access with a real endoscope (e.g., blood
vessels, thoracic aorta) can be investigated with virtual endoscopy. Endoscopes display only the inner
surface of hollow organs and yield no information about the anatomy within or beyond the wall which
can be visualized in virtual endoscopy (see figure1.4b). Moreover, new visualization techniques can be
developed which do not simulate an endoscopic view and achieve more meaningful information.

On the other hand, virtual endoscopy is limited to visualize the information that is captured by 3D
medical imaging techniques. This implies that virtual endoscopy cannot visualize real colors which in
some cases is necessary to determine whether a polyp can develop in malignancies.

1.4 Thesis overview

This thesis concentrates on visualization techniques for virtual endoscopy, mainly for diagnosis purposes.
However, some of the results can be used in a more general scope.

In chapter2, the basic concepts about volume rendering, which is the basic visualization technique used
for 3D medical data, are described.

The thesis is then divided into two parts. The first part contains the description of a virtual endoscopy
system whose goal is to simulate a real endoscopic view. Chapter3 presents a general framework of a
virtual endoscopy system with all the required modules. This thesis deals with two specific modules of
this system: navigation and rendering. In chapter4, we present a method for finding the central path of
an organ which is used during navigation. Chapters5 and6 propose two new techniques to accelerate
high quality perspective volume rendering.

The second part of the thesis concentrates on new visualization techniques which try to overcome the
limitations of a real endoscopy for some procedures and use the flexibility of the virtual manipulation of
objects. These methods give a more adequate visualization than a real endoscopic view would provide.
The main idea is to unfold the organ. In this way, physicians can explore the surface of the organ where
polyps can be detected in a more adequate way. In chapters8 and9, two new methods to visualize
unfolded organs are presented.

Finally, conclusions derived from the work presented in this thesis are discussed in chapter10.

6



Chapter 2

Volume Rendering

The difficulty lies not in the new ideas, but in escaping the old ones, which ramify, for
those brought up as most of us have been, into every corner of our minds.

John Maynard Keynes (1883-1946)

2.1 Introduction

Volume rendering concerns all possible projection or visualization techniques that are used to inspect
volume data.

As we have mentioned before, one of the main sources of volume data is 3D medical imaging. Neverthe-
less, it is not the only source, and medicine is neither the only application where volume rendering can
be used. For educational proposes, it is acceptable to cut the original object in slices and take pictures
producing a volume data. An example is the data set of the Visible Human Project [Vis86]. In mi-
croscopic analysis, confocal microscopes produce high-resolution optical slices of microscopic objects.
Geoseismic data is also volumetric data which is used, for example, in oil exploration by finding the
correct location where to drill. Physical simulations of fluid dynamics also produce volume data for the
visualization of the fluid behavior. There are many more applications and acquisition techniques besides
the ones mentioned above where volume-data visualization techniques are used.

Depending on the source, volume data might be given on a cartesian rectilinear grid, or on a curvilinear
grid, or maybe even completely unstructured. Depending on the grid structure different visualization
algorithms exist. In this thesis, we concentrate on data coming from 3D medical imaging. This means, we
deal with visualization techniques for cartesian rectilinear grids (see figure2.1). The grids are isotropic if
the distance between consecutive samples is constant for all dimensions. Otherwise they are anisotropic
grids.

Volume data represented by a cartesian rectilinear grid is a three-dimensional array of data elements.
For volume data, each data element is called a voxel (volume element). A digital 2D picture is a two-
dimensional array of data elements. Each data element is called pixel (picture element) and represents
the measurement of a physical property at a defined location (e.g., intensity or color). Volume data can
be seen as a 3D image and a voxel as a 3D extension of a pixel. From this follows that several algorithms
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Figure 2.1:a) Stack of 2D slices which will generate the 3D volume data represented by a cartesian
rectilinear grid.b) Regular grid structure of volume data illustrating the concept of voxel and cell.

used in image processing for 2D images have been extended to 3D and have been used for volume data
manipulations [Lohm98].

Literature does not agree on the definition of a voxel. In this thesis, a voxel is the minimal division of a
3D image (i.e., volume data). A voxel is represented by a cuboid whose value is constant in its volume.
The center of a voxel corresponds with a sample point position (see figure2.1). A cell is defined as the
cuboid whose vertices correspond with neighboring sample points.

2.2 Classification of Volume Rendering Techniques

Through the last decades, a large number of techniques to visualize volume data has been proposed. The
criteria by which these techniques could be classified are also diverse. One possible classification is to
group the techniques according to the dimensionality of the geometric entities that are visualized: lines
(1D), surfaces (2D) and volume data (3D).

Since usually 3D scanners produce a collection of 2D slices, one of the first visualization methods con-
sisted of extracting contours within each slice. The contours are obtained by segmentation (e.g., manual
or thresholding) of the desired object and finally visualized in 3D. It is obvious that the quality of such
a visualization is considerably low, and it is difficult to obtain relevant information from such an image
(see figure2.2a).

One step further resulted in the visualization of surfaces. Various algorithms were created to approximate
the surface by polygons (i.e., triangles or squares) defined between the contours. These methods are
called tiling algorithms. Various algorithms and criteria were proposed to obtain the optimal surface
between the contours [Kepp75, Fuch77]. Tiling algorithms suffer from not being able to guarantee
a generally correct surface model. This occurs in areas where branching appear or elements of the
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Figure 2.2: Examples of volume visualization according to the dimensionality of the entities that are
visualized:a) (1D) contour lines,b) (2D) surface obtained with the marching cubes algorithmc) (3D)
direct volume rendering.

structure start or terminate. Due to ambiguities in the association of contours, these algorithms cannot
execute completely automatically.

Other researchers [Artz81, Udup83] proposed the so called cuberille model to solve the topological
ambiguities of tiling algorithms. This model is based on the assumption that the elements that belong to
an object must be connected. The algorithm based on the cuberille model extracts the surface formed by
the faces of the cells that constitute the connected surface of the object.

The most popular algorithm for surface extraction was presented later on under the name of marching
cubes algorithm [Lore87]. The polygonal surface obtained from the algorithm is an approximation of
an isosurface. An isosurface is an implicit surface defined by equationf (x, y,z) = T , where f (x, y,z)
represents the continuous function sampled by the volume data, andT is a threshold value which defines
the isosurface. The algorithm goes through each cell and checks whether part of the isosurface is found
within the cell. This can easily be checked by looking at the values of the eight vertices of a cell.

If some of the values of the vertices are bellow the value ofT and some are aboveT , then the surface
crosses the cell, since we supposef to be continuous. Afterwards, usually by means of interpolation,
the cell-surface intersection points are detected, and the points are joint forming triangles. There are 256
possible configurations of a cell, which are reduced by symmetries to 15 patterns. This fact simplifies the
algorithm into looking for the cell pattern in a lookup table and then defining the triangles using linear
interpolation between the vertices of the cell. An example of such a surface can be seen in figure2.2b.
The initial marching cubes algorithm can lead to ambiguities and erroneous holes in the surface. Several
authors proposed solutions to these ambiguities [Bloo88, Niel91, Ning93].

Using one of the previous methods, we obtain a polygonal surface that can easily be rendered with any
of the standard graphics hardware and software tools available. This allows an easy and fast rendering
of the object. The speed depends on the number of polygonal primitives that are generated. Marching
cubes usually generates a large amount of polygons. This is also a problem for interactive rendering.
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Decimation and simplification algorithms for polygonal meshes can be used to achieve fast renderings
of such data at the cost of accuracy.

Another group of algorithms, which we will call binary direct volume rendering algorithms, do not
generate a polygonal model of the surfaces of the object to visualize. However, they deal with the objects
of the volume as if they were just surfaces. The important point is to be able to detect the ray surface
intersection as precise as possible. There are mainly two possibilities to define the surface: the volume
is segmented and the voxels are labelled according to which object they belong to, or it is determined the
intersection point of the isosurfaces with each viewing ray.

The methods mentioned until now reduce the dimensionality of the volume data from 3D to 2D (i.e.,
surface rendering) before the data is projected to the image. This means that a lot of information is
lost during this reduction. Furthermore, there are objects whose surface cannot be easily defined (e.g.,
tumors) since the value of the object changes along its surface. Therefore, threshold-based algorithms,
like marching cubes, fail. This brings us to the last category of techniques which directly project the 3D
volume data to the image without the extraction of any intermediate structure (see figure2.2c).

These visualization techniques, called direct volume rendering, are explained in more detail in the re-
mainder of this chapter, since they are of major concern for this thesis. These techniques consider the
volume data as a discretization of a continuous function defined byf (x, y,z). With interpolation, this
function is reconstructed from the sampled data (i.e., volume data) for all points in the space within the
volume.

As has been mentioned before, 3D scanners measure some physical properties which do not correspond
to optical properties needed in a visualization, like color or opacity. Usually in direct volume rendering,
a function which maps the properties of the volume data to optical properties is necessary. The optical
properties that are defined by this function depend on the optical model used for the visualization. The
most common optical models will be described in section2.4.

To compute an image, the effect of the optical properties must be integrated along each viewing ray.
This integration can be done in several ways which produce different visualization algorithms for direct
volume rendering.

Although allowing high quality renderings, direct volume rendering has the disadvantage of being com-
putationally expensive. As a consequence, several acceleration techniques in software and hardware have
been proposed in the last decades. The most common techniques are described in section2.8.

2.3 Reconstruction

Volume data is considered to be a rectangular grid resulting from sampling a continuous functions
f (x, y,z) using one of the acquisition techniques presented in chapter1. A value of the measured
property is determined for each vertex of the grid. Usually, volume visualization algorithms need to be
able to have values of the functionf at any point of space. It is usual that the calculation of first, second
or higher order derivatives is also necessary. To reconstruct the functionf , interpolation is used rather
than approximation.

The most common interpolation filters for function reconstruction are nearest neighbor interpolation and
trilinear interpolation. Nearest neighbor is fast but inaccurate, while trilinear interpolation is considered
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accurate enough but slow to compute. More sophisticated reconstruction filters have been proposed by
different authors [Mars94, Mitc88, Möll97b, Theu00]. The main disadvantage of these reconstruction
filters is that quality is achieved at the cost of computational complexity.

Usually, there is also a need of reconstruction of higher order derivatives. The gradient vector, which is
based on the first derivative, is interpreted as the normal to the isosurface that passes through a point.
The gradient is used as the surface normal in the shading models and can highly influence the quality
of the results. The most commonly used gradient estimation is central differences, since it has a low
computational cost. However, the quality of such a technique is quite low too. Other quite simple fil-
ters (e.g., Sobel filters) are also commonly used when better quality results are required with reasonable
speed. Like in function reconstruction, more complex filters for gradient estimation have been stud-
ied [Möll97b]. The gradient filters compute the value of the gradient in grid vertices. Therefore, they
must be combined with some interpolation filters in order to be able to estimate the gradient in any point
of the volume [Möll97a].

In binary direct volume rendering of labelled volume data the previous schemes cannot be used. Recon-
structing directly from labelled volume data produces staircase artifacts. Several techniques have been
proposed to achieve smooth surface visualizations of labelled volume data [Gibs98, Tied98, Neum00].

2.4 Optical Models

In volume rendering, realism is not as important as obtaining meaningful information. However, images
that resemble reality help to interpret the scene, since they are similar to what the observer is used to
see. To resemble reality, it is important to define how the light interacts with the media that are going
to be rendered. In the case of surface based volume rendering, the optical model used is the same that
has been used and proposed for common computer graphics rendering. Usually, Lambert or Phong
local illumination models are used. Global illumination models have also been proposed for volume
data [Yage92a].

The previous models deal with the visualization of objects which are made up just from surfaces. Another
widely used model which was introduced by Blinn [Blin82] and extended by Kajiya [Kaji84] sees the
volume as a jelly mass formed by different types of particles which differently affect the light passing
through differently. The models differ in the level of realism by modelling absorption, emission and/or
scattering of light [Max95]. This model is expressed in the so called Volume Rendering Integral (VRI).

The simplest model is a medium containing particles which absorb incoming light and do not emit or
scatter light. Given a ray traced from the view point, the absorption model is expressed by the following
equation:

I (s) = I0 e−∫ s
0 τ (t)dt

whereτ(t) is the extinction coefficient defining the rate of light that is occluded per unit length due to
absorption of light.e−∫ s

0 τ (t)dt corresponds with the transparency of the material between 0 ands. We
will express this transparency asT(s). I (s) is the light intensity at distances and I0 is the background
intensity whens = 0 (i.e., when the ray enters the volume).
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Figure 2.3: Transfer function definition mapping the scalar values of the volume represented by its
histogram to color and opacity values. The method is the method presented by K¨onig et al. [Cast98]

It can also be that the medium adds light to the ray by emission or reflection of external illumination.
The model is expressed as follows:

I (s) = I0 +
∫ s

0
g(t)dt

whereg(t) is the source term which contains the intensity emitted and reflected per unit length;g(t) =
C(t)τ (t) whereC(t) corresponds with the intensity per unit projected area of each particle. If our model
includes both emission and absorption, it is represented by the following equation:

I (D) = I0T(D)+
∫ D

0
g(s)e−∫ D

s τ (t)dtds (2.1)

The functiong(s) can include local illumination models like the Lambert or Phong model. This would
represent a special case of a general single-scattering term. This is often used, since it produces the visual
effect of shaded contours or surfaces. However, these shading effects are unrealistic since they ignore
the transparency of the volume data between the light and the shaded point.

Models for realistic single-scattering (i.e., just one reflection event from the illumination ray to the ob-
server) and multi-scattering in a particular medium have also been proposed [Max95, Dach00, Sobi94].
These methods are less often used due to their complexity.

2.5 Transfer Functions

To be able to apply an optical model to a volume, it is necessary that the values of its properties are defined
for each point within the volume. The volume is constituted by scalar or vector value which define some
physical properties at each location. Usually, these properties do not correspond with optical properties
like color, opacity or intensity. The function that maps these properties to optical properties is called
transfer function.

How to define a transfer function in order to generate meaningful results is a common problem in volume
rendering [Pfis01]. Determining a function depends on many parameters, and it is difficult to predict the
results of modifications in the parameters, partly due to the nonlinearity of the VRI.

The most common transfer function maps the scalar values of the volume, using its histogram, directly to
color and opacity values [Köni01] (see figure2.3). More sophisticated transfer functions map the spatial
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domain combined with the scalar values and their derivatives [Kind98]. This gives a high dimensional
problem. Therefore, the definition of a transfer function to obtain desired visualization results is far from
trivial.

t1t2
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Figure 2.4: Ray sampling to numerically approximate the VRI;gi is the light intensity emitted at a
sample point andti represents its transparency.

2.6 Compositing

In section2.4, we defined the Volume Rendering Integral (VRI) as a continuous integral that should be
evaluated along each viewing ray. To evaluate the VRI, it is necessary to use numerical approximation.
The numerical approximation of equation2.1using the Riemman sum is:

I (D) ≈ I0

n∏
i=1

ti +
n∑

i=1

gi

n∏
j =i+1

t j

This equation is computed by sampling the viewing ray and accumulating the intensity values incremen-
tally (see figure2.4). The values ofti and gi are determined by the reconstruction filter, the transfer
function and the illumination model. There are two incremental ways to accumulate the values: back-
to-front and front-to-back compositing. The difference between them is the direction in which the ray is
traversed to accumulate the values.

The following pseudo code represents both back-to-front and front-to-back compositing.

FRONT-TO-BACK COMPOSITING BACK-TO-FRONT COMPOSITING
I = 0 I = I0

T = 1 for(i = 1; i ≤ n; ++ i) {
i = n I=t [i ] ∗ I + g[i ]
while (T > SmallT and i ≥ 1 ) { }

T = T ∗ t [i ]
I = I + T ∗ g[i ]
i = i −1

}
I =I + T ∗ I0
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Back-to-front compositing is a bit simpler than front-to-back compositing. The advantage of using front-
to-back compositing is that when the transparency accumulated along the ray is low enough (i.e., the ray
portion is already almost opaque), the algorithm can stop (i.e., early ray termination).

The sampling step-size along a ray determines the quality of the approximation of the continuous integral.

The presented compositing is not the only possibility. There are other operators that can be used, like the
maximum intensity projection (MIP). MIP takes as a value the highest within a ray. This method is used
in cases where the structures to visualize have the maximum scalar value of the volume. An example
is angiography where the contrast medium injected into the vessels corresponds to the highest value of
densities.

2.7 Direct Volume Rendering Methods

From the initial direct volume rendering algorithms [Levo88] until recent ones, many different methods
have been proposed. In this section, we shortly present and classify the most important ones.

One classification concerns the order in which the shading and the reconstruction are applied: pre-
classification and post-classification. Pre-classification means that the optical properties are assigned to
each voxel, and afterwards the values of the optical properties are reconstructed to assign colors to the
points sampled through the ray. Post-classification means that values are reconstructed in the volume
properties domain. For each sample point the reconstructed value is calculated and its optical properties
are obtained applying the transfer function to this value. A correspondence can be seen between these two
methods and classical shading models. Phong shading corresponds to post-classification and Gouraud
shading corresponds to pre-classification.

Another typical classification criterion of the viewing algorithms, not just in volume rendering but in
common computer graphics in general, is the space in which the algorithm works. In this way, we can
distinguish between image space (e.g., ray casting) and object-space algorithms (e.g., Z-buffer).

2.7.1 Image-Space Methods

Image-space algorithms are also called backward viewing algorithms. These techniques trace rays from
the image plane which are sampled and the intensities are composed using front-to-back or back-to-
front compositing. The most common algorithms are called ray casting or ray tracing algorithms which
correspond to the algorithms with the same name used in traditional computer graphics.

2.7.2 Object-Space Methods

Object-space methods, or forward viewing algorithms, project the voxels onto the screen instead of
casting rays.

One of the methods consists of using the Z-buffer algorithm. However, this algorithm is very inefficient
and does not allow the implementation of semitransparent objects, since the voxels are projected in an
arbitrary order, and compositing is not a linear function.
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Another technique consists of pre-sorting the voxels according to the distance to the observer. The voxels
are projected afterwards to the screen in a back-to-front or front-to-back manner using the painter’s
algorithm. This method allows semitransparent objects since the composite values can be calculated
incrementally.

The image quality of these algorithms is low if the voxel interdistance is larger than the distance between
pixels. One well known method to solve this problem is splatting [West90].

In the splatting algorithm, each voxel is projected to the screen, as if a snow ball, i.e., a radial symmetric
interpolation kernel, would be thrown from the voxel position in the direction of the ray. The voxel den-
sity is spread to neighboring pixels based on a pre-calculated 2D footprint or splat (i.e., the projection of
the interpolation kernel). These values are composed with the values in the image. The original splat-
ting algorithm uses pre-classification which produces a blurring effect. M¨uller et al. [Müll99] present a
technique to perform splatting without blur, where post-classification is used. The bottleneck concerning
time is that each voxel must be convolved with a 2D footprint.

2.7.3 Hybrid and other Methods

The shear-warp algorithm presented by Lacroute and Levoy [Lacr94] is an hybrid between image and
object-space algorithms. It is recognized as the fastest software renderer until now. The algorithm is
based on the shear-warp factorization of the viewing matrix [Yage92b].

In the first step of the algorithm, a base plane is chosen such that it corresponds with the face of the
volume data that is most parallel to the viewing plane. Instead of tracing rays, the volume is divided
in slices parallel to the base plane. The slices are sheared according to the factorization of the viewing
matrix. Afterwards, the slices are projected to the base plane using a back-to-front or front-to-back
compositing. The projection is performed using bilinear interpolation. To accelerate the algorithm, the
volume is stored three times in run-length encoding along the major viewing directions. The 2D base-
plane image is then transformed to the image plane using a warp operation. To resample the image, 2D
texture mapping from common graphics hardware can be used. The use of bilinear interpolation results
in a degradation of the image quality. Thus, it can result in a very low image quality, if the resolution of
the final image is significantly bigger than the volume resolution.

Fourier volume rendering is a volume rendering algorithm which was proposed independently by Dune et
al. [Dune90] and Malzbender [Malz93]. This method makes use of the Fourier projection-slice theorem
which states that the inverse transform of a slice from the frequency domain representation of a volume
yields a projection of the volume in a direction perpendicular to the slice. The first step of this method
is to convert the volume data to the frequency domain. For each view, a 2D slice is computed in the
frequency domain. Finally, the 2D slice is converted back to the spatial domain to obtain the projection
of the volume.

Fourier volume rendering can only produce attenuation-like images (e.g., X-Rays) [Tots93]. Its complex-
ity, however, isO(N2 logN) for an N3 sized volume in comparison toO(N3) of conventional methods.
Therefore, fourier volume rendering can be calculated much faster.
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2.8 Acceleration Techniques

Direct volume rendering is still a very time-consuming process and the cost is multiplied if we have
to generate more than one picture like in the generation of stereoscopic images or animations. Many
acceleration methods have been proposed over the last years [Mroz01, Cséb01]. We subdivide these
methods into software and hardware acceleration techniques.

2.8.1 Acceleration Techniques in Software

One of the most commonly used acceleration concept to avoid unnecessary calculations is coherence
[Gröl92]. Coherence may occur in several ways: e.g., homogeneous areas in voxel space or the similarity
of two consecutive images in an animation.

Pixel-Space Coherence

The acceleration techniques that use pixel space coherence assume that between two similarly shaded
pixels, only pixels with a similar color exist, and these pixels can be computed using interpolation.

One approach [Levo90b] generates an initial grid by casting a uniform but sparse grid of rays into the
volume data. The image is obtained by interpolating between the resulting colors, and resampling at the
screen resolution. Subsequent images are generated by discarding interpolated pixels, casting more rays.
Recursive subdivision based on color differences is used to concentrate these additional rays in regions
of high image complexity.

Object-Space Coherence

Object-space coherence tries to avoid over sampling in 3D regions having uniform or similar values.

Laur and Hanrahan [Laur91] present a technique based on a pyramidal volume representation to accel-
erate splatting. An octree is fit to a pyramid given a user supplied precision. The octree is then drawn
using a set of splats each scaled to match the size of the projected octree node. This allows a progressive
refinement of the image according to the desired tradeoff between quality and speed.

Danskin and Hanrahan [Dans92] propose a method that efficiently detects regions of low variation by
employing a pyramid of volumes that encodes the maximum and minimum voxel value in a neighborhood
and the distance between these values.

Several techniques avoid sampling in empty space, since empty space does not contribute to the final im-
age. These techniques are called space leaping techniques. The voxels that do not contribute to the final
image usually occupy connected regions. These voxels can be joined into macro regions or into hierar-
chical structures (e.g., pyramids and octrees [Levo90a]). A space leaping approach based on a distance
transform was introduced by Zuiderveld et al. [Zuid92]. The distance transform operation [Lohm98] is
applied to a binary volume (e.g., segmented volume) and its result is a distance map. A distance map is a
volume of the same size as the original volume which, for every background voxel, saves the distance to
the nearest object voxel. The distance map can be used to accelerate ray casting, increasing the distance
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between samples along a ray when there is empty space. Later on, the distance maps used for space
leaping were called proximity clouds [Yage93].

Sobierajski et al. [Sobi95] propose a polygon assisted ray casting for volume rendering. Their approach
generates a polygon bounding box from the faces of the cells that contains the external surface of the
object. The bounding box is rendered in Z-buffer graphics hardware. The Z-buffer is then used to quickly
identify the first voxel which contributes to the result image.

Lorang [Lora01] proposes a technique which efficiently index the volume and, therefore, speed up the
ray-casting algorithm.

Inter-Ray Coherence

Yagel and Kaufman [Yage92b] propose a method called template-based volume viewing. Parallel rays
are cast into the volume by repeating a sequence of steps specified by a discrete ray. This method
exploits the fact that in parallel projection, all the rays have the same slope. If all the rays have the same
form, there is no need to reactivate the discrete line algorithm (e.g., Bresenham) for every ray. The ray
templates are computed just once. The rays just differ in the exact initial position. Therefore a plane
parallel to one of the volume faces guarantees a complete and uniform tessellation of the volume. A
mapping from the base plane to the screen plane by warping is needed to achieve the correct image.

Frame-to-Frame Coherence

These acceleration techniques exploit the coherence between successive images in animations. For or-
thographic projection, Gudmundsson and Randen [Gudm90] present an algorithm which incrementally
reprojects the calculated pixels from one view to the next and just calculates in the areas where new
features could appear. These methods accelerate binary direct volume rendering. An improvement to the
approach is presented by Yagel and Shi [Yage93]. In their approach, not just the pixels’ color values are
saved, but also the coordinates of the first non-transparent voxel in the so-called C-buffer. Then, these
values are reprojected and the rays start at the position that corresponds to the reprojected coordinates.
Just a few rays need to be traced from the image plane. In this way, the frame-to-frame coherence is used
for space leaping techniques.

Brady et al. [Brad98, Brad97] present a method to accelerate perspective rendering using frame-to-frame
coherence. A two-phases rendering is presented. In the first phase, short ray segments are cast and the
composite color is computed for the small segments. The segments are divided in levels depending on
the distance to the viewer. In the second phase, the levels are composed to generate the final image. The
algorithm is based on the reuse of phase one for small translation and rotation of the camera.

The generation of stereoscopic image pairs can be accelerated by generating the second images using the
information obtained from the first fully-rendered image [Adel94, He96].

17



2.8.2 Acceleration Techniques in Hardware

Software-based volume rendering techniques can achieve interactive frame-rates. However, it usually
implies a compromise between speed and quality, or parameters that can be changed interactively like
the transfer functions.

To achieve real time frame rates without compromising the quality too much, hardware acceleration
is necessary. In this section, we introduce hardware acceleration techniques which make use of al-
ready existing common graphics hardware (e.g., 3D texture mapping) and dedicated graphics hardware
techniques.

3D Texture Mapping

The use of 3D texture mapping for volume rendering was introduced by Cabral et al. [Cabr94]. This
technique was presented for non-shaded volume rendering. It is based on using the 3D texture features
of graphics hardware like SGI’s RE 2 and IR architecture. The volume is interpreted as a 3D texture and
loaded into the 3D texture memory of the graphics hardware. Polygonal slices parallel to the viewing
plane are re-sampled using hardware-implemented trilinear interpolation. The reconstructed scalar val-
ues of the slices can be converted to colors via a look-up table. The slices are then correctly blended using
back-to-front or front-to-back compositing. The distance between slices can be chosen freely, thereby
controlling the quality of the final rendering.

Extensions to this technique have allowed to generate shaded images [Geld96, West98]. The main draw-
back of 3D texture mapping is the limited size of the 3D texture memory which may require to divide
the data set into bricks. Another problem is that just specific graphic hardware supports 3D textures.
Approaches similar to 3D texture mapping, but for low-end PC’s using the 2D texture features of some
specific graphics boards have also been proposed [Resz00].

Dedicated Hardware Techniques

Several dedicated hardware architectures have been proposed in the last years, but just a few of them
have been implemented. VIRIM [Guen94], which implements ray casting, achieves a frame rate of 2.5
f.p.s. for volumes of size 2563. VIZARD [ Knit97] is a system which implements true-perspective ray
casting achieving up to 10 f.p.s. for 2563 volumes. VolumePro [Pfis99] is the first single-chip real time
volume rendering system for PCs.

VolumePro is based on the rendering architecture of Cube-4 [Pfis96] developed at SUNY, Stony Brook.
This card allows 30 f.p.s. for a 2563 volumes.

VolumePro implements ray casting for orthogonal views. The algorithm is based on the volume viewing
shear-warp algorithm. The volume is projected on a base plane, which is coplanar to the face of the
volume closer to the image plane. Then, the resulting base plane image is warped to the image plane.
The main difference to the shear-warp algorithm is that it performs trilinear interpolation and allows
rays to start at sub-pixel locations which increases the quality. In summary, VolumePro provides high
quality real time rendering with compositing, classification with density based transfer functions and
Phong shading.
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Part I

Virtual Endoscopy System
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Chapter 3

VirEn: A Virtual Endoscopy System

The whole is more than the sum of its parts.
Aristotle (ca 330 BC)

3.1 Introduction

Several virtual endoscopy systems have been proposed in recent years. In spite of the fact that all of
these systems are constrained to concrete applications, they do have similar components.

In section3.2, we present a generic framework for the development of a virtual endoscopy system. We
call this system VirEn [Vila99]. In section3.3, other proposed virtual endoscopy systems and their com-
ponents are discussed. Finally, the current implementation of the VirEn framework and its components
are explained.

3.2 Structure of a Virtual Endoscopy System

The main idea of VirEn is that with volume data as input of the system, after some preprocessing, the
user can explore the data in a way similar to a real endoscopy or, at least, obtain similar information. In
this section, we explain the structure and elements of this system. A global structure of VirEn is shown
in figure3.1. The system basically consists of preprocessing and interaction modules. The modules in
the preprocessing group are less time critical, since they are calculated just once for every input data
set. Computations carried out by the interaction modules are done on the fly, during user navigation, and
therefore execution speed is crucial.

The virtual endoscopy system consists of the following main elements (see figure3.1):

Acquisition and enhancement of the volume data. This component provides the initial input to the
system, which is a 3D image data set. The data is acquired by one of the usual 3D medical imaging
modalities (see section1.2). Frequently, there is the need to apply image processing techniques
(e.g., noise removal) to the 3D image to increase the quality of the data and facilitate the following
processing steps. The resulting output of this module is an enhanced volume data set.
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Figure 3.1: VirEn: System overview.

Segmentation. The segmentation module separates an object from its surroundings in a volume data.
The result of this process can be data of the same dimension, a subvolume (3D), or data of lower
dimensions, such as surfaces (2D) and border lines (1D).

The segmentation module is used for the definition of the object within the entire data volume
which the user is interested in (e.g., colon, trachea).

Navigation. The navigation module is concerned with the on-the-fly inspection of narrow tubular struc-
tures typical in endoscopy. It includes the interaction of the user to control camera movement,
and deals with mapping the input device movements to camera parameter modifications. The user
should neither get a “lost-in-space” feeling because of dealing with too many parameters nor a
frustrating feeling due to a heavily constrained navigation environment.

A near real time frame rate is also an important goal for a feasible navigation. Imaging devices
are producing increasingly higher quality volume data sets, but at the expense of increased storage
requirements. In virtual endoscopy, the viewpoint is moving inside the data set and just a little part
of the whole data will be seen. The navigation component is taking advantage of this fact to reduce
the amount of data that is sent to the rendering module. The navigation module provides the data
for the rendering module and also the camera parameters like camera position and orientation.

Input-device module. This module is handling the hardware devices used in the interaction with the
user. There are many choices for interaction with a virtual endoscopy system. Different classes
of devices range from common desktop hardware (keyboard and 2D mouse), 3D devices with six
degrees of freedom and haptic feedback, to a special virtual endoscope device [Hand97].

Rendering. Once the camera position is determined and the data is prepared, rendering has to be per-
formed. Volume rendering techniques can be applied to render the data set depending on the
accuracy and the desired frame rate. Because of the segmentation step the data does not neces-
sarily have to be volume data. It is important to point out that rendering should use perspective
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projection since the viewpoint is inside the data set. Stereo viewing can also be applied in order to
enhance the realistic impression.

Output-device module. This module handles the devices used to present the result of the rendering
module to the user. Similar to the input-device module, there are several choices (e.g., monitors,
head mounted displays, etc).

We can distinguish two main issues in virtual endoscopy: accuracy and user interaction. Virtual
endoscopy can be used in applications like diagnosis and surgical planning and therefore the data must
be accurate enough not to lead the physicians to a wrong decision . The accuracy problem concerns
acquisition, segmentation and rendering. Another main topic is user interaction. In order to get clinical
acceptance, the user must be able to deal easily and fast with the system. This concerns the navigation
and the rendering components.

In the remaining part of this chapter we will explain in more detail the most important modules.

3.2.1 Segmentation

Segmentation is a research topic in many areas (e.g., computer vision, pattern recognition, image pro-
cessing). There is a high degree of complexity in automating the segmentation process. Furthermore, a
general, fully automatic segmentation tool is very difficult to achieve. Today the degree of automatiza-
tion of a segmentation procedure relates inversely proportional to the accuracy of the result. On the other
hand a manual-only segmentation is tedious and time-consuming.

Therefore, most of the general segmentation techniques are semiautomatic. The user introduces some
clues (threshold, a seed point [Zuck76], contour guiding [Kass87, Mort95], and others) in order to guide
the algorithm, which automatically calculates a part of the segmentation. These methods are a compro-
mise between accuracy due to user supervision and being not as time consuming as a manual segmenta-
tion. In the VirEn system, the data is segmented using one of the previous cited techniques depending on
the type of organ which is going to be inspected.

3.2.2 Rendering

This module includes the rendering techniques for volume data that have been described in detail in
chapter2. In virtual endoscopy, it is mandatory to use perspective projection to get the correct depth cue,
as the camera is situated inside the object. Orthographic projection assumes the observer is situated at
infinite distance and this cannot be assumed in the case of virtual endoscopy. Therefore, several volume
rendering acceleration techniques cannot be used since they are limited to orthographic projection.

Obtaining interactive frame rates and high quality renderings are two contradictory constraints. Surface
volume rendering can achieve real time frame rates but it relies on a previous segmentation step. The
segmentation produces as result the surface of the object of interest, and it is sometimes very difficult
to achieve it in a correct way, even manually. Furthermore, the segmentation step may introduce arti-
facts that might result in wrong visualizations [Jefr98, Lore96]. On the other hand, using direct volume
rendering generates high quality results but the frame rate that it can achieve is low.
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Figure 3.2: VirEn: Navigation module

3.2.3 Navigation

The navigation module deals with 3D interaction and with the generation of data structures that can
accelerate the rendering process, using the locality of the viewing frustum within the spatial extent of
the data set (see figure3.2). Navigation in virtual endoscopy has some peculiarities that have to be
considered:

• In general, the physicians want to inspect the internal part of an organ, so they are not interested in
going through its walls. Nevertheless, special applications like angioscopy of brain vessels might
make this option desirable.

• The user would like to have a wide-angle view during navigation, which can be achieved by keep-
ing the camera as close to the center of the hollow organ as possible.

When the camera position is moving, the camera will usually be pointing towards the end of a
tubular structure and not directly to the walls.

If an approximation of the optimal path can be predicted, it could be used for automated navigation or to
improve the degree of interactivity.

As shown in figure3.2, the navigation module has been divided into different components. In the fol-
lowing, these components will be described.

Optimal path generation. The optimal path has to be connected and should reside as close to the center
of the hollow object as possible. In order to obtain this path, several approaches (from manual
specification to automatic path generation [Lohm98]) can be used.
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Camera motion There are different approaches to control the camera in a virtual environment. Al-
though a lot of research effort has been invested in this area, it is not yet fully explored [Hand97,
Hinc94, Mack90].

There are basically three groups of user interaction techniques.

• Planned navigation is a technique already used in computer animation and robot path plan-
ning. Movements along the path are calculated off-line. The user defines a certain number of
keyframes where camera parameters are specified. Smooth camera movements between the
keyframes are calculated automatically (e.g., using interpolation).

Another possibility is to automatically calculate the navigation path from a starting point to
a target point previously defined by the user.

The drawback of planned navigation is the lack of interactivity, which may require a tedious
amount of work for the user to achieve the desired results.

• Manual navigation. With manual navigation, the user has complete control over all param-
eters of the virtual camera without any constraints. The problem with this technique is the
large number of parameters that the user has to control, which can get him easily disoriented.

• Guided navigation is in between the two previous techniques. The user has control over the
camera parameters but some constraints are added, such as keeping the position of the camera
to the optimal path. This implies losing some freedom in the interaction. Nevertheless, this
approach avoids the lost-in-space feeling and interactivity is maintained [Galy95]. Guided
navigation is actually an extension of both planned and manual navigation. When the motion
is too constrained, it is equivalent to planned navigation, and when there are no constraints,
it will be like manual navigation.

Figure 3.3: VirEn: Camera motion

The parameters that specify the position and orientation of the camera determine the camera
model [Druc92]. Some possible camera models include PointLookAt [Blin88] with the position of
the camera and up vector; using Yaw/Roll/Pich angles for the orientation plus the camera position,
or using quaternions and the camera position.
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Viewpoint-manipulation techniques are often called camera metaphors, which usually have a real-
world analogy (e.g., flying, walking, ”scene-in-hand”, ”eyeball-in-hand” [Hand97, Hong97]).

Camera motion in VirEn has been defined as shown in figure3.3. It includes mapping of the device
movements to the camera model parameters and can also include the calculation of movement
functions. These functions can be used for example to provide smooth transitions or to apply
constraints when guided navigation is used (e.g., keep the camera position close to the optimal
path or avoid the camera to penetrate the walls using collision detection between the camera and
the walls).

Navigation structure. A navigation structure is any data structure used in navigation in order to either
accelerate rendering or to guide the camera motion. Navigation structures to accelerate rendering
are broadly used in computer graphics applications like architectural walkthroughs and games
[Lueb95, Tell91, Yage96a], where polygonal rendering is used. These techniques could also be
used in virtual endoscopy, if surface rendering is used.

In the case of volume rendering, using the locality of the endoscopic view and the optimal path
generation, subvolumes can be created to avoid having to process the whole volume in the render-
ing step.

In the case of branching organs, like the trachea, having a tree structure can be useful to decide the
navigation path and for accelerating the rendering process.

An endoscopic view just shows the local neighborhood of the camera position in detail. To provide the
user with global information on his position within the entire object, a context image is desirable. A
sketchy representation of the entire object is sufficient for this purpose. The endoscopic view illustrates
the focus area, while the overview illustrates the context area.

Another important option in virtual endoscopy is to provide the user with the possibility to perform
measurements (e.g., length, area, volume, distance) of interesting or pathological features.

The presented general framework is the result of investigating the different already existing endoscopy
systems.

3.3 Related Work

Much work has been done in the last years related to virtual endoscopy. In this section, some of the
developed approaches are described.

Hong et al.[Hong97] describe an endoscopy system which is used for colonoscopy. It is based on sur-
face rendering. They use a modified region growing algorithm and marching cubes as segmentation
techniques. Making use of the bent shape of the colon, they employ potential visible sets and portals as
navigation structures. As navigation metaphor, they use guided navigation with physically-based camera
control. A potential field is calculated using a distance transformation. This potential field is an attracting
force to the target point while the walls act as repulsive force. A friction field is added in order to control
the speed. The same research group improved the system in a later article [You97] using direct volume
rendering, which is accelerated by a distance transformation previously calculated for navigation. The
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algorithm is parallelized for acceleration. Using similar techniques a virtual ventricle endoscopy system
is proposed by Bartz and Skalej [Bart99].

Yagel et al. [Yage96b] propose a system for the training of surgeons in virtual sinus surgery and for teach-
ing in virtual endoscopy. Volume rendering is done using splatting [West90] for high quality rendering
and 3D texture mapping [Cabr94] in hardware is used for fast movements. They use special devices for
interaction, like an endoscope device.

Geiger and Kikinis [Geig95] present a virtual endoscopy system used in bronchoscopy for training and
simulation of complicated cases. In order to segment the organ they use statistical segmentation or
thresholding, as well as manual 2D contour editing. A Delaunay volume and surface reconstruction from
the contours is done to be used in surface-based rendering. For navigation, a cylinder metaphor with the
degrees of freedom of a real endoscope is used. The camera is constrained to rotate around the axis of
the cylinder and to rotate from 90 to -90 degrees around another axis perpendicular to the cylinder axis.
Backward and forward movements are also allowed. Additionally, the system detects wall penetration in
which case a corrective motion is applied.

Two different virtual endoscopy systems are presented by Satava et al. [Sata97]. They deal with both
direct volume rendering and surface rendering. They also use two navigation methods: one is a planned
navigation method used for direct volume rendering. For surface rendering, they use a fly-through
method or a manual navigation method. In order to enhance the visualization, stereoscopic vision and
3D devices are used.

Darabi and et al. [Dara97] use volume rendering with ray casting and planned navigation. They sug-
gest that stereographic projection gives a more realistic view since perspective projection fails because
symmetric objects appear asymmetric near the boundaries.

In the proposal done by Shahidi et al. [Shah96], segmentation is realized by thresholding, region growing
and marching cubes. They utilize both manual navigation and planned navigation (i.e., keyframes), as
surface rendering is used in this approach.

Paik et al. [Paik98] describe a planned navigation approach using path planning. One of the main issues
of this article is the automatic calculation of the medial axis using a thinning algorithm.

Mori et al. [Mori96] propose the usage of surface rendering to implement a bronchoscopy system. A sim-
ple marching cubes algorithm is used for segmentation. A thinning algorithm generates a tree structure
to obtain a skeleton. This skeleton is used to select the branch corresponding to the current viewpoint.

Brady et al. [Brad98, Brad97] describe a special type of perspective volume ray tracing which makes use
of coherence between frames. A subvolumes system is utilized in order to deal with the huge data sets
that the current imaging techniques are producing.

Wan et al. [Wan99b] present a space leaping method for virtual colonoscopy to accelerate direct volume
rendering.

Wegenkittl et al. [Wege00] describe a system for planning and training for a blind endoscopic trans-
bronchial biopsy. Moving the camera through a pre-calculated central path, a sequence of cubic envi-
ronment maps is computed. Afterwards, the physician explores the organ in realtime. The camera is
restricted to the path positions where the environment maps have been calculated, but it can point in an
arbitrary direction using image-based rendering techniques. Different layers of maps are calculated, in
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order to look through the lumen of the trachea. The cubic environment maps are calculated by using
volume rendering.

Hietala and Oikarinen [Hiet00] introduce a visibility computation method to achieve interactive surface
rendering for virtual colonoscopy. The triangles are calculated during the navigation using an optimized
ray-casting algorithm.

3.4 VirEn Prototype

A prototype based on the VirEn framework has been developed. This prototype implements mainly the
navigation and the rendering modules of the VirEn system. Figure3.4 presents a diagram illustrating
the processes that have been developed. We assume that the input volume data to the system has been
already labelled by some of the segmentation methods presented in section3.2.1.
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Figure 3.4: VirEn: Prototype structure

27



The marching cubes algorithm [Lore87] has been implemented to extract a polygonal surface of the
segmented object or/and of an implicit surface defined by a threshold. The polygonal mesh allows to
generate a fast visualization for the context view (see figure3.5B).

B

C D

A

Figure 3.5: VirEn Prototype: Application snapshot, where the windows show: A) endoscopic view using
surface rendering, B) context view, C) transfer function, D) endoscopic view direct volume rendering.
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The number of polygons generated can be bounded obtaining a less accurate approximation of the sur-
face, but ensuring fast rendering. The resolution of the volume is reduced in order to reduce the amount
of triangles.

For the optimal path generation, a topological thinning algorithm has been chosen. A detailed explanation
of the algorithm is presented in chapter4. The camera motion follows the principles of guided navigation
with free rotation movements. The position of the camera is restricted to the calculated optimal path. The
user can also change to a free navigation metaphor to move the camera away from the path.

We concentrated on achieving high quality renderings since the main goal of the prototype is to in-
vestigate visualization techniques to be used for diagnosis. Therefore, direct volume rendering has been
implemented. Volume ray casting with the absorption and emission model as presented by Max [Max95],
and trilinear interpolation is used. A new space leaping acceleration technique for the ray casting step
has been investigated, which will be presented in chapter5. A new technique to obtain perspective high
quality volume rendering using hardware acceleration (i.e., VolumePro) has also been implemented. This
technique is presented in detail in chapter6.

A snapshot of the current application can be seen in figure3.5. Window3.5A shows an endoscopic view
using surface rendering of the polygonal mesh obtained by marching cubes. This allows fast navigation
but the quality is poor. Direct volume rendering, whose results are shown in window3.5D, is used
to get a high quality visualization. Window3.5C shows the transfer function which is used in direct
volume rendering. The specification of the transfer function is based in the method presented by Castro
et al. [Cast98]. Window 3.5B is the context view with the organ surface, the path, the camera position
and an iconic representation of the camera to illustrate the current position and orientation.
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Chapter 4

Optimal Path Calculation

I knew him when he was nothing and he hasn’t changed a bit
Tom Waits (1976)

4.1 Introduction

In the previous chapter, we presented that a crucial precondition for intuitive navigation in the described
virtual endoscopy framework is to obtain the optimal path. The optimal path is used as a guiding element
for the navigation and to generate data structures to accelerate the rendering.

The optimal path has to be connected and has to reside as close to the center of the hollow object as
possible. In order to obtain this path, several approaches (from manual specification to automatic path
generation) can be used.

An automatic way to generate this path is to calculate the so-called skeleton. One definition of a skeleton
is the locus of points that are geometrically centered with respect to the object boundary.

Usually, methods for the generation of the optimal path require a segmentation step first, as the input
to these approaches are binary volume data-sets (i.e., the points within the object have value 1 and the
background points have the value 0).

There are basically two techniques to extract a skeleton in discrete space [Gagv97]:

Topological Thinning is an operation that iteratively peels the object layer by layer without destroying
its topology, i.e., preserving its Euler number [Lohm98]. The basic procedure of the algorithm
is the deletion of simple points. A simple point is a point with neighborhood characteristics that
ensure topology preservation of the object after the point is deleted. Testing the simple point char-
acteristic is a computationally expensive operation. Therefore, the topological thinning approach
is time-consuming. On the other hand, this algorithm can be parallelized and the simple point
calculation can be avoided in some cases. Thinning has the advantage that it has a mathematical
foundation and the connectivity preservation can be proven. In section4.2, this approach will be
discussed in further detail.
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The Distance-Transform Method is based on the fact that the center of an object coincides with points
having maximal distance to the borders. A distance transform method converts the binary data
image into an image containing for every object point the minimum distance to the nearest back-
ground point. The local maximum of the transformed image represents a skeleton point. These
methods have the disadvantage that they are not topology preserving. Post-processing must be
applied to achieve topology preservation [Bitt00, Zhou98]. It is computational however less ex-
pensive than the thinning operation.

In the next section, we describe the optimal path extraction algorithm that has been used for the imple-
mentation of VirEn [Vila99].

4.2 Topological Thinning

The approach we use is an extension of the thinning technique described by Ma and Sonka [Ma96]. We
define a good skeleton as the skeleton which is kept in the center of the hollow structure and preserves
the connectivity of the original object. Therefore, the topological thinning approach is used despite of its
computational effort. As the path generation can be done in a preprocessing step, execution time is less
crucial. A thinning algorithm is an iterative process which deletes points with a special neighborhood
characteristic, called simple points or border points [Lohm98]. It can be proven that deleting simple
points preserves the Euler number and therefore the connectivity of the object.

In order to be geometry preserving (e.g., avoiding that a line is reduced to a point), a simple point is not
deleted if it does not meet special geometric constraints. Geometric preservation is quite vaguely defined,
and the different thinning algorithms differ in the way in which they define these geometric constraints.

The naive sequential thinning algorithm deletes one simple point at a time and it is quite straightforward
to show that it preserves connectivity. A parallel thinning algorithm deletes a set of points in each itera-
tion. This enables its simple parallelization and acceleration. Proving that a parallel thinning algorithm
is topology preserving can be tricky. It has to be shown that when two adjacent points are deleted they
can be deleted in a sequential way without affecting the simple point condition.

Various approaches on parallel thinning are described in the literature [Gagv97, Kong93]. Our thinning
algorithm has been based on the fully parallel 3D thinning algorithm proposed by Ma and Sonka [Ma96].
Fully parallel means that the algorithm is applied in parallel to all the object points of the image.

This algorithm, instead of calculating the simple point condition, checks the 26-neighborhood of the
points with specific templates. The templates contain object points, background points and “do not care”
points, which can go either way.

The templates are obtained by rotations of the 4 so-called template cores(A, B, C, D)shown in figure4.1.
A template belongs to class A, B, C, or D if it has been generated by the template core A, B, C or
D respectively. Checking the 26-neighborhood is not sufficient to preserve connectivity and several
templates must check extra points in an extended neighborhood. In figure4.2, the six templates of class
A (figure 4.1) and the extra tests needed in those templates are illustrated.
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Figure 4.1: The template cores of the parallel thinning algorithm [Ma96]: the unmarked points are ”do
not care” points, white points are background points and black points are object points. For the D core
template, p must be a simple point.
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Figure 4.2: The six templates for deleting border points obtained from the core template A.
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In our implementation, the 26-neighborhood of a point and the templates are represented by masks. The
masks are a chain of 27 binary values (26-neighborhood and the point) where values are 01 for object
points, 10 for background points and 11 for “do not care” points. A binary operation(AND) and a
comparison are enough to find out whether a point fulfills a template condition or not. In some cases
tests in an extended neighborhood have to be done. This fact increases computation time. Nevertheless,
only the templates generated from the template core D (figure4.1) require the time-consuming simple
point test.

The algorithm by Ma and Sonka presents some problems. One problem arises when a point that fulfills
the conditions of the class D templates is deleted in parallel with some of its adjacent points. It should
be proven that they can be deleted in a sequential way without breaking the class D template conditions
and consequently are simple points. This cannot be proven without restricting the simple point condition
to a subgroup of all possible cases. The effect of this restriction can be seen in figure4.3a compared
with figure 4.3b. In figure4.3b, the templates of class D are treated in a separate iteration. Although
this partly loosens up parallelism, the results are better, since the skeleton is smoother (see figure4.3b).
Therefore, it was decided to use this last approach.

a) b) c)

Figure 4.3: Comparison between the different modifications applied to the thinning algorithm proposed
by Ma and Sonka [Ma96]: in the top the artificial data set used for the comparison;a) left original
algorithm [Ma96] result. b) middlenot fully parallel algorithm result.c) right the same algorithm asb
plus avoiding orientation dependencies.

Another problem of the original algorithm is that the extended neighborhood tests are not symmetric
and therefore the algorithm is orientation-dependent. The algorithm does not treat borders of one side of
the object and borders of the opposite side in the same way. This problem is illustrated in figure4.3b.
Although the object represented is symmetric, the thinning result is not. This orientation dependency can
be weakened by permuting the orientation of the extended templates in each iteration of the algorithm
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(see figure4.3c). It is straightforward to see that this change does not affect the mathematical verification
of the connectivity preservation presented by Ma and Sonka [Ma96].

Two skeletons obtained using real data sets are shown in figure4.4a and4.4b. Figures4.4a and4.4c
correspond to a CT data set of a colon segment with resolution 198x115x300 and figures4.4b and4.4d
correspond to a CT data set of a trachea with resolution 292x136x114.

a) b)

c) d)

Figure 4.4: Skeleton (a andb) and optimal path (c andd) obtained by the topological thinning together
with a transparent surface of the binary segmented data. (a andc) CT data set of a colon segment. (b and
d) CT data set of a trachea.
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The color coding shown in the skeleton of figure4.4a and4.4b corresponds to a topological classification
of the points [Lohm98] where blue corresponds to curve points, yellow to surface points, cyan to curves
intersection points (junction points), white to border points and red to those points that could not be
classified in any of the previous categories.

4.3 Optimal Path Extraction from the Skeleton

Since real objects are not regular, the skeletons are usually noisy and have some small branches (see
figure4.4 top). This is due to geometry preservation. Therefore an algorithm must be applied to remove
these branches.

The skeleton resulting from the algorithm described in section4.2is a sequence of 26-connected voxels.
We define the best path between two points as the shortest 26-connected path between two end points.
Currently, the user has to define the two end points that should be joined and then the path is calculated
automatically using Dijkstra’s shortest path algorithm (see figures4.4c and 4.4d). The topological
classification is used to detect bifurcations and end points.
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Chapter 5

Cylindrical Approximation of
Tubular Organs

Inventions have long since reached their limit, and I see no hope for further develop-
ment.

Julius Sextus Frontinus (40-103 A.D.)

5.1 Introduction

In most applications, dealing with medical data implies that the quality of the rendering results is a
major concern. Unfortunately, the volume rendering methods which produce high quality images are
also computationally expensive.

There are basically two methods to visualize volume data, as has been described in chapter2, i.e., surface-
based techniques and direct volume rendering. Surface-based implies the loss of quality and information
due to the segmentation step. Furthermore, as just the surface of the organ is visible, there are medical
procedures which cannot be performed in a surface based model (e.g., decide whether a polyp is benign
or not). Moreover, the surface volume rendering looks artificial especially in places where the polygons
are near the view point (e.g., narrow tubes).

Therefore, direct volume rendering is used when high quality is a main issue. This technique produces
a projected image directly from the volumetric data without using a segmentation step or intermediate
constructs. Due to the high computational cost of these techniques, several acceleration methods have
been proposed. However, most of these methods imply a compromise between speed and image quality.
Just a few preserve quality while speeding up the algorithm (e.g., space leaping techniques).

Currently, most of the systems which use high-quality direct volume rendering for virtual endoscopy
compute an off-line movie sequence.

In this chapter, an algorithm [Vila00] that generates cylindrical structures for tubular shaped organs (e.g.,
colon, vessels) is presented. These structures roughly approximate the organ cavity. These structures are
used to accelerate high quality direct volume rendering for virtual endoscopy using space leaping.
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The next section gives a brief description of related work done in this field; in section5.3, the outline
of our method is presented. Section5.4 describes the algorithm to generate the cylindrical structures.
In section5.5, the algorithm that uses the cylinder structure to accelerate volume rendering is described.
The results are presented in section5.6.

5.2 Related Work

Space leaping avoids the processing of those voxels that are not contributing to the final image (see
section2.8). A good overview of these techniques can be found inŠrámek’s PhD thesis [Sram96].

Zuiderveld et al. [Zuid92] presented a space leaping approach based on the calculation of a distance
map. The distance map is usually a volume data of the same size as the original volume which saves
for every background voxel the distance to the nearest object voxel. The distance map can also be
computed to save for every object voxel the distance to its nearest background voxel. Wan et al. [Wan99b]
presented a distance transform approach for virtual colonoscopy which accelerates ray casting, increasing
the distance between samples along a ray when there is empty space.

Sobierajski and Avila [Sobi95] propose a polygon-assisted ray-casting for volume rendering. Their ap-
proach generates a bounding polyhedron that contains the external surface of the object. The polyhedron
is rendered with Z-buffer graphics hardware. The Z-buffer is then used to quickly identify the first voxel
along the ray which contributes to the result image. Similar space-leaping approaches where introduced
by other authors [Wan98, Wan99a, You97]

In our approach, we use a combination of the approach proposed by Sobierajski and Avila and distance
transform techniques. In virtual endoscopy, the camera is situated inside the organ. We generate a
structure formed by cylinders which approximates the organ cavity. This structure is used to accelerate
ray casting by identifying the ray parts that are traversing voxels inside the cavity of the organ, and
therefore do not contribute to the final image.

Generating cylindrical structures from volume data has been described before by other authors. Puig et
al. [Puig97] use cylindrical structures as symbolic trees of blood vessels. These structures give a sketch
representation of the vessels, and they are used, for instance, to identify changes in the diameter of the
vessels (i.e., to detect a stenosis).

5.3 Method Overview

The method presented in this chapter is proposed for virtual-endoscopy applications where the organ has
a tubular shape and the physicians want to visualize the organ surface and its vicinity (i.e., the organ
wall). This situation arises in many endoscopy applications, like colonoscopy or bronchoscopy.

Our algorithm is based on the definition of a safety region around the physical organ wall. This safety
region will be called the wall interval of the organ. We define the wall interval of an organ as the
approximated organ surface (obtained from a segmentation step) together with two tolerance values (see
figure5.1). The tolerance values are two distances from the approximated surface, one in the direction
of the organ cavity and one pointing to the outside of the organ. The physical organ wall to be visualized
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must be enclosed within the wall interval, since only what is within the wall interval will be rendered.
The tolerance values of the wall interval are currently given by the user as parameters of the presented
method.

Inside
tolerance

Outside
tolerance

Segm
ented surfa ce

Organ Cavity

Outside the organ

Wall IntervalPhysical Wall

Figure 5.1: Sketch representation of a 2D cross-section of an organ. It shows the wall and the cavity of
the organ together with a possible wall interval definition.

The algorithm can be divided into the following steps:

1. Segmentation of the organ to be inspected (e.g., colon, trachea).

2. Calculation of the distance map and the skeleton of the segmented organ.

3. Cylindrical approximation of the organ cavity.

4. Accelerated direct volume rendering using ray casting.

The segmentation is applied to the volume data to identify the organ and to obtain a binary volume. The
segmentation does not have to be highly accurate. The algorithm will correct the segmentation error
using the tolerance values of the wall interval (see figure5.1). Therefore, the tolerance values must
be an overestimation. They should include the wall thickness and the possible error generated in the
segmentation step.

Using the segmented volume, the organ skeleton is computed. A skeleton is the locus of points that are
geometrically centered with respect to the border. The skeleton is also used to find the optimal camera
path which will be used for the camera-navigation metaphor and therefore for the 3D interaction.

The cylindrical approximation of the organ cavity and the accelerated direct volume rendering will be
discussed in detail in the next sections.
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5.4 Cylindrical Approximation

In this section, the algorithm to generate the cylindrical approximation of the organ cavity is described.
The input of the algorithm are the skeleton and the distance map of the segmented object. The distance
map contains for each object voxel the minimum distance to the background.

The main idea of using a cylindrical approximation of the organ started with canal surfaces [Palu97],
which are commonly used in geometric modelling. A canal surface is the envelope of a 1-parameter
family of spheres, whose radius and position change continuously. The envelope of the spheres is defined
as the union of all circles of intersection of infinitesimally neighboring pair of spheres (see figure5.2).
The envelope represents the surface of the object.

a) b) c)

Figure 5.2: Canal Surfaces [Palu97]: a) 1-parameter family of spheres b) Circles of intersection c) Canal
surface

Given the skeleton and the distance map, a piece-wise continuous canal surface can be defined. The
family of spheres is defined with the centers on the skeleton and the radii equal to the minimal distance
to the nearest background voxel.

Using ray casting as rendering technique, we would use the canal surface as a bounded structure to
calculate the parts of the viewing rays that cross the cavity of the organ. Unfortunately, canal surfaces
require an expensive ray-intersection calculation. Therefore, we approximate the canal surface by a set
of primitives with a fast ray-intersection, i.e., cylinders. Apart from cylinders, it is also possible to use
other approximations, such as generalized cylinders, but the overhead due to more costly intersection
calculations would increase.

The cylindrical approximation to be used for space leaping should fulfill the following requirements.

1. The cylindrical structure is entirely enclosed in the approximated organ and does not intersect the
wall interval of the organ.

2. It should have a limited number of cylinders. With a large number of cylinders the intersection
procedure applied to the structure will be too expensive.
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3. The cylinders should be as long as possible to enable long jumps, especially for central rays. This
is quite advantageous in the typical case when the camera is looking straight into the organ cavity.

4. The cylinders should have large volumes to cover a considerable portion of empty space within the
organ cavity.

5. The structure shall closely approximate the organ cavity. The intersection point of a viewing ray
with the cylinder structure shall be close to the wall interval of the organ (i.e., close to where the
sampling of the volume data must start).

The cylinders do not have to be connected and they can also overlap. However, overlapping reduces
efficiency in the intersection calculation.

A cylinder is defined by a radius and an axis, given by position, direction and length. These parameters
are assumed to be variables of an optimization problem to find the optimal cylindrical structure. This
optimization problem should be solved using characteristics 1-5 as optimization criteria. However, the
optimal solution is complex and time-consuming to achieve since there are too many variables. Therefore
a heuristic approach has been used.

The goal is to have bounded cylinders that cover as much as possible of the organ cavity. We use the
skeleton (see chapter4) as a base to define the cylinder axes. Keeping the axes in the center as much as
possible will give fewer and larger cylinders. Once the cylinders’ axes have been defined, we define the
radius of the cylinders using the distance transform.

The creation of the cylinder structure can be divided into two consecutive steps:

1. Cylinder-axis definition.

2. Cylinder-radius definition.

5.4.1 Cylinder-Axis Definition

The axes of the cylinders will be generated based on the skeleton. The skeleton obtained by either
topological thinning or resulting from the distance transform is a set of 26-connected voxels. Based on
the skeleton, a central path is defined. For simplicity, we deal with paths which do not have branches.
An ordered sequenceVi of voxels is obtained. Two consecutive voxels are 26-connected and there is no
cycle, so a voxel is represented at most once. The central path is then a polyline whose edges are the
junction of the center points,Pi , of consecutive voxels.

This path is usually highly folded and noisy. In order to reduce the high frequencies and to smooth the
path a low pass filter is applied. Ifm is the kernel dimension andn is the number of path points, with
0 ≤ i ≤ n−m, then

Pi =
m−1∑
h=0

Pi+h ∗wh where
m−1∑
h=0

wh = 1

The weightswh of the kernel are determined using a tent filter. Other low pass filters can also be used.
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The maximum variation of the new path compared with the old one depends on the kernel size. If the
kernel size increases, then the path is smoother but it also moves from the center of the hollow organ.

After filtering, we have a smooth path represented by a polyline with a large amount of small edges. The
polyline is approximated by longer edges to be used as axes for the cylinders. Furthermore, the variation
from the original path has to be controlled in order that the axes are not moving outside the organ.

An approach to create the cylinder axes is undersampling the central path by taking into account the
curvature of the path. In the areas of the polyline with low curvature the axes can be long and in the
areas with high curvature we need more but shorter axes. The numbers of cylinders that the structure
shall contain is defined by the user. The curvature in the different points of the central path is computed.
Then the first and last point of the central path together with thes− 1 points with the highest curvature
are joint in the path order to create the axes.

This method has the problem thats is not easy to estimate. The axes are also not well distributed since
they are concentrated in the areas where the curvature is high. Furthermore, there is no control of the
deviation between the original path and the axes. Therefore, it can happen that the axes are partially
outside the organ ifs is not large enough (see figure5.3b).

a) b) c)

Figure 5.3: Surface of the segmented organ together with the cylinder axis generation based on the central
path. a) Central path.b) Central path, cylinder axes generated from curvature information. The circle
shows an area where an axis is outside of the organ.c) Central path, cylinder axes generated according
to distance errors.

We use another approach which prevents the axes to move outside of the organ. A distance errorε is
specified as the maximum distance difference between the original path and the cylinder axes. The error
ε is defined as a portion of the minimum distance from the central path to the wall interval of the organ.
In this way, the axes are generated ensuring that they will stay within the organ cavity (see figure5.3c).

The algorithm treats the central-path points sequentially (see figure5.4). Sub-paths of the central path
are consecutively used to generate the axes. It is ensured that the distance difference between a sub-path
and the corresponding axis is not larger than the defined errorε.
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Figure 5.4: Illustration of the axes generation algorithm using the distance error information.Aj is
the axis generated in iterationj ; Pi denote the central-path points. The central path is drawn as a
discontinuous line and the current sub-path is painted in grey. Three iterations of the algorithm are
shown. In this example, the final valid axis would beA1.

A sub-path is a sequence of consecutive points of the central path. An axisAj is created joining the
first and the last point of the current sub-path.εi, j is defined as the distance of the pointPi to the axis
Aj . If for each pointPi of the current sub-path the distanceεi, j to the axisAj is smaller thanε, then
the next point of the central path is added to the sub-path. This process is repeated until an iteration is
reached, in which there exists aPi whoseεi, j is greater thanε. Then, the axis generated in the previous
iteration, Aj −1, is defined as a valid axis. The sub-path is erased. The next current sub-path is defined
by the last point of the axisAj −1 and its next two consecutive points in the central path. Initially the
current sub-path contains the first point of the central path together with the next two consecutive points.
If in the first iterationεi,0 is already greater thanε, then the valid axis is created between the first and the
second point of the sub-path.

In figure 5.3, we observe that with the method that uses error distanceε the resulting axes are better
distributed along the path than with the curvature based method.

5.4.2 Cylinder-Radius Definition

Once the axes for the cylinders have been defined, the radii of the cylinders have to be specified. Every
cylinder axis is sampled with a rate smaller than the voxels distance. For each sample point, the distance
map is used to determine the distance to the nearest wall point. The radius of each cylinder is fixed as
the minimum distance from the axis to the wall. If the radius of a cylinder is smaller than a size defined
by the user (e.g., one voxel size), this cylinder is discarded.

5.5 Volume-Rendering Acceleration using the Cylindrical Structure

The cylindrical structure can be used to accelerate volume rendering using space leaping. In this section,
we describe how this can be done and we discuss the use of the distance map for early ray-termination.

The cylindrical structure generated is used to calculate the ray segments which go through empty space.
Therefore, for each ray the intersection points with the cylindrical structure are calculated. Besides,
frustum culling is applied to avoid intersection tests with cylinders that are not visible from the current
camera position.
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If the camera is inside the cylinder, then the first intersection is taken as the first possible sampling point.
Afterwards, the distance map is used to jump until the distance to the wall interval is smaller than the
sample rate, and then the usual slow compositing is applied [Wan99b]. It may happen that the ray enters
another cylinder again. In that case, the next intersection point in the list of intersections between the
viewing ray and the cylinder approximation is used as a possible sampling point. If the camera is outside
the cylinder, a usual distance jumping is applied until the ray enters a cylinder or is close to the interval
wall. Figure5.5 illustrates how the algorithm works for three sample rays.

used intersection point

distance jumping steps

sampling and composite points

Cylinder

Cylin
der

Camera
distance

skipped intersection point

Figure 5.5: Illustration of the volume rendering algorithm using the cylindrical approximation structure.

The most common early ray-termination technique terminates the ray if the accumulated opacity ap-
proaches one. In our approach, another early ray-termination condition is added. Assuming that we want
to sample points just within the wall interval of the organ, we do not want to go on sampling the rays
in areas outside the interval wall. To determine when the ray is outside the wall interval, we calculate
a distance map with the distance of the background voxels to the nearest object voxels. The algorithm
consults the distance map to decide if the ray can be terminated at a given sample point. This early ray-
termination approach cannot be used if the organ tissue is rendered transparently and the region outside
of the organs shall be visualized.

5.6 Results

Figures5.6a and 5.6b show the result of applying the cylinder-structure generation to a colon. Fig-
ure5.6c shows the cylinder approximation of one central path in the aorta (the algorithm does not use
branches). Figure5.6a and5.6b present the difference if the wall-interval tolerance-values are modified
(Figure5.6a has more inside tolerance of the wall interval than5.6b). In figure5.6b, the structure fits
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better to the organ cavity but the number of cylinders generated also increases. Figure5.7a illustrates the
effect of decreasing theε value for the same data as in figure5.6a and5.6b.

a) b) c)

Figure 5.6: Surface of the segmented organ together with the cylindrical approximation: a) CT colon
data. b) The same CT colon data as ina but using a different wall thickness. c) CT kidney data set. The
segmented organ is the aorta.

a) b) c)

Figure 5.7: Virtual endoscopy of a 200x115x300 CT data set of a colon : a) Outside view of the seg-
mented object surface together with the camera and the cylindrical approximation. b) Endoscopic view
of the cylindrical structure and a surface based rendering. The polygons have been generated using
marching cubes. c) Endoscopic view using direct volume rendering and the cylindrical approximation.
The accelerated rendering produces exactly the same result as a brute force approach.

In figure5.7, a virtual endoscopy example of a 200x115x300 CT colon data set is shown. Figure5.7a
shows an outside view of the colon portion to be inspected and the camera position. The endoscopic
view in 5.7b shows an extracted surface using marching cubes together with the cylinder structure which
contains 9 cylinders. Figure5.7c presents the result of applying direct volume rendering using the cylin-
drical approximation. The accelerated volume rendering produces exactly the same results as a brute
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force approach. However, the rendering time of the 256x256 image using the cylindrical structure was
four times faster than with the brute force approach.

a) b) c)

Figure 5.8: Virtual endoscopy of a 205x83x105 CT data set of a trachea: a) Outside view of the seg-
mented object surface together with the camera and the cylindrical approximation. b) Endoscopic view
of the cylindrical structure and a surface based rendering. The polygons have been generated using
marching cubes. c) Endoscopic view using direct volume rendering and the cylindrical approximation.

In figure5.8, a 205x83x105 CT dataset of a trachea is used. The rendering time was 3.5 times faster than
the direct volume rendering using a brute force approach for a 256x256 image and using 14 cylinders.

The performance of the presented algorithm depends on several parameters, such as the transfer function,
the organ shape, the number of cylinders generated and the characteristics of the cylinders. To obtain
good results these parameters have to be tuned carefully.

If the algorithm presented by Wan [Wan99b] is extended to use the presented wall interval concept, and
also to use the proposed early ray-termination, then in our implementation the performance is similar
to the presented cylindrical approximation. The advantage of the cylindrical structure is that it has the
potential of being used for other purposes, for example, being a sketch representation of the organ cavity.

The acceleration achieved by the presented method does not allow real-time direct volume rendering on
a common PC (i.e., Pentium II 400MHz), but accelerates the generation of high quality precalculated
movies.

One research direction to follow is the automatization of the parameter tuning. Other structures, like
general cylinders, could be studied further to obtain a better approximation of the organ cavity, as well
as new generation algorithms to obtain better approximations. The cylindrical structure might also be
helpful for polygon assisted ray casting [Sobi95]. The cylindrical structure also has the potential of being
used for image based rendering.
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Chapter 6

Perspective Projection through Parallelly
Projected Slabs

If we would know what we are doing, it wouldn’t be called research.
Albert Einstein (1879-1955)

6.1 Introduction

This chapter presents a technique to accelerate perspective direct volume rendering for virtual endoscopy.
Unlike chapter5, we use hardware acceleration to achieve interactive frame rates for perspective direct
volume rendering [Vila01b].

As described in chapter2, 3D texture mapping [Cabr94, Cull93] is the most often used hardware ac-
celeration technique. This method achieves interactive frame rates on an SGI Reality Engine, but it
is difficult to incorporate this technique into a desktop machine like a PC. The basic method does not
support the possibility to estimate gradients, which is required to employ lighting models like the Phong
model with diffuse and specular lighting effects. Several approaches to overcome this problem have been
proposed [West98].

The VolumePro board [Pfis99] is a hardware implementation of ray casting using shear-warp factoriza-
tion [Lacr94]. It provides real time rendering with compositing, classification with density based transfer
functions, and Phong shading.

One of the main drawbacks of this board, with regard to usage in virtual endoscopy, is that it does not
produce perspective projection. For outside views, parallel projection gives good results but for inside
views (e.g., endoscopic views), perspective projection is mandatory to provide a correct depth cue.

A method to approximate perspective projection from several parallel projected slabs, similar to slic-
ing [Cull93] and to slab subdivision [Wan00] is presented in section6.2. Section6.3describes the error
estimation of the approximation. An improvement in the performance of the initial algorithm by using
the error estimation is described in section6.4. Some problems are investigated and improvements are
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presented in section6.5. Finally, a study using several clinical data sets and performance issues are
discussed.

Actually, the presented algorithm is not only restricted to the VolumePro application. More generally,
the concept can be applied wherever perspective projection is used.

6.2 Projected-Slabs Algorithm

The VolumePro system is able of producing high quality volume renderings of about 30 frames per
second for a 256 cubic-size volume-data.

The VolumePro technology implements a shear-warp algorithm [Lacr94] in hardware. It renders the
base-plane image and the 2D warp operation must be done by common graphics hardware.

The basic idea of the presented algorithm, called projected-slabs algorithm, is as follows: generate per-
spective rendering of the entire 3D data set, approximated by consecutive parallel projections of slabs of
the volume data (see figure6.1). A slab is part of the volume data in between two cutting planes which
are orthogonal to the viewing direction.
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Figure 6.1: Illustration of the perspective approximation using the projected-slabs algorithm.

The thickness of a slab is selected such that the difference between a parallel projection and a perspective
projection of the volume data contained within a slab is tolerable (i.e., below a certain error threshold).
Using the cutting plane feature of the VolumePro system, each slab is rendered using parallel projection.
The resulting base-plane image of an individual slab is then warped and transformed according to the
perspective parameters of the defined camera.

All the images, one per slab, are finally blended to get the image of the entire data set. Figure6.2
illustrates which data values are accumulated along a viewing ray with the projected-slabs method as
compared to the correct perspective solution.
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Figure 6.2: Accumulated values in a correct perspective projection as compared to the projected-slabs
algorithm.

The algorithm uses an entire VolumePro rendering cycle for each rendered slab, and therefore the ren-
dering frame rate is decreasing in the order of the number of slabs that are needed for the perspective
approximation. Furthermore, there is an overhead due to the blending of the slabs.

Given the viewing position and the viewing direction, the slabs can be numbered using the distance to
the viewpoint in the following way (see figure6.1):

dj = d0 +∑ j −1
i=0 �zi (6.1)

where j ≥ 1, d0 is the distance from the viewpoint to the front plane of the first slab, and�zi is the
thickness of the slab which starts at distancedi .

If �zi is a constant value smaller than a voxel size for all slabs, it is intuitive to see that the result produces
good quality perspective rendering. On the other hand, it also produces an intolerable high number of
slabs. So the thickness of the slabs must be set to a value larger than one voxel size to get reasonable
performance.

Since we are approximating perspective projection, it is important to be able to evaluate the error pro-
duced due to this approximation.

6.3 Error Estimation of the Projected-Slabs Algorithm

In this section, we study the error that results from the use of parallelly projected slabs to approximate
the correct perspective view.

48



The basic error is that the sample points are projected to the wrong position in the image plane, and
therefore they are accumulated into the wrong pixel. The error estimation is defined as the distance
in the image plane between the correct perspectively projected point and the point produced by the
projected-slabs algorithm.

In the rendering pipeline, the difference between parallel and perspective projection appears after the
world coordinates have been transformed to view coordinates. To transform from view coordinates to
image plane coordinates, the appropriate projection matrix is used. For simplicity and more intuitive
explanation, we assume a left handed camera system (see figure6.1) where the viewpoint is in the origin
of the view coordinates. The image plane is orthogonal to theZ-direction and located at a distancedimg

from the viewpoint.

We define a pointPv = (Xv ,Yv , Zv) as a point resulting from applying a view-coordinate transformation
to an arbitrary point in world-coordinates.

The perspective projection matrix for a left handed camera system, supposing left accumulation matrix
notation is:

Mpersp=




1 0 0 0

0 1 0 0

0 0 1 1
d

0 0 0 0




whered is the distance from the viewpoint to an arbitrary projection plane. Ifd = dimg then the projection
plane is the image plane. The parallel transformation to image coordinates is simply the transformation
of the Z-coordinate to the projection plane positiond. It can be expressed by the matrix:

Mparal =




1 0 0 0

0 1 0 0

0 0 0 0

0 0 d 1




If these transformations are applied toPv we obtain the following equalities (Ph are points expressed in
homogeneous coordinates).

Ph
persp = Ph

v ∗ Mpersp=
[

Xv ,Yv , Zv ,
Zv

d

]
Ph

paral = Ph
v ∗ Mparal = [Xv ,Yv ,d,1]

The pointsPh
persp and Ph

paral are transformed to the 2D projection-plane coordinate-system. This coor-
dinate system is defined with the sameX andY-direction as the view coordinate system. The projection
plane’s origin corresponds to [0,0,d] in view-coordinates. ThenPh

persp corresponds toPpersp andPh
paral

corresponds toPparal, with

Ppersp = d

Zv

[ Xv ,Yv ]

Pparal = [Xv ,Yv ]
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Error ep is defined as the distance between the perspective,Ppersp, and parallel,Pparal, projection of a
point Pv :

ep = ‖Ppersp− Pparal‖ =
=

∣∣∣∣
∣∣∣∣
(

d

Zv

−1

)
[Xv ,Yv ]

∣∣∣∣
∣∣∣∣

Zv can be expressed byZv = d +�zv . Then we derive

ep =
∣∣∣∣
∣∣∣∣
(

d

d +�zv

−1

)
[Xv ,Yv ]

∣∣∣∣
∣∣∣∣ =

=
∣∣∣∣
(

�zv

d +�zv

)∣∣∣∣‖ [ Xv ,Yv ] ‖ (6.2)

where−∞ ≤ �zv ≤ ∞.

Equation6.2 represents the distance between a parallel projection and perspective projection of a point
on a projection plane situated at a distanced from the viewpoint.
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Figure 6.3: Illustration of the error estimation.

In the projected-slabs algorithm, for each slabi the points within the slab are parallelly projected to the
slab image plane. The slab image plane is situated in the middle of the slab, at distancedi + �zi

2 from the
viewpoint (see figure6.3).

We defineesi as the distance between the parallel projection and the perspective projection of a point on
the slab image plane. Using equation6.2andd = di + �zi

2 , it follows that

esi =
∣∣∣∣
(

�zv

di + �zi
2 +�zv

)∣∣∣∣‖ [Xv ,Yv ] ‖ (6.3)
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where−�zi
2 ≤ �zv < �zi

2 .

Equation6.3 gives a distance in the slab image plane. However, we are interested in this distance pro-
jected into the image plane. Therefore, we projectesi to the image plane and geteimgi

:

eimgi
=

∣∣∣∣
(

�zv

di + �zi
2 +�zv

)∣∣∣∣
(

dimg

di + �zi
2

)
‖ [Xv ,Yv ] ‖ (6.4)

wheredimg represents the distance between the image plane and the viewpoint.

The pointPv can be expressed as follows

Pv = Zv
dimg

∗ [Xp,Yp,dimg] (6.5)

wherePp = [Xp,Yp,dimg] is the perspective projection of the pointPv on the image plane.

Combining equation6.4with 6.5, it follows that

eimgi
=

∣∣∣∣
(

�zv

di + �zi
2 +�zv

)∣∣∣∣
(

dimg

di + �zi
2

)
∣∣∣∣
(

di + �zi
2 +�zv

dimg

)∣∣∣∣‖[
Xp,Yp

]‖

where−�zi
2 ≤ �zv < �zi

2 .

Simplifying the previous equation, we conclude

eimgi
=

(
�zv

di + �zi
2

)
‖[

Xp,Yp

]‖ (6.6)

where 0≤ �zv ≤ �zi
2 .

From equation6.6, we can deduce several properties:

1. The erroreimgi
is proportional to‖[

Xp,Yp

]‖, the distance ofPp to the image plane origin.

2. ∀[Xp,Yp]: �zv → 0 ⇒ eimgi
→ 0. This behavior has already been intuitively described in section

6.2. Furthermore, it means that for points on the slab image plane the error is 0.

3. The error value increases, if�zv increases.

4. For fixed‖[
Xp,Yp

]‖, if di increases, then the variation ineimgi
due to the changes in�zv de-

creases.

The value ofeimgi
represents the error or distance in the image plane between the projected-slabs algo-

rithm and the correct perspective projection of a pointPv situated in the slabi . The point is situated at a
distance�zv from the slab image plane and its perspective projection to the image plane gives [Xp,Yp].

We are interested in finding the maximum error produced in the image plane due to the approximation
of the projected-slabs algorithm. This can be achieved by finding the upper bound for all values ofeimgi

.
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Due to property 3, it is clear thateimgi
is maximal when�zv = �zi

2 , i.e., when the pointPv is situated on
the front or back plane of the slab.

Due to property 1, it is clear that the upper bound value ofeimgi
within slab i occurs when the highest

value of‖[
Xp,Yp

]‖ is reached. That implies that [Xp,Yp] can be fixed to the furthest point from the
origin of the image plane that contributes to the final image. This value corresponds to the corners of
the image quadrilateral defined by the intersection of the frustum and the image plane (i.e.,[ Xc,Yc]).
Therefore we defineemax

i as the maximum error in the final image inferred by slabi .

emax
i =

(
�zi

2

di + �zi
2

)
‖ [ Xc,Yc] ‖ (6.7)

The maximal error in the final image is the maximum value ofemax
i for any slabi .

emax = max{emax
i |i ≥ 0} (6.8)

Due to property 4 we see that if for alli , �zi is a constant, then every slab has a differentemax
i and its value

decreases whendi increases. So, the maximal error produced in the final blended image corresponds to
the maximal error of the first slab,emax = emax

0 .

In the next section, we use the previous observations to optimize the projected-slabs algorithm, without
increasing the maximal error valueemax produced in the final image.

6.4 Error-Induced Variation of Slab Thickness

It has been observed that the maximal error for slabi due to the projected-slabs algorithm,emax
i , depends

on the distance of the slab to the viewpoint and on the slab thickness. From property 4 and equation6.8,
it can be deduced that slabs further away from the viewpoint may have a greater thickness than slabs
closer to the viewpoint keeping the same maximal image erroremax.

In this section, we present the criterion for selecting the slab thickness dependent on the distance to the
viewpoint, the camera characteristics and the maximal error. The rule is to have as few slabs as possible
while keeping the error tolerance unchanged.

Using equation6.7, �zi can be isolated in the following way:

�zi = 2∗
(

emax
i ∗di

‖[Xc,Yc]‖−emax
i

)
(6.9)

emax
i is set to a constant value,DistanceError, for all the slabs. We define the incremental slab thickness

algorithm using equations6.9and6.1. The thickness of the slabs is defined in an iterative way, assuring
that the error will be kept smaller than the defined valueDistanceError. As mentioned in section6.2,
the projected-slabs algorithm decreases the frame rate if the number of slabs increases. Calculating the
thickness using equation6.9, the slab thickness will increase with the value ofdi and so, less slabs are
needed and therefore the frame rate is higher (see figure6.4).
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Figure 6.4: Comparison of the slabs using constant thickness and the incremental slab thickness calcula-
tion.

Apart from theDistanceError, equation6.9 also depends on the camera characteristics.[Xc,Yc] is
specified by the intersection of the frustum and the image plane.�zi just needs to be recomputed when
the camera characteristics, theDistanceErroror the first slab distanced0 are modified.

The presented result, obtained using mathematical derivation, illustrates the fact that in perspective pro-
jection objects far away are projected smaller to the image plane. This intuitive idea has been already
used in other adaptive approaches [Brad98, Kree98, Wan00].

Using simple trigonometry and figure6.3, �zi can be intuitively described as a function of the anglesα

andβ:

tanβ ∗
(

di + �zi

2

)
= tanα ∗

(
di + �zi

2
+�zv

)

where−�zi
2 ≤ �zv < �zi

2 andβ = α +�α. �α corresponds to the angle defined between the ray where
a point is accumulated using correct perspective projection and the ray that accumulates the point in the
projected-slabs method. We can observe that the maximum value of�α within a slab is reached when
�zv = ±�zi

2 . For simplicity, we assume�zv = −�zi
2 . It follows that

�zi = 2∗
(

tanα ∗di

tanβ
−di

)
(6.10)

Equation6.10gives the option to express the error tolerance as an angle,AngleError. It can be seen
thatα must be set to the maximum frustum angle of the camera to get the maximal value of�α. With
some simple transformations, it can be proven that equation6.9and6.10are equivalent.

DistanceErroror AngleError are parameters of the algorithm. The estimation of the error tolerance
(i.e., DistanceErroror AngleError) depends on the volume data to visualize.
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a) b)

Figure 6.5: An illustration of the error tolerance behavior. Two endoscopic views using the projected-
slabs algorithm of a voxelized tube are shown together with the corresponding outside view with the slab
image planes. The error tolerance is different for each endoscopic view:a) DistanceError= 5% of
the image size,b) DistanceError= 2% of the image size.

To illustrate this, we study one of the worst cases for the projected-slabs algorithm. This case occurs
when the camera is in the center of a straight tube and the camera is pointing in the direction of the tube
axis.

In parallel projection, a ring with the tube thickness would be projected to the image plane. If the
projected-slabs algorithm is used, for any slab a ring with the tube thickness will be projected. If the
tube has a small thickness (see figure6.5a), it looks like several concentric rings, giving the impression
of having different objects. This is because the specified error tolerance is larger than the projected
thickness of the tube. Therefore, we see the tube as a discontinuous surface. If the error is decreased to a
value that approximates the projection of the thickness in the image plane, a better result is obtained (see
figure6.5b).

6.5 Performance Improvements

In this section, we describe several implementation strategies to improve the performance of the algo-
rithm for virtual endoscopy.

Using the projected-slabs algorithm, the possibility to use perspective volume rendering with the Vol-
umePro board is achieved. However, also several problems arise.

One of the problems is that the frame rate does not allow interactive use (i.e., less than 1 f.p.s.) when
the number of slabs needed to cover the volume is bigger than 20 or 30. We implemented a progressive
rendering algorithm. In this algorithm, the image shown to the user is updated after rendering each slab
and not just after all the slabs have been processed. In this way the user can see the progressive blending
of the slabs and get immediate feedback of the visualization.

There are two ways of compositing in volume rendering: front-to-back and back-to-front. These com-
positing techniques differ in the processing order of the slabs and the accumulation function applied. In
OpenGL, back-to-front compositing is easy to implement, but it implies that the first slabs to be blended
are the ones that are farthest from the viewpoint. Usually in virtual endoscopy, the region to explore is
situated near the camera. In most data visualizations the slabs further from the viewpoint do not add
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much information to the final image. This is because many rays have accumulated completely opaque
values before reaching these slabs. Therefore front-to-back compositing has been implemented. The
front-to-back compositing order using OpenGL implies a slow down of the algorithm, since each slab
base-plane texture must be multiplied by its own opacity to be able to obtain the correct front-to-back
compositing. It produces a reduction of speed of about 30%. We believe this loss is worthwhile since in
the incremental front-to-back rendering the interesting regions are visualized first and therefore the user
receives faster feedback of his modifications of the rendering parameters.

Another problem to deal with is the aliasing artifacts due to the undersampling of the base-plane image.
One option to overcome this problem is to use supersampling. The VolumePro board provides several
levels of supersampling. The disadvantage is that supersampling implies a corresponding slow down in
rendering performance. The supersampling can be implemented in such a way that the slabs closer to the
viewpoint are rendered with a higher supersampling level.

One of the drawbacks of the VolumePro is that only directional light sources can be defined. In virtual
endoscopy it is quite convenient to use a head-mounted point light source. In the implementation we
use a directional light pointing in the same direction as the camera and two additional directional lights
rotated several degrees from the camera direction.

We observed that for wide tubular structures, the slabs close to the viewpoint do not contribute to the
final image, since the frustum just intersects empty space. This depends, of course, on the data to be
visualized. To attenuate this effect, front clipping has been implemented. The user defines the distance
from the viewpoint to the first slab.

6.6 Results

We present some timings and the evaluation realized for three types of data sets. The calculation times
were obtained by executing the algorithm on a Pentium II with 400MHz. The performance of the al-
gorithm presented in this chapter basically depends on the time necessary for the VolumePro board to
render a slab, and on the time for warping and blending. We provide timings relative to the times that
can be achieved on a rendering cycle. A rendering cycle consists of the rendering of one slab using the
VolumPro board and the warping of the resulting base-plane image. The speed and quality of the warping
and blending steps depend on the graphics hardware used.

In tables6.1, 6.2 and6.3, the first column shows whether a constant or an incremental slab thickness
algorithm was used, the error column denotes the maximal error expressed as a percentage of the image
size, the third column gives the number of slabs used, the f.p.s. column represents the frame rate and
the last column denotes the slow down factor compared with the time of one rendering cycle of the
VolumePro.

The first data set is a CT scan of a trachea of size 292x136x114. The results of this visualization with
different maximal errors are shown in figure6.6. The CT was acquired from a corpse. After the scanning,
a real bronchoscopy was performed. Figure6.6compares the results of the projected-slabs approach with
the real endoscopic view from a similar camera position. It can be observed that the difference between
incremental slab thickness (figure6.6a) and the constant slab thickness (figure6.6b) can be neglected.
Numerical results are given in table6.1.
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Figure 6.6: Visualization of the CT trachea data set of a corpse compared to a real endoscopic view:a)
projected-slabs algorithm with incremental slab thickness (37 slabs),b) projected-slabs algorithm with
constant slab thickness equal to one voxel distance (162 slabs),c) real bronchoscopy snapshot.

slab thickness error # slabs f.p.s. slow down factor

constant 0% 162 0.093 173.40

incremental 2.5% 37 0.4 40.32

Table 6.1: Times for the CT trachea of the corpse, in back-to-front renderings. One rendering cycle takes
65 ms. The error in the second line is 0% since a constant slab thickness of one voxel size per slab has
been defined.

a) b) c)

Figure 6.7: CT trachea data set rendered with different transfer functions. From left to right from opaque
to transparent trachea walls for the same camera position.

The second data set is a CT volume data of a trachea with a resolution of 205x83x105 (see figure6.7).
Contrast medium was injected into the vessels. There is a common surgical procedure (i.e., trans-
bronchial biopsy) where the endoscopist does a biopsy of a tumor near the outside walls of the trachea.
Using an endoscope, the surgeon penetrates the walls of the trachea from inside at the appropriate posi-
tion. It is important for the physician to be able to localize the pulmonary artery and the aorta together
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with other vessels near the trachea walls. With our system, the endoscopist can navigate until the region
of interest is reached. Thereafter, the vessels outside the trachea are inspected by rendering the trachea
surface transparently. Figure6.7 contains the images produced with different opacities for the walls of
the trachea. The times are presented in table6.2. It can be observed that it is necessary to change the
opacity of the trachea walls interactively, since it is difficult to recognize the structure of the trachea
when it is semitransparent.

slab thickness error # slabs f.p.s. slow down factor

incremental 4% 21 0.94 22.6

Table 6.2: CT of a trachea using transparency, in front-to-back rendering. One rendering cycle takes 47
ms (21.27 f.p.s.)

a) b) c)

Figure 6.8: Spiral CT colon data set visualization:a) projected-slabs algorithm with incremental slab
thickness (28 slabs),b) projected-slabs algorithm with constant slab thickness and with the maximal
error equal toa (179 slabs),c) brute force ray casting algorithm.

The third data set of size 198x115x100 is a portion of a spiral CT of a colon. In figure6.8, a comparison
between the projected-slabs technique and brute force volume rendering is presented. For the projected-
slabs technique, results are presented for both a constant and an incremental slab thickness. Comparing
constant slab thickness with incremental slab thickness, the number of slabs is smaller but the maximum
error is the same. The times and frame rates are given in table6.3.

slab thickness error # slabs f.p.s. slow down factor

constant 2.5% 179 0.13 163.61

incremental 2.5% 28 0.8 26.58

Table 6.3: Spiral CT colon data set: times for a complete back-to-front rendering with constant and
incremental slab thickness. One rendering cycle in the VolumePro takes 47 ms (21.27 f.p.s.).

We have observed that structures which are wide cavities produce good results since the firstly projected
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voxels cover a smaller image plane area and aliasing less affects the performance of the algorithm. We
have also experienced that around 30 slabs are sufficient for most of the visualizations.

As has been mentioned in section6.4, the projected-slabs algorithm is an approximation which depends
on the characteristics of the structure to visualize. This implies that, depending of the structure and
the visualization parameters, some artifacts appear. For instance the transition between planes can be
observed in some cases where the visualization parameters are not adequate.

For some animations showing more results of the algorithm see
http://www.cg.tuwien.ac.at/research/vis/vismed/projected-slabs/animation.html.

The presented algorithm achieves reasonable frame rates for interaction. However it does not achieve
real-time frame rates. As a further improvement, the algorithm could be sped up using active subvolumes.
In the projected-slabs algorithm, the entire volume is rendered for every slab but just a small portion of
it contributes to the final image. VolumePro allows the definition of an active subvolume with a size
equal or less to the original volume size. Instead of the entire volume, the active subvolume is then
rendered. The smaller the active subvolume is, the faster the rendering with the VolumePro is. The active
subvolume can be defined by the cells of a regular grid that are within the camera frustum and contribute
to the rendered slab.

An investigation of how to automate the estimation of the parameters of the algorithm (i.e., front clipping
distance and the error tolerance) could be done. There are numerous parameters that affect the quality of
the results. They are difficult to specify completely manually.

A study of other uses of the presented error estimation algorithm should be performed. More generally,
the algorithm subdivides view space into slabs, within the slabs approximative but faster operations are
possible. In our case, parallel projection is used to approximate the perspective view. The concept might
also be applied to other algorithms where perspective projection is used (e.g., splatting and shear-warp
rendering).
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Part II

Virtual Colon Unfolding
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Chapter 7

Introduction to Virtual Colon Unfolding

Keep on the lookout for novel ideas that others have used successfully. Your idea has
to be original only in its adaptation to the problem you’re working on.

Thomas Edison (1847-1931)

Most of the virtual endoscopy techniques presented in the last years concentrate on simulating the view of
a real endoscope. This is the view that endoscopists are used to. It can be useful for certain applications,
like in an intraoperative scenario, but it is not necessarily the best way to inspect the inner surface of an
organ. Actually, a real endoscope and organ are subject to physical limitations that a virtual endoscope
and organ do not have. We concentrate on virtual colonoscopy, which focuses on the examination of
the colon. Physicians are mainly interested in visualizing the inner surface of the colon which is where
polyps can be detected with endoscopy. It is important that the physician can estimate the size of polyps,
since large polyps are more likely to develop into malignities. The usual endoscopic view visualizes just
a small part of the surface. Furthermore, it is difficult to detect polyps that are situated behind the folds
of the colon. An efficient way to inspect the inner surface would be to open and unfold the colon and
then examine its internal surface. Unfortunately, this cannot be done in reality, if we want that the patient
survives. On the other hand, there is no patient damage if this dissection of the organ can be achieved
virtually with the medical data obtained by CT or MRI (i.e., the virtual organ).

Some authors propose a technique to straighten and unravel an organ virtually [Sora01, Wang95]. Their
approach starts with defining a path which is placed as close to the center of the object as possible. Then,
a sequence of frames is calculated. For each frame, a cross-section orthogonal to the path tangent is
calculated. Then the central path is straightened and the cross-sections are piled to form a stack. As a
last step, the straightened colon is unfolded obtaining a volume model of the unfolded colon. The model
is displayed afterwards using standard volume rendering techniques. This method allows to visualize the
complete surface at once. However, one of the main problems of this technique appears in high curvature
areas of the central path, i.e., at path locations where the radius of curvature is bigger than the organ
diameter. In such cases, orthogonal cross-sections intersect each other or are far apart in some other
regions (see figure7.1). As a consequence, a polyp can appear twice in the unfolded model or it can be
missed completely.

Wang et al., in later work, [Wang99, Wang98] try to overcome this problem. The authors use electrical
field lines generated by a locally charged path to govern curved cross-sections instead of the planar
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cross-sections

Central path
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Figure 7.1: Illustration of the possible undersampling and double appearance of polyps due to inter-
sections of the cross-sections in high curvature areas. The dashed cross-section line produces a double
appearance of the polyp.

sections. The cross-sections tend to diverge avoiding conflicts. If the complete path is charged then the
curved planes will not intersect. However, for each point of the field lines the contribution of each charge
in the path must be calculated. This operation is computationally so expensive that the authors propose
to just locally charge the path. A small segment of the path contains the charges for each cross-section.
In this way, the method is feasible in practice, but it cannot ensure that the curved cross-sections will not
intersect each other anymore.

Flattening a polygonal representation of a colon involves tasks that have already been used in texture-
mapping techniques. A major step thereby is to come up with a suitable surface parameterization.
For texture mapping, this parameterization is used to assign texture values to surface points. For sur-
face flattening the parameterization allows to display surface values (e.g., color) in the 2D param-
eter space [Same86]. A huge amount of techniques are dealing with texture distortions which in
many cases cannot be avoided entirely. The distortions depend on the chosen surface parameteriza-
tion (e.g., length and area preserving [Benn91], or angle preserving [Hake00b] or a combination of
both [Floa97, Lévy98]).

Haker et al. [Hake00a] use conformal (i.e., angle preserving) texture mapping to map the polygonal colon
surface, colored according to its mean curvature, to a plane. One of the main problems of this method,
or any other which directly uses texture-mapping techniques, is that a highly accurate segmentation is
necessary to ensure good results for diagnosis. The entire polygonal surface is flat and the result is a
triangulated plane where the polyps have also been flattened. The color-coded mean curvature of the
extracted surface is the only information which helps the physicians in identifying polyps. Furthermore,
the surface needs to be smoothed to achieve a good mean-curvature calculation.

Paik et al. [Paik00] propose other kinds of camera projections for virtual endoscopy. With a normal
endoscopic view just 8% of the solid angle of the camera is seen in each frame. Paik et al. project the
whole solid angle of the camera by map projection techniques used to map the world globe in charts.
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They suggest the use of the Mercator projection to map the solid angle to the final image. This technique
samples the solid angle of the camera, then the solid angle is mapped onto a cylinder which is mapped
finally to the image. In this method, the physician does not have a complete view of the colon and has to
inspect a complete video.

All of these methods introduce some kind of deformation since it is mathematically impossible to perform
a mapping between two surfaces preserving length, angles and area at the same time if the two surfaces
do not have the same gaussian curvature.

In the next two chapters we present two new methods which virtually unfold the colon and concentrate on
avoiding the problems presented by previous methods, like double appearance of polyps or undersampled
areas.
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Chapter 8

Local Colon Unfolding

The proof of the pudding is in the eating. By a small sample we may judge of the
whole piece.

Miguel de Cervantes Saavedra, ”Don Quijote” (1547-1616)

8.1 Introduction

In this chapter, we propose a new method to unfold the colon using a new camera projection technique.
This method [Vila01c] generates a video where each frame is a local unfolding of the organ.

In section8.2, the local unfolding method is described. Section8.3presents different sampling options
that cause different deformation problems. A minimization of the rotation for the camera movement is
described in section8.4. Section8.5describes a non-photorealistic technique that enhances the percep-
tion of the image. Then it is presented how an approximate but fast endoscopic view can be generated
with the data calculated for the projection method. Finally, results and studies with real colon data are
presented.

8.2 Method Overview

The method proposed by Wang et al. [Wang99] generates an unfolded model of the colon that later on
will be carefully inspected by the physician. Our method will not generate an unfolded model of the
whole colon, but allows to inspect locally unfolded regions such that double appearance of polyps does
not occur.

The presented method involves moving a camera along the central path of the colon. The path is
smoothed using the techniques described in chapter5 and finally approximated by a B-spline curve.
For each camera position a small cylinder tangent to the path is defined. The point in the middle of the
cylinder axis corresponds to the camera position. Rays starting at the cylinder axis and being orthogonal
to the cylinder surface are traced (see figure8.1). For each ray, direct volume rendering is used to calcu-
late the color which corresponds to the cylinder point where the ray was projected. Finally, the colored
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Figure 8.1: Illustration of the projection procedure. A region of the surface is projected onto the cylinder
C(h,α). Then, the cylinder is mapped to the imageI (u,v)

cylinder with the sampled rays is mapped to a 2D image. This is done by simply unfolding the cylinder.
The cylinder axis must be short enough, so that the cylinder does not penetrate the surface of the colon.
This can be done by taking into account the distance of the path to the organ surface.

The result is a video where each frame shows the projection of a small part of the inner surface of the
organ onto the cylinder.

If the camera is moved slowly enough the coherence between frames will be high and the observer will
be able to follow the movement of the surface.

In high curvature areas the intersection of cross-sections appears, too (see figure7.1). However, possible
double sampling of polyps emerges just between frames. Therefore, it does not cause a double counting
of polyps since the human brain is able of tracking the polyp movement due to the coherence between
frames. Moving along the central path in such a high curvature area, a polyp might move up and down
(due to double sampling), but it is clearly identified as a single object.

8.3 Projection onto a Cylinder

The proposed projection is illustrated in figure8.1. A cylinder C(h,α) is defined for each camera posi-
tion. This cylinder is colored by tracing rays orthogonal to the cylinder surface (i.e., projecting a region
of the organ surface onto the cylinder). Then the cylinder is mapped to the final imageI (u,v) by a
simple mapping functionf : (h,α) → (u,v).

The sampling distance (i.e., the distance between two consecutive rays) in theh-direction is constant,
and it must be at most half of the size of a voxel (see figure8.1). In this way, correct sampling (Nyquist
limit) in the h-direction is possible.

For eachh-value, the rays are traced in radial directions with respect to the cylinder axis. The rays are
diverging from each other, so the volume data is not sampled uniformly if the angle between rays is
constant (see figure8.2a). In the next section, two methods are described which project the organ surface
onto the cylinder depending on the sampling of angleα, i.e., constant angle sampling and perimeter
sampling.
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8.3.1 Constant Angle Sampling

Constant angle sampling means that the angle between consecutive rays in theα direction is constant for
rays with the sameh-value. Figure8.2a illustrates how this sampling is done. Using this method, the
cylinder is sampled uniformly but the surface itself is not uniformly sampled.

missed polyp

�

r2l1

�

l

l ll2

r1 r1

r2

r3

a) b)

Figure 8.2:a) Constant angle sampling: it is shown that different surface lengths are represented by the
same length in the cylinder.b) Perimeter sampling: same length but different angle.

The advantage of this method is that the relationship between both directions is locally preserved. There-
fore, the angles are locally preserved too. An image generated by this method can be seen in figure8.3a.

On the other hand, the area of the projected region is not preserved (see figure8.2a). Therefore, the size of
a projected polyp depends on the distance of the cylinder axis to the organ surface cavity. Consequently,
the physicians cannot trust the sizes of the projected polyps.

With constant sampling, Polyps can be missed if the angle increment is too large (see figure8.2a). If the
sampling distance is too small, rays are traced where it would not be necessary. This makes the method
inefficient.

8.3.2 Perimeter Sampling

In this section, we propose a sampling strategy in which the rays are calculated so that the surface length
that they represent is constant.

A constant sample lengthl is defined. l must be at most half the size of a voxel to keep the Nyquist
frequency and therefore not to miss any important feature.l should have the same value as the sampling
distance in theh-direction to preserve the ratio, or proportion, in the final mapping.

The algorithm incrementally calculates the ray directions which are in the plane defined by a certain
value ofh. The angle between the current ray and the next one is computed such that the length of the
surface sample that the current ray represents isl in the α-direction (see figure8.2b). The first ray is
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Figure 8.3: a) Resulting image of the projection technique using constant angle sampling.b) Same
camera position as a) but with a perimeter sampling. The bottom images show a grid which was generated
by fixing a constant angle value.

traced along an arbitrary angleα0. α0 must be the same for each value ofh. r is defined as the distance
from the cylinder axis to the surface point hit by the ray. The surface sample length in theα-direction that
a ray represents is approximated by the arc with radiusr . Therefore, the value of the angle increment for
the next ray is estimated asl

r radians. This projection method projects the organ surface to a generalized
cylinder whose radii are not constant within the cylinder. In this case the mapping functionf maps
the contours and also the surface of the generalized cylinder uniformly. Moving along the central path,
contours of varying length are represented by varying numbers of rays. In the mapping to the image
plane, this results in the fact that in thev-direction (horizontal scanlines), typically only part of the pixels
are covered by an unfolded contour. Therefore, the generalized cylinder is not mapped to the complete
domain of the image (see figure8.3b). The function f maps each sampled ray to a pixel in the image
(i.e., each pixel corresponds to an area of sizel × l on the surface). The projected points that correspond
to the rays at angleα0 are positioned on a vertical line in the center of the image. Then from left to right,
the ray values are mapped onto the image until the perimeter length is reached.

This projection has the area preservation property, so the relative sizes of surface elements are preserved
in the image plane and do not depend on the distance of the cylinder axis to the surface. On the other hand,
a distortion is introduced with respect to theh andα-directions, so the angles are not preserved anymore.
At the vertical center line of the image there is no distortion, but the distortion increases progressively
when we move to the left or right. Figure8.3b shows an image generated with perimeter sampling with a
superimposed grid which would correspond to a regular grid in a constant angle sampling of the cylinder.
In this way, it can be observed how the horizontal lines are varying in extent according to the varying
length of the corresponding contour.

8.4 Minimally Rotating Frame

In the previous section, a technique has been presented to project the surface of the organ onto a cylinder
and then to the image.
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At each position of the camera along the central path, an orthogonal coordinate system is taken which
specifies the location and orientation of the cylinder. One coordinate axis is given by the tangent vector
of the central path. The other axes are in the plane orthogonal to the central path at the camera position.
The Frenet frame is not a good choice for this coordinate system. Firstly, the Frenet frame is not defined
in linear portions of the central path. Secondly, by moving along the path, the two vectors orthogonal to
the tangent vector are rotating more than necessary, thus reducing coherence between adjacent frames.
Therefore, we investigate a rotation-minimizing coordinate frame.

We have implemented the rotation-minimizing coordinate frame presented by Klok [Klok86]. The coor-
dinate frame is obtained by solving the following differential equation:

z(s) = c′(s)
‖c′(s)‖

x′(s) = −(c′′(s) · x(s))
c′(s)

‖c′(s)‖ (8.1)

y′(s) = −(c′′(s) · y(s))
c′(s)

‖c′(s)‖

wherec(s) represents the parametric central path and(x(s), y(s),z(s)) is the coordinate frame we are
looking for. An initial orthogonal frame(x0, y0,z0) is defined. Then the differential equations are solved
using a fourth order Runge-Kutta method. Theoretically, equations8.1 produce orthogonal coordinate
frames. To avoid accumulation of numerical errors (i.e., orthogonality is not ensured anymore), we take
the following approach:z(s) and x′(s) are calculated according to the above formulas. Theny(s) is
taken as the cross-product ofz(s) andx(s) (y(s) = z(s)× x(s)). Finally we also correctx(s) by taking
it as the cross-product ofy(s) andz(s) (x(s) = y(s)× z(s))

8.5 Level Lines Enhancement

Using the distancer of the hit surface-point to the cylinder axis, we can generate a depth image (see
figure 8.4a). The depth image together with the shaded image represents a height field, similar to a
landscape in topography. A good way to visualize landscapes in topographical maps is showing level
lines, where each line corresponds to a level of depth. The level lines improve the perception of depth
and surface changes of the map.

Many non-photorealistic techniques use the depth information of an image (i.e., for each pixel the dis-
tance of the visible surfaces to the view point) to enhance the image information and improve its percep-
tion. The enhancement we want to use is to draw level lines. These level lines help to understand the
shape of the object, for example whether an element is a bump or a cavity or how much the surface is
changing in an area.

The level lines are generated from the depth image. Firstly, the gradient of the depth image is calculated
using a first derivative of the Gauss filter. The level lines are drawn based on the technique described by
Saito et al. [Sait90]. To draw a level line, we define a valuepi which corresponds to the depth of leveli .
pi is defined discretely bypi = p0 + iq, wherei is an integer andq is the depth interval between levels.
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For each pixel of the output image its color valuec is computed as follows

c = cbackground+ f1

( |d − pk|
g

)
∗ck

k =
⌊

d − p0

q
+ 1

2

⌋

f1(t) =
{

0 0≤ t ≤ w
2

1 t ≥ w
2

wherecbackground corresponds to the color of the image background andck (e.g., shaded image) is the
color assigned to each level line.d is defined as the value of the depth image in the current pixel andg
is its gradient magnitude. The level line width in pixels is described byw. If g is close to zeroc is taken
to be equal tocbackground.

To improve perception, a hue shift is applied to the color of the level lines color. Theck values are coded
depending on the level of depth (see figure8.4c). A hue shift has the advantage that it does not interfere
with the highlights and dark areas of a shaded image.

a) b)

c) d)

Figure 8.4: For the same camera position and using constant angle sampling:a) depth image,b) shaded
image,c) level lines with hue shift color coded, andd) combination of the level lines and shaded image.

Technical-illustration artists commonly use the temperature of colors in their drawings. The temperature
of a color is defined as warm (red, orange and yellow) and cool (blue, violet and green). The temperature
also gives depth cue information since the perception of the cool colors recedes whereas the perception
of the warm colors advances. The hue shift has been chosen in the range from yellow to blue since these
colors have a large shift range, and red-green is undesirable due to color blindness. Yellow corresponds
to closer level lines and blue to level lines farther away.
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Once the level lines have been obtained, they are combined with the original shaded image (see fig-
ure8.4d). The color of the shaded image should not be in the range between yellow and blue to achieve a
good contrast. The contours provide information about the surface change and the distance of the surface
to the cylinder axis.

8.6 Endoscopic View Generation

Once a polyp has been detected in the video of the unfolded colon, the physician would be interested
in seeing its location with an endoscopic view. Using the already calculated shaded images and depth
images for each frame, a fast fly-through can be generated efficiently.

To generate the interactive navigation, the center lines of the depth images of the movie of the unfolded
colon are used. Knowing the camera location for each frame, the center lines can be backprojected to 3D
space (see figure8.5a). A polygonal surface can be easily generated using triangle stripes. Each stripe
corresponds to the triangles generated between one center line of the depth image and the center line
of the next frame. We obtain a fast rendering since we use stripes and we render just the surface in the
neighborhood of the camera (see figure8.5b). This can be achieved easily since the stripes are sorted by
path position. With this method we achieve interactive frame rates around 30 f.p.s. with a Pentium II at
400 MHz with common OpenGL graphics hardware acceleration.

a) b)

Figure 8.5:a) Endoscopic view backprojecting the lines using the depth information and the camera
frame.b) Endoscopic view using the backprojection of the generated shaded stripes.

Each triangle can be colored by OpenGL with a correct lighting. Another option is to assign to each
triangle vertex its color value calculated in the corresponding shaded image of the video of the unfolded
colon. The latter option produces incorrect lighting but it has a better matching with the unfolded colon
images.
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Obviously, the resulting images are approximations and some artifacts appear due to the cross-section
problem (see figure7.1). However, they give a good impression of the structure and they can be used
by the physicians to position the camera to the area that they want to visualize with a better quality but
slower rendering.

a) b)

c) d)

e) f)

g)

Figure 8.6:Cadaveric colon CT data set 381x120x632: a) Outside view and camera position for c) and
d). b) Endoscopic view moving the camera in a) a bit backwards.c) Constant angle sampling showing
two polypsd) The same as c) but with level-lines enhancement.e) andf) Constant angle sampling from
other camera positions showing polyps.g) The same as f) but with perimeter sampling.
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8.7 Results

The images presented in this paper correspond to a CT data set of a cadaveric colon with a resolution of
381x120x632. The colon is 50 cm long and 13 artificial polyps were physically created in the cadaveric
colon. These polyps had a size between 3.5x2.5 mm and 11.8x9.0 mm. Figure8.6a shows an outside
view of the segmented cadaveric colon and its central path together with the camera. The camera position
corresponds to the images in figure8.6c and8.6d. Figure8.6b is an endoscopic view moving the camera
a bit backwards to show the same region as in figure8.6c and8.6d . It can be observed that the shape of
the polyps is much more clear in the unfolded images than in the endoscopic view in figure8.6b (please,
refer to http://www.cg.tuwien.ac.at/research/vis/vismed/ColonFlattening/ for the corresponding videos).

The physicians who collaborate in this project, could easily identify the polyps in the unfolded colon
images. Figures8.3, 8.6c, 8.6d, 8.6e, 8.6f and 8.6g show some of the polyps. Figures8.6f and
8.6g were generated from the same camera position, but the projection was done with constant sampling
and perimeter sampling respectively. Both sampling techniques are useful to the physician. Perimeter
sampling preserves the area and allows the physician to evaluate the size of the polyps, while constant
angle sampling preserves the angles and allows a better evaluation of the shape.

We also tested this method with real data sets without pathologies. Figure8.7shows the images generated
from a 256x256x311 CT data set of a colon.

a) b)

Figure 8.7:Colon CT data set 256x256x311: a) Constant angle sampling.b) The same camera position
as a) but with perimeter sampling.

An application to inspect the videos of the locally unfolded colon has been developed. Once the polyp
has been detected, the physician is able to go back to the original data. This is easily done using the
camera position of each frame of the video of the locally unfolded colon. The application allows the
physician to easily associate the frames of the video with its corresponding region in the original volume
data. It consists of different visualization techniques shown in separate windows whose interaction is
connected to each other.

One window (see figure8.8B) shows consecutive local-unfolded colon images with constant angle sam-
pling. The current camera position corresponds with the camera of the local-unfolded colon image shown
at the moment. The user is able to perform a circular shift in the horizontal direction of the image, such
that polyps, that appear at the borders, are moved to the center and can be inspected with less distortion.
An overview image is generated using the horizontal center lines of each frame (see figure8.8 A). In
the overview image, the current camera position is indicated by highlighting its corresponding horizontal
center line. The overview image includes artifacts as the cross-sections that correspond to each line may
intersect each other, but the image gives enough context information to orient the user.
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Figure 8.8: Snapshot of the application developed to inspect the video result of local unfolding of the
organ.

Another window with an outside view showing the camera position is generated using the VolumePro
board (see figure8.8 C). Furthermore, there are three windows that show the three orthogonal planes
corresponding to the three coordinate planes of the current camera frame (see figure8.8 E,F and G).
These planes are generated using multiplanar reconstruction.

A window showing a common perspective view of the data set (see figure8.8 D) is also present. This
window is updated with the current camera position. If the user clicks in an area of the unfolded colon
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image (see figure8.8B), an update of the perspective view camera is done. The camera of the perspective
view points to the same area that has been pointed to in the unfolded frame.

The relationship between windows and different visualization techniques provides a suitable tool for
inspection of the data set.

It is important that the cylinder axes do not get outside the organ. The cylinder height could be optimized
for each data set and even adaptively defined depending on the camera position.

The camera movement has to be specified in a way that we do not miss any surface region. In the current
implementation, the camera steps are so small that they ensure this, but the method is also inefficient be-
cause unnecessary images might be calculated. Once a movement step of the camera has been specified,
it can be calculated whether a visible surface area is missed by intersecting the plane of the top cover
of the cylinder and the bottom cover of the next one. If they intersect in a position far away from the
estimated colon radius, it can be ensured that no surface area visible from the central path will be missed.
Otherwise, the movement step should be adapted. However, the surface behind folds with mushroom-like
shapes will not be shown with our method. A solution to this problem should be investigated.
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Chapter 9

Nonlinear Colon Unfolding

I love fools’ experiments; I am always making them.
Charles Darwin (1809-1882)

9.1 Introduction

In chapter8, a method for unfolding the colon was presented. This method results in a video with correct
unfolded portions of the colon in each frame. It solves problems of previous techniques, like double
polyp appearance (i.e., the same polyp can show up more than once) and undersampling. However, it has
the drawback that the physician has to review a video and cannot visualize the complete surface at once.

In this chapter, we describe a new method [Vila01a] to obtain a single view of the complete unfolded
colon. The physician can easily detect areas where polyps are located, and additionally get an idea of their
shape and size. Afterwards, the physician can concentrate on an exhaustive inspection of the problematic
areas. This method proposes solutions to the problems of double appearance and undersampling. In our
approach, the colon unfolding does not just produce a surface but also a height field (distance of the colon
surface to a central path). This avoids that the polyps are flattened as with the methods proposed by Haker
et al. [Hake00a]. Furthermore, the height field gives a more natural visualization than a flattened surface
with color-coded mean curvature.

In the next sections, this method will be discussed in detail. Section9.2 gives an overview of the new
approach. Sections9.3 and9.4 present in detail the main steps of the method. Results are presented in
section9.5.

9.2 Method Overview

Our method of unfolding the colon can be divided into two main steps: nonlinear ray casting, which
solves the problem of double appearance of polyps, and nonlinear 2D scaling, which improves the
nonuniform sampling and avoids to miss polyps.
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The input data of the technique is a segmented volume data set of a colon. The segmentation is needed
to find the central path. It is important that the segmentation is conservative. The segmentation mask
does not contain any point outside of the colon. The central path is computed by thinning the segmented
volume. The path is smoothed, but it is ensured that it does not cross the colon surface. We use the
algorithm presented in chapter5. A distance map is generated from the calculated central path [Lohm98].
The voxels of the distance map contain the distance to the nearest voxel on the central path.

A coordinate frame is moved along the path. For each position, rays are traced starting in the plane
orthogonal to the path, and following radial directions (constant angle sampling). To avoid double polyp
appearance in high curvature areas of the path, the rays follow the negative gradient direction of the
precalculated distance map. The rays are not straight lines any more, and they do not cross each other,
at most they meet (see figure9.1). Nonlinear ray casting has already been investigated before [Gröl95].
Section9.3explains how these rays are traced.

cross-sections

central path

missed polyp

Figure 9.1: Elimination of double polyp appearance by nonlinear ray casting.

Along each curved ray, the volume is sampled in a uniform way and direct volume rendering is per-
formed. The ray is terminated when it hits the surface of the colon. The result of the nonlinear ray
casting can be interpreted as a 2D cylindrical parameterization of the inner colon surface. One parame-
ter corresponds to the position along the path. The second parameter specifies the ray within the plane
orthogonal to the current path position. The distances between ray origins on the central path and inter-
sected points on the colon surface determine a height field. The height field is unfolded, and the result
corresponds to a parallel projection of the unfolded height field.

Nonlinear ray casting samples the height field nonuniformly. A straightforward unfolding to a regular
grid contains severe area distortions and is therefore not optimal. In the second step, an iterative scaling
transforms the previously generated 2D parameter grid in order to compensate for these distortions.
After the scaling, the ratios between the area that the samples represent and their area in the 2D grid are
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approximately equal. The second step is based on nonlinear 2D scaling that is used in a similar way for
magnification fields in information visualization [Keah97]. In section9.4, the algorithm is described in
detail. Next, the colon surface is resampled with an almost-uniform sampling rate using the transformed
2D grid.

In the next section, we describe the major steps of our algorithm in more detail.

9.3 Nonlinear Ray Casting

The curvec(v), which represents the central path of the colon, is calculated using thinning and the
smoothing algorithm presented in our previous work [Vila00]. In order to trace the nonlinear rays, a
distance mapDist(p) of a pointp to the central pathc(v) is computed.Dist(p) is calculated in discrete
space.Dist(p) is a volume data set that contains for each voxel the minimum distance to the path. A
reconstruction filter is used to approximate the distance map in continuous spacedist(p).

For the calculation ofDist(p), a minor modification of the Euclidean distance transformation presented
by Lohmann [Lohm98] is used. The modified distance transformation saves for each voxel the vector
vDist(p) from the voxel to the closest central path point,Dist(p) = ‖vDist(p)‖. Using this information,
the distance mapdist(p) in any pointp ∈ IR3 is defined using the following reconstruction function.

dist(p) = {min(‖pi +vDist(pi)−p‖) | ∀i 0 ≤ i ≤ 7, pi ∈ IN3 }
wherepi represent the eight vertices of the cell that containsp. This reconstruction gives the exact value
when one of the eight neighborspi has the same closest curve point asp. Trilinear interpolation of the
scalar valuesDist(pi) gives a good performance when the distance map has a linear behavior, which
happens just in some special cases.

The nonlinear rays are traced from the central path in uphill direction, i.e., along the negative gradient
direction,−∇dist(p), of the distance mapdist(p). dist(p) is continuous in the first derivative nearly
everywhere, except for ridge and valley lines. The distance mapdist(p) induces a vectorfield−∇dist(p)

which is defined by the gradient of the distance map. It is known that trajectories of such vectorfields will
not cross each other and are unambiguous (see Abraham et al. [Abra92] for details). These trajectories
will correspond to our nonlinear rays. Furthermore, in our situation, they will not produce cycles, since
it is impossible to return to the same point if you always move uphill. In the worst case, the nonlinear
rays will merge in ridge and valley lines, but they will not cross. With these curved rays the appearance
of double polyps is avoided and an unambiguous and correct parameterization of the colon inner surface
is obtained.

9.3.1 Casting of Nonlinear Rays

The first step to trace the nonlinear rays is to move a coordinate frame along the curvec(v). The frame is
moved using a minimal-rotation frame (see section8.4 for more details). For each position on the path,
a constant number of rays is traced. The initial point of each ray is placed in the plane orthogonal to
the path. Note that the gradient is not defined along the pathc(v) since it is a valley line of the distance
mapdist(p). Therefore, the initial points are located in a circular arrangement at a small distance from
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the path position. Once the initial points have been determined (u parameterization), the rays are traced
incrementally following the negative gradient of the distance map (see figure9.2).

u

c(v)

a) b)

Figure 9.2: Nonlinear rays traced from a specific position along the pathc(v): a) the curved rays in areas
of high curvature for two consecutive points alongc(v), b) nonlinear rays traced inu direction.

The rays have the tendency to be perpendicular to the pathc(v) since it is the direction of maximal
change ofdist(p) in linear segments of the path. The rays become curved in areas where the curvature
of the path increases (see figure9.1and9.2).

u

v

Figure 9.3: Surface obtained after nonlinear ray casting. The sampling of the surface is nonuniform.
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9.3.2 Colon Surface Parameterization

In the previous section, nonlinear and especially non-crossing rays were traced from the central path
c(v) towards the colon surface. While the rays are traced, direct volume rendering is performed. The ray
terminates when the colon surface is hit. The result of the nonlinear ray casting is a sampling of the inner
surface of the organ.

The tracing of the nonlinear rays defines an unambiguous parameterization of the inner colon surface
s(u,v). Here,v is the parameter along the central pathc(v), andu is the radial angle along which the
nonlinear rays are started (u ∈ [0,2π ]).

Figure 9.3 showss(u,v) which results from applying nonlinear ray casting to a piece of the colon.
The lines correspond to the isolines of the parametric surfaces(u,v). The parameter space is sampled
uniformly in theu andv direction, but this does not correspond to a uniform sampling ofs(u,v).

Unfolding of thes(u,v) surface can easily be done by mappings(u,v) onto a regular grid in the 2D
u,v-parameter space. In figure9.4a a parameterization of the colon surface is done with straight rays
(ambiguous, non-uniform sampling). In figure9.4b, a parameterization of the colon surface is done with
curved rays ( unambiguous, but still non-uniform sampling).

u

v

a) b)

Figure 9.4: a) Unfolding of the colon surface of the data set presented in figure9.3using straight rays.
Solid circles indicate double polyp appearance areas. Dashed circles indicate undersampled areas. b)
unfolding of the parametric surface generated using nonlinear rays shown in figure9.3, by mapping the
parametric space to a regular grid. Double polyps disappear, but undersampled areas not.
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Nonlinear ray casting avoids that features appear more than once, but on the other hand the sampling
of the surface is far from being uniform. There are oversampled areas, which lead to geometric defor-
mations, and also undersampled areas. In the latter case, deformations appear but also features of the
surface can be missed.

In figure 9.4a, the solid circles indicate areas where features appear more than once. Using nonlinear
ray casting, the double polyps disappear, and instead an enlargement of the feature appears (figure9.4b).
The areas encircled with dashed circles indicate undersampled areas and therefore areas where features
are possibly missed. Note that the same undersampled areas are present in both figures.

In the next section, an algorithm is presented to obtain an unfolding of the parametric surfaces(u,v)

which avoids geometric deformations and to miss features.

9.4 Nonlinear 2D Scaling

In the previous section, an unambiguous parameterization of the inner colon surface projected to the
central path has been introduced. The sampling of the surfaces(u,v) defines a quadrilateral mesh on the
colon surface (see figure9.3). The curved rays generated by the nonlinear ray casting do not intersect,
therefore, the resulting quadrilateral mesh is valid and also not self intersecting. Furthermore, the dis-
tance between the surface points(u,v) and the corresponding path positionc(v) defines a height field
r (u,v).

The goal of nonlinear 2D scaling is to achieve a 2D grid which approximates a parallel projection of
the unfolded height field defined by the nonlinear ray casting. We desire that the unfolded height field
preserves the length of the edges ofs(u,v) in u and v direction and, therefore, we also preserve the
area. In section9.4.1, we define the length of the edges of the 2D grid to achieve the area preservation.
Section9.4.2describes the iterative algorithm which yields a 2D grid with such edge lengths.

9.4.1 Height field unfolding

Figure9.5a is an illustration of a cross-section of the height field for a given value ofv . The unfolding of
the height fieldr (u,v) in figure9.5a to a 2D regular grid is shown in figure9.5b. The parallel projection
of the unfolded height field corresponds to the mapping of the surfaces(u,v) presented in section9.3.2.
The edges in the 2D grid have a constant lengthe. The unfolded object is locally scaled depending on
the height-field valuer (u,v). If r (u,v) has a high value (i.e.,s(u,v) is far from the center) the object
shrinks. If r (u,v) has a small value (i.e.,s(u,v) is close to the center), the object is enlarged. This is
since the area that the samples represent depends on their distance to the central path and is not constant
as is assumed by mapping them to a regular grid.

From the 3D quadrilateral mesh obtained in the nonlinear ray casting, we know the distances between
adjacent quadrilateral vertices (i.e., the length of the edges of the quadrilateral). If these distances are
preserved in the 2D grid, the sizes of the quadrilaterals will be preserved. Figure9.5c shows the result of
preserving the 3D edges of the quadrilateral mesh that corresponds to figure9.5a. Note that geometric
deformations also appear. In this method, we flatten the surface and the polyps. This is due to the fact
that we do not take the height field into account. We do not want that the 2D grid has the same edges as
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Figure 9.5: Illustration of height field unfolding inu direction: a) cross-section ofr (u,v) for a fixed value
of v , b) unfolding to a regular grid, c) unfolding preserving the edge lengthsbi of the 3D quadrilateral
mesh in the 2D grid, and d) unfolding preserving the edge lengthsbi of the 3D quadrilateral mesh in the
height field. e) Unfolding in thev direction.
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the 3D quadrilateral grid, but we want that the edges of the unfolded height field have the same length as
the edges of the 3D quadrilateral mesh (see figure9.5d). This implies that the distance between edges in
the 2D grid should correspond to the lengtha that each sample represents inu andv directions.

To calculate the edge lengths, we use different approximations for theu andv direction. For simplicity,
we definewi,j as a point in parametric space(ui ,v j ) (ui is the i th sampled parameter value in theu
direction andv j the j th in thev direction). In theu direction (see figure9.5d), each sample represents a
length approximated by

a(wi,j) = 2∗ tan
(α

2

)
∗ r (wi,j)

whereα is the angle between the straight rays from the path tos(wi,j) ands(wi+1,j). For simplicity, we
illustrate in figure9.5d the case where the angleα is the same between consecutive rays. In general,α

is not constant due to the nonlinear rays. The edge distance between two consecutive samples in theu
direction is approximated by

e(wi,j,wi+1,j) = a(wi)+a(wi+1,j)

2
(9.1)

This equation cannot be used for thev direction since angleα is not defined. Therefore, in thev direction
the following expression is used

l j = r (wi,j)+r (wi,j+1)

2

mj,k = c(vk)+ s(wi,k)−c(vk)

r (wi,k)
∗ l j (9.2)

e(wi,j,wi,j+1) = ‖mj,j −mj,j+1‖

If the rays are parallel, equation9.2 results in the projection of the edge between two samples to the
central path (see figure9.5e). Equation9.2approximates the distance between two samples subtracting
the distance due to the difference in height of the two samples (i.e., the distance from the sampled point
to the central path).

Using equations9.1 and 9.2, we have defined the length of the edges of the 2D grid such that the
unfolded height field preserves the length of the edges ofs(u,v) in u andv direction. In the next section,
an algorithm to obtain such a 2D grid is presented.

9.4.2 Nonlinear 2D scaling

The objective of the nonlinear 2D scaling algorithm is to generate a 2D grid whose edges preserve the
length of the edges calculated bye(wi,j,wk,l) (see equation9.1 and9.2). To find an analytical solution
to the problem is too complex, so a numerical solution is adopted. To generate such a grid we use an
approach similar to the one presented by Keahey et al [Keah97]. The main difference is that the new
algorithm not only preserves areas, but also the edge lengths.

A transformation of a 2D regular grid is defined by functionT(i , j ) : IN2 → IR2. T(i , j ) has to be
C0-continuous and it should preserve the order (i.e., no edge or grid node flipping). ForT(i , j ) = (x, y)

andT(k, l ) = (x′, y′) the condition to preserve the order is defined by

i < k ⇐⇒ x ≤ x′ j < l ⇐⇒ y ≤ y′ (9.3)
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We define a 2D scaling fieldS as a field of scalar values for each edge. Each scalar value indicates the
scaling factor that a transformationT has applied to the edge. The 2D scaling fieldS for an edge defined
betweenT(i , j ) andT(k, l ) is S(i , j ,k, l ) := ‖T(i , j )−T(k, l )‖. A 2D scaling fieldS is defined for any
transformationT.

The goal of the nonlinear 2D scaling algorithm is to find a transformationTg such that for all values of
i and j the equatione(wi,j,wk,l) = ‖Tg(i , j ) − Tg(k, l )‖ holds, wherewk,l is a 4-connected neighbor
of wi,j. In other words, we want to find a transformationTg whose 2D scaling field isSg(i , j ,k, l ) =
e(wi,j,wk,l) (see equations9.1and9.2) for each edge of the grid.

The major problem is to find the coordinates(x, y) of the transformationTg, given the scalar values of
the 2D scaling fieldSg. It is clear that for the same 2D scaling field several transformations are possible.

We have used an iterative method which provides a numerical solution. The goal of the algorithm is to
find a transformationTa that provides a good approximation ofTg.

Given a transformationTa, the corresponding scaling field can be easily calculated bySa(i , j ,k, l ) =
‖Ta(i , j )−Ta(k, l )‖. A scaling field error can then be computed bySe = Sg − Sa. Se gives the difference
between the computed scaling fieldSa and the desired scaling fieldSg.

The iterative algorithm starts withTa as a regular grid. ThenSa and Se are calculated. The algorithm
iterates over each node of the grid. For each node, the value ofSe at each of the 4-connected neighbors
is investigated. IfSe > 0 (i.e., the edge is not long enough) then the neighbor is moved away from the
node . If Se < 0 (i.e., the edge is too long) then the neighbor is pulled towards the node. The edge is
modified by a length ofSe(i, j ,k,l)∗Cr

2 whereCr ∈ [0,1] is a parameter of the algorithm. The division by 2 is
necessary because each edge is treated twice, once for each limit node of the edge. Changing an edge is
thus done by modifying each of its limit nodes. An important requirement of the algorithm is to preserve
the order. So the neighbors are moved as far asSe andCr allow without violating equation9.3.

The neighboring nodes are changed with coordinate-aligned movements. The movements correspond
to the original orientation of the edges in the regular grid (i.e., horizontal and vertical). The move-
ment is computed such that the resulting edge has the expected length determined bySe andCr . These
movements have the tendency to preserve the rectangular appearance of the quadrilateral defined by
{Ta(i , j ),Ta(i +1, j ),Ta(i +1, j +1),Ta(i , j +1)}, which, for example, does not degenerate to a trian-
gle.

Once the iteration has run for all the nodes, the newTa is generated. Then, a newSa and a newSe are
calculated from the resultingTa. Se is calculated just once per iteration.

The algorithm’s convergence depends on the complexity of the scaling fieldSg and the value ofCr .
If Cr = 0, no movement will occur. IfCr = 1, the neighbors will be moved the maximum possible
displacement. This can make the convergence faster, but can also lead the approximation to a state where
the algorithm does not converge at all. A trade-off between speed and quality has to be made in defining
the value ofCr .

The convergence factor is measured using the distance between the approximated scaling fieldSa and
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the desired 2D scaling fieldSg. This is expressed as the root mean squared errorσ of Se. Given a grid of
sizen×m the convergence factorσ is defined as follows.

σ =

√√√√√
m−1∑
j =0

n−2∑
i=0

Se(i , j , i +1, j )2 +
m−2∑
j =0

n−1∑
i=0

Se(i , j , i , j +1)2

2nm−n−m

The algorithm terminates, ifσ becomes smaller than a defined constant or if after several iterations no
considerable improvement occurs anymore.

The convergence of the algorithm can be improved by starting with aTa which is a closer approximation
of the desired result than a regular grid. The length of the edges within a horizontal line (i.e., the hori-
zontal edges between nodes with the samej value) are set such that the line approximates the perimeter

of the colon in the corresponding cross-section (i.e.,
∑n−2

i=0 Sg(i, j ,i+1, j )
n−1 ). The distance between two consec-

utive horizontal lines is set to the average of the vertical edge lengths inSg which join the nodes between

the two lines (i.e.,
∑n−1

i=0 Sg(i, j ,i, j +1)

n ). Starting with this modified grid leads to a faster convergence by
generating basically the same result as a regular grid would give.

The pseudocode to illustrate the presented algorithm is given below.

proc NonLinear2DScaling(
in: 2DScalingField Sg,float Cr,
out: 2DTransformation Ta)

{
2DScalingField Sa;
2DScalingField Se;
boolean bNoEnd;

Ta = IntialGrid(Sg);
Sa = Calculate2DScalingField(Ta);
Se = Sa − Sg;
σ = CalculateRootMeanSquare(Se);
bNoEnd = FinishApproximation(σ);

while (bNoEnd) {
forall Ta(i , j ){ MoveNeighbors(Ta,i, j,Se,Cr);}
Sa = Calculate2DScalingField(Ta);
Se = Sa − Sg;
σ = CalculateRootMeanSquare(Se);
bNoEnd = FinishApproximation(σ);

}
}

Figure9.6a shows the initial gridTa for the segment of the colon presented in figure9.3. The resolution
of the grid is 128x171 and the initial value ofσ is 0.8008. After 960 iterationsTa has been evolved into
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the grid in figure9.6b. The value ofσ is 0.2808. Figure9.6c is the result of the algorithm after 1687
iterations. The grids of figures9.6b and 9.6c are similar. In figure9.6c, the value ofσ is 0.2650.

a) b)

c)

Figure 9.6: Illustration of the nonlinear 2D scaling algorithm using the same data set as in figure9.3. a)
Initial Ta corresponding to a 128x171 grid. b)Ta after 960 iterations of the algorithm. c)Ta after 1687
iterations.

Once the nonlinear 2D scaling has been performed, we obtain a parallel projection of the unfolded height
field to a 2D grid preserving the edge lengths. This avoids deformation due to the nonuniform sampling.
In the next section, a method to resample the undersampled areas and to detect possible missing features
is presented.
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a)

b) c)

Figure 9.7: Resampling after the nonlinear 2D scaling. a) 128x171 shaded grid using bilinear interpo-
lation. b) the resulting grid of the nonlinear 2D scaling after resampling c) Shading of the resampled
grid.

9.4.3 Resampling

The nonlinear 2D scaling provides a mapping between the 3D quadrilateral mesh and a 2D grid avoiding
geometric deformations. The color of each ray obtained in the nonlinear ray casting step is assigned to its
corresponding node in the 2D grid. Bilinear interpolation is used to fill the quadrilaterals of the grid. An
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example can be seen in figure9.7a. The areas encircled by dashed ellipses are the same as in figure9.4.
Some features are missing due to undersampling.

The undersampled areas are easily identifiable from the 2D grid. A minimum sample steph for the 2D
grid is defined. The sample step corresponds directly to a sample step in the 3D space. A quadrilateral
is subdivided if at least one of its edges is longer thanh. For a quadrilateral, the subdivision consists
in generating a subgrid whose edge lengths are smaller or equal toh. The result of subdividing the
quadrilaterals of a grid can be seen in figure9.7b.

The resulting subdivided grid has assigned color values just in the nodes of the original quadrilateral.
Therefore a resampling of the colon surface has to be done for each of the newly generated nodes.

Each point in the grid can easily be identified with its corresponding point in 3D using linear inter-
polation. The 3D points do not correspond to surface points, but they are close to the colon surface.
Therefore, curved rays are traced several steps backwards following the nonlinear ray casting algorithm.
Then the rays are traced forward again to find the correct surface point. The color of the sampled point
is determined by the same procedure as described in section9.3.

The resulting color values are mapped directly to the corresponding point in the 2D grid. The results of
the resampling procedure can be seen in figure9.7c. The encircled areas show regions where features
that were not present in figure9.7a have been identified.

9.5 Results

In this section, we describe the results of applying virtual colon unfolding to several data sets.

One data set is the CT volume data of an extracted colon with a resolution of 381x120x632 presented in
chapter8 (see figure8.6a). The colon is 50 cm long and contains 13 polyps. The results of the unfolding
procedure for this colon can be seen in figure9.8a. All the polyps could be easily detected by inspection.
The extracted colon was physically dissected and several pictures of the dissected colon were also taken.
These pictures enable a qualitative comparison between the real data and the results of the presented
algorithm (see figure9.9).

A second data set is a segment of the extracted colon with a resolution of 190x120x150. This data set has
been used throughout the chapter to illustrate the algorithm. The comparison of the virtually unfolded
colon with the picture of the dissected colon can be seen in figure9.9a.

The third data set is from a CT data set of a healthy colon segment with a resolution of 198x115x300.
The unfolding of the data set and an outside view can be seen in figure9.8b. This colon is healthy, so no
polyps could be found after the unfolding. For videos and further images please refer to:
www.cg.tuwien.ac.at/research/vis/vismed/ColonUnfolding/.

Table9.1shows the calculation times of the presented method on a Pentium II (400MHz). The timings
correspond to preprocessing time. Once the method has been executed the physician can inspect the
resulting overview image interactively. The table is divided into three parts. The first part presents the
timings obtained from generating the nonlinear rays and doing direct volume rendering. The timings
depend on the resolution of the sampling, i.e., the number of samples taken in theu andv direction, and
the data set resolution.
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Figure 9.8:a) Virtually unfolding of the extracted colon with the polyps numbered according to the real
dissection.b) Outside view and virtual unfolding of a segment of a CT data set of a healthy colon with a
resolution of 198x115x300.
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Nonlinear Ray Casting Nonlinear 2D Scaling Resampling
Data Set

Grid time(min) Cr iterations σ sec./iter. h time(min)

0.3 352 0.2797 0.5 83.80
Extracted Colon 128x890 21.65

0.5 601 0.3165
0.797

1.0 26.50

Segment of the 0.3 960 0.2808 0.5 15.46

Extracted Colon
126x171 3.4

0.5 1687 0.3511
0.141

1.0 5.32

0.3 70 0.2799 0.5 59.18
Healthy Colon 200x1178 13.2

0.5 58 0.2797
1.656

1.0 6.75

Table 9.1: Calculation times depending on the different parameters of the algorithm. The times are
calculated using a Pentium II CPU (400MHz).

The middle part of the table shows the timings of the nonlinear 2D scaling algorithm. The convergence
speed of the algorithm depends basically on the grid resolution, the value ofCr andσ (i.e., the precision
achieved by the unfolding). In the first two data sets the increase ofCr produces a reduction of the
convergence rate while for the healthy colon it improves. The value ofCr has to be tuned for each data
set.

The last column in table9.1gives timings concerning the resampling process. The times depend basically
on the sampling step of the grid and the difference between the original grid and the resampled grid (i.e.,
number of resampling points). We present the times with a resampling steph of 0.5 and 1.0 times the
size of a voxel in 3D space.

The time of the entire process depends on the data set and the precision of the result. In total, the
time of the whole process, including the distance map calculation, is in the range of hours. This is,
however, preprocessing time. Once the computation has been done, the resulting 2D grid can be inspected
interactively by the physician. The result can be seen like an overview map. If suspicious areas are
identified they can be inspected more carefully using other tools like cross-sections of the original data
set or conventional rendering of the region in question.

Experiments have shown that the algorithm is quite sensitive to the smoothness of pathc(v). For a good
result, it is important that the path is smooth and has as many linear segments as possible.

The nonlinear ray casting produces a problem that occurs when a ridge line of distance mapdist(p) is
inside the colon. Then, there will be rays that never reach the surface of the colon. Although, this case
never appeared in the tested data sets, a solution to this situation has to be studied. A possible solution
would be to combine the central path distance map with the colon surface distance map.

The presented algorithm, as well as the algorithm presented in chapter8, takes only into account the
areas that are directly projected to the central path. Areas which are behind mushroom-like folds are not
visualized. Using more than one surface point per ray, could solve the problem of occluded areas.

The current implementation of the algorithm has not been optimized so there is room for temporal im-
provement. Although the virtual unfolding is a preprocessing step, there is a need to accelerate it to
facilitate parameter tuning.
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Figure 9.9: Qualitative comparison of the virtually unfolded colon with pictures taken from the real
dissection. Ina), the images correspond to the segment of the extracted colon data set which was used
throughout this chapter as example. The orientation in which the pictures were taken does not correspond
to the orientation of the virtually unfolded colon.

Once the physicians have detected a polyp, they are interested in going back to the original volume
data and inspect it using other visualization techniques like perspective volume rendering or multiplanar
reconstruction. An application allowing such an inspection similar to the one presented in chapter8 must
be developed using the relation between the points in the 2D unfolded map and 3D volume data.

The nonlinear 2D scaling step unfolds the colon with area preservation. This allows the physicians to
estimate the sizes of the polyps. However, the shape is not preserved as the angles are not preserved.
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Methods for preservation of the angles or a combination of angle and area preservation will be subject
of future study.

The presented method has shown promising results, and it should be tested with more data sets of real
pathological cases. The algorithm is not restricted to the colon. It has the potential of being used for
other tubular organ as well.

90



Chapter 10

Summary and Conclusions

Qui busca la veritat es mereix el c`astig de trobar-la.
Who looks for the truth, deserves the punishment of finding it.

Santiago Rusĩnol i Prats (1861-1931)

We developed and investigated different visualization techniques for virtual endoscopy. Virtual
endoscopy has the potential to be used to substitute some real endoscopy procedures or to reduce their
drawbacks. This thesis has been divided into two parts.

In the first part, we concentrated on techniques to improve virtual endoscopy techniques which simulate
the behavior of a real endoscope. In chapter3, we presented a general framework for virtual endoscopy
systems. A prototype based on this framework was implemented. In this prototype, the camera motion
follows the principles of guided navigation with free rotation movements. The position of the camera
is restricted to the calculated optimal path. The thinning algorithm chosen to calculate the optimal path
calculation was explained in chapter4.

We focus on achieving high quality renderings, since we concentrate on developing a prototype to inves-
tigate visualization techniques for diagnosis. Therefore, direct volume rendering by ray casting has been
used. The main drawback of direct volume rendering is that it has a high computational cost.

A new space leaping acceleration technique for ray casting was presented in chapter5. The algorithm
generates a cylindrical approximation of the cavity of tubular-like organs. This approximation is used
as bounded cylinders to accelerate direct volume rendering for virtual endoscopy. An early termination
criterion for virtual endoscopy is also presented. The achieved acceleration depends on the data set. On
a common PC (i.e., Pentium II 400MHz), the presented algorithm is between three and four times faster
than a common ray-casting algorithm. However, it does not allow direct real-time volume-rendering.

A new technique to obtain perspective high-quality volume-rendering using hardware acceleration (i.e.,
VolumePro) was presented in chapter6. This approach produces perspective projection views using
parallel projection techniques (i.e., projected-slabs algorithm). The algorithm uses consecutive parallelly
projected slabs of the volume. The error produced due to the approximation of perspective projection
is investigated. Besides, based on error studies, we introduce a criterion to vary the slab thickness and
therefore to improve the performance of the algorithm.
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Simulating an endoscopic view is not the most suitable visualization technique in many endoscopy pro-
cedures. The second part of the thesis presents techniques which virtually unfold the colon to inspect its
surface and detect polyps. We concentrated on the colon although they could be used with other organs
too.

Chapter8 described a technique that locally unfolds the colon, and generates an animation sequence
from consecutive unfolded regions. The images are generated with a projection technique that allows
the physician to visualize most of the surface, and to easily recognize polyps that in an endoscopic view
would be hidden by folds or would be hard to localize. The presented method avoids double counting of
polyps. We presented two sampling strategies that respectively preserve the angle or area of the projected
surface elements. We maximized the coherence between frames by minimizing camera rotation. The
images are also enhanced by calculating level lines which represent the depth. Finally, we presented a
technique to generate an endoscopic-view navigation in real-time by using the data of the video of the
unfolded colon. An application has been developed which allows the physicians to inspect the original
slices once a polyp has been detected.

The drawback of the previous method is that the physician has to inspect a video to be able to visualize
the whole surface. In chapter9, the goal is to enable the physician to inspect and get as much information
as possible of the inner organ surface at a first glance. The problematic areas can be identified quickly and
inspected later in more detail. This approach solves the problem of double appearance of polyps using
nonlinear ray casting. Compensation of the distortions due to the unfolding of the colon is achieved using
an iterative method called nonlinear 2D scaling which is similar to the nonlinear magnification fields used
in information visualization. Finally, a method is presented to resample in areas where features can be
missed due to undersampling.

The methods presented in chapters8 and9 have been tested with several data sets. One of them enabled
a qualitative comparison of the resulting images with images of the corresponding real extracted colon.

In each of the corresponding chapters, the conclusions and future work for each of the methods have
already been presented. From the work and the acquired experience during the development of this
thesis some more general conclusions can be pointed out.

• To achieve meaningful visualizations, it is important to adapt the visualization method to the de-
sired application. It is nearly impossible to develop a system which can be used in any of the man-
ifold applications of virtual endoscopy. For example, there are applications like training, where
the quality of the images is not as important as achieving real time frame rates. On the other hand,
diagnosis procedures need high quality images. This quality should not be reduced to gain speed.
Therefore, completely different requirements and methods must be used in each of the cases which
makes a generic solution difficult.

• One of the main drawbacks of direct volume rendering is the definition of a correct transfer func-
tions. Correct means that the desired objects to be visualized are actually visible. This is still an
open problem, and the definition of transfer functions is a field of research by itself.

• The use of virtual objects allows visualization techniques to have much more freedom than restrict
themselves to imitate well-known medical procedures. The second part of this thesis shows that
not following the common approaches can lead to meaningful visualization techniques like virtual
colon unfolding.
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• For diagnosis applications, it is important that physicians can rely on the results that are obtained.
Just one result image is not enough. Different visualization techniques for the same data and region
linked together are necessary (e.g., use the original slices or multi-planar reconstruction planes).
This gives the physician the possibility to verify the results.

• Medical visualization is an interdisciplinary field. Computer scientists know the techniques that
can be used to visualize the data, while physicians know what should be seen. It is important
that collaboration between both fields is achieved to obtain meaningful results. One of the most
difficult tasks is to achieve a good communication channel between both parties.

• The new methods presented in this thesis are not yet able to be used in normal clinical routine.
There is a still a long way to go. They need to be evaluated with a much larger number of data sets
and reach a state of maturity, such that clinical staff is able to use them. We are working on that
and there is good hope that some day these methods will get to such a status.
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