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Abstract

The forseen operation scenario for future fusion devices like ITER and DEMO

is the high con�nement mode (H-mode), which is characterized by high pressure

and current density gradients in the plasma edge due to an edge transport barrier

(ETB). These steep gradients provide a source of free energy for magnetohydro-

dynamic instabilities. One property of the H-mode are the quasi periodically

occuring edge localized modes (ELMs), which lead to the degradation of the

ETB. The best model so far, which describes the critical quantities driving the

ELM unstable, is the peeling-ballooning model, in which peeling modes, driven

by the current density and its gradients, as well as ballooning modes, driven by

the pressure gradients, combine to form peeling-ballooning modes.

This Master Thesis deals with non-linear coupling of magnetic modes in AS-

DEX Upgrade plasma discharges. A theoretical model �rst shows how coupling

of modes in waves, and therefore also in plasma �uctuations, develops. Bicoher-

ence analysis delivers a method to diagnose and dispaly these couplings. Over

the course of this thesis a bicoherence algorithm was developed and thoroughly

tested. Windowing and dithering turned out to be useful tools to decrease the

noise sensitivity and increase the stability of the algorithm.

To test the capabilities of the algorithm in analyzing experimental data, sig-

nal s of magnetic pick-up coils from di�erent AUG dischages were anayzed and

displayed. The magnetic signals were then synchronized to the ELM onsets to

check for coupling before, during and after the ELMs. This method preserves

the important properties of the ELMs while removing unimportant ones. Con-

sequently these ELM synchronized signals were divided into distinct phases and

separatly analyzed with the bicoherence algorithm. No apparent mode couplings

were found in any of the ELM phases.





Kurzfassung

Zukünftige Kernfusionsanlagen wie ITER und DEMO werden aller Wahrschein-

lichkeit nach in der H-mode (high con�nement mode) betrieben. Durch das

Auftreten einer Randtransportbarriere (ETB) weist dieser Betriebsmodus hohe

Druck- und Stromgadienten am Plasmarand auf, welche freie Energie für magne-

tohydrodynamische Instabilitäten liefern. Eine Eigenschaft der H-mode ist das

quasi periodische Auftreten von sogenannten ELMs (Edge Localized Modes) auf,

die zur Zerstörung der ETB führen. Der Mechanismus, der die kritischen Gröÿen

die zur Instabiliät eines ELMs führen momentan am besten beschreibt ist das

Peeling-Balloning Modell, in dem Plasmastrom getriebene Peeling Moden mit

Druck getriebenen Ballooning Moden zu instabilen Peeling-Ballooning Moden

koppeln.

Diese Masterarbeit beschäftigt sich mit der Untersuchung nichtlinearer Kop-

plung magnetischer Moden in ASDEX Upgrade Plasmaentladungen. In einem

theoretischen Modell wird erst gezeigt, wie es zu Kopplungen von Moden in

Wellen und demanach auch in Plasma�uktuationen kommen kann. In der Biko-

heränzanalyse wird eine Methode diese Kopplungen zu diagnostizieren gezeigt.

Ein Bikohärenz Algorithmus wurde entwickelt um beliebige zeitlich aufgelöste

Signale zu analysieren. Mit der Anwendung von Fensterfunktionen und Dithering

wurden zwei Methoden gefunden eine Verbesserung der Sensitivität bei Hinter-

grundrauschen und der Stabilität bei numerischen Fehlern zu erreichen.

Um die Funktion des Algorithmus bei der Analyse experimenteller Daten zu

zeigen, wurden Signale von magnetischen Pick-up Spulen aus verschiedensten

AUG Entladungen analysiert und dargestellt. Um nun die Kopplung verschiedener

Moden vor, während und nach den ELMs zu untersuchen wurden die magnetis-

chen Signale an die ELM Anfänge synchronisiert. Mit dieser Methode bleiben die

ausschlaggebenden Eigenschaften der ELMs erhalten während sich unwichtige



Dinge wegmitteln. Die somit erhaltenen ELM-synchronisierten Daten wurden

dann in eindeutige Phasen unterteilt und getrennt mit der Bikohärenzanalyse

untersucht, wobei keine o�ensichtlichen Modenkopplungen in den einzelnen ELM

Phasen gefunden wurden.



Contents

1. Introduction 1

1.1. Nuclear Fusion and the Tokamak Concept . . . . . . . . . . . . . 3

1.2. ASDEX Upgrade and the H-Mode . . . . . . . . . . . . . . . . . . 6

1.3. Edge Localized Modes and MHD . . . . . . . . . . . . . . . . . . 8

2. Theoretical Background 11

2.1. Theoretical Description of Mode Coupling and Simulations . . . . 11

2.2. Signal Processing and Bicoherence . . . . . . . . . . . . . . . . . . 12

2.2.1. Continuous and Discrete Fourier Transformations . . . . . 12

2.2.2. Implementation . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2.3. Binning and Dithering . . . . . . . . . . . . . . . . . . . . 20

2.2.4. Windowing . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2.5. Noise Stability . . . . . . . . . . . . . . . . . . . . . . . . 24

3. Experimental Analysis 27

3.1. Magnetic Measurements . . . . . . . . . . . . . . . . . . . . . . . 27

3.2. Proof of Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3. Conditional Average: ELM-Synchronizing . . . . . . . . . . . . . . 31

3.4. Mode Number Determination . . . . . . . . . . . . . . . . . . . . 33

3.5. Bicoherence of the ELM Cycle . . . . . . . . . . . . . . . . . . . . 39

3.5.1. PRE - ELM Phase and Phase IV . . . . . . . . . . . . . . 42

3.5.2. ELM Phase . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.5.3. Phase I-III . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4. Conclusions 51

4.1. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.2. Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5



A. Danksagung 55

B. Bibliography 57



1. Introduction

The exploitation of arti�cial sources of energy is a key skill of human civiliza-

tion. For the modern culture a life without energy, especially electric energy, is

unthinkable. The availability of energy is accompanied by a scarceness of the re-

quired resources on one side and intrinsic risks on the other side. These menaces,

in particular the shortness of natural resources and global warming, created by

greenhouse gas (CO2, CH4) emissions, will remain one of the largest challenges

in the future. The plans to tackle these problems nowadays mostly include the

expansion of renewable sources, like hydro- wind- or solar-energy and sometimes

carbon capture.

A carbon neutral way to create electrical energy on a big scale are nuclear

power plants. The attractiveness of nuclear energy arises from the strength of

the nuclear force initiating nuclear reactions. The energy scale of such reactions

is in the range of MeV/reaction. This is one million times higher than in the

common chemical combustion reactions and therefore the same amount of fuel

leads to a million times higher energy generation.

As shown in �gure 1.1, nuclear reactions can theoretically produce a net energy

gain, by splitting heavy nuclei like Uranium or Plutonium, or by fusing light nuclei

to form heavier ones. Both these processes work up to mass numbers of around

50− 60, where nuclei are most tightly bound.

Compared to nuclear �ssion, which is the standard nuclear energy source at

the moment, fusion could theoretically produce a higher amount of energy per

reaction. This can be seen in the binding energy di�erence, which indicates the

maximum energy gain per reaction, is far greater, going from small atomic mass

numbers A = 2 or A = 3 to medium sized nuclei A = 50, than the other way

around.

Other advantages of using nuclear fusion for energy generation is that none of
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Figure 1.1.: Binding energy per nucleon over atomic mass A. According to the arrows, energy
gain is possible by fusion of low A elements and �ssion of heavier elements. Slightly
modi�ed from [1]

the involved elements have half-life periods greater than a human lifetime and

that there are no chain reactions that could get out of control.
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Figure 1.2.: Comparison of di�erent fusion fuels in terms of a) the reactivity, where a higher
number means a higher probability of a reaction occurring and b)the triple product
nτET , where a plasma must exceed the plotted curves for fusion self-heating to
overcome energy loss[3, 4]

1.1. Nuclear Fusion and the Tokamak Concept

Nuclear fusion has fascinated people since the 1920s [2]. Energy is released when

nuclei of light elements (H, or its isotopes D and T) combine to form heavier

elements (He). The fusion of four protons to one He nucleus, as it takes place

in stars, involves the conversion of protons to neutrons via the weak force. A

reaction's cross section, denoted σ, is the measure of the probability that a fusion

reaction will happen. This depends on the relative velocity of the two nuclei.

Higher relative velocities increase the probability. A good measure for the prob-

ability of a nuclear reaction occurring is the reactivity 〈σv〉 which is an averaged

product of the velocity dependent cross section σ and the particle velocity v. As

can be seen in �gure 1.2a), the reactivity, for the fusion of deuterium (D) with

tritium (T) is, at this state, the most promising candidate for a fusion reactor

with a cross section that is su�ciently high to be technologically feasible.

D + T → He4 (3.5MeV) + n (14.1MeV)

To realize fusion, the velocity and thus the temperature of the reacting particles

has to be high enough to overcome the Coulomb barrier. For a future D-T fusion

reactor most of the energy needed to keep the temperatures that high would
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come from the kinetic energy of the created alpha particles (He4). This process

is called self-heating.

At temperatures over ten thousand Kelvin the electrons of hydrogen (and also

D and T ) atoms are no longer bound to the nuclei and hydrogen gas turns into a

plasma. Lawson [5] gave a general measure for the conditions needed for a fusion

reactor to become technologically feasible. He estimated that

nTτE ≥ 1021keVsm−3 (1.1)

where n represents the particle density, T temperature and τE the energy con-

�nement time given by the total energy W divided by the power loss Ploss [6]. A

representation of this so-called triple product is given in �gure 1.2b) for di�erent

plasma fuels. If the plasma parameters exceed these self-heating conditions a net

energy gain is possible.

One approach to achieve such high temperatures and densities, here on earth,

is magnetic con�nement. The central objective in magnetic con�nement fusion

is to constrain the D-T plasma by a magnetic �eld at su�cient temperature and

density to reach a self-sustaining fusion plasma.

The highest developed approach in this �eld of research is the tokamak concept.

It was originally designed in 1952 by Soviet physicists and is an acronym for the

Russian translation of toroidal chamber in a magnetic �eld òîêàìàê.

Because a tokamak, as seen on the left side of �gure 1.4, consists of a toroidal

vessel containing the plasma it is useful to describe occurring phenomena in

toroidal coordinates, see �gure 1.3.

Despite of their �rst letters, theta θ and phi ϕ, in analogy to cylindrical coor-

dinates, θ represents the poloidal and ϕ the toroidal angle. Equations 1.2 show

the transformation from Cartesian to toroidal coordinates and de�ne the major

radius R0, and the radial position inside the torus r.

x(θ, ϕ) =(R0 + r cos θ) cosϕ

y(θ, ϕ) =(R0 + r cos θ) sinϕ (1.2)

z(θ, ϕ) =r sin θ

4



Figure 1.3.: Visualization of the toroidal coordinate system[1]

The de�ned chamber is surrounded by coils creating a toroidal (alongside the

torus) magnetic �eld. In the center of the torus are additional �eld coils that

act as a primary transformer circuit and induce a current in the plasma. This

so-called plasma current creates a poloidal (perpendicular to the torus) magnetic

�eld. Together these two �elds result in a helical (screw shaped) magnetic �eld.

To induce a plasma current that �ows in one direction the current through the

central solenoid has to change constantly. This necessity limits the duration of a

plasma discharge and is therefore the reason a usual tokamak machine can only

be operated in a pulsed manner.

In fusion experiments employing the tokamak con�guration su�cient temper-

atures and densities (estimated with the lawson criterion) have already been

reached. Although D-T seems to be the best fuel for a future fusion device, most

experimental tokamaks run D-D campaigns. The reason for this is that Tritium

is a radioactive material and therefore has obvious drawbacks for an experiment

where diagnostics and other parts have to be changed very frequently. However,

a large variety of plasma instabilities, which increase the transport of plasma

across the magnetic �eld, have so far prohibited a net energy gain. Only the next

generation experiments will be large enough to generate a surplus of energy. The

world's largest fusion device ITER, is a tokamak and currently under construc-

tion in the south of France. The primary goal of ITER is to demonstrate the
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Figure 1.4.: Tokamak setup showing poloidal and toridal �eld coils on the left and a poloidal
cross section of a divertor experiment on the right. [7].

possibility of magnetic con�nement fusion as a new energy source at large scales.

1.2. ASDEX Upgrade and the H-Mode

A key problem in fusion research is the power and particle load reaching the

walls. The power load can mechanically damage the wall material and energetic

ions from the plasma erode the surface by sputtering processes. To increase the

distance between the hot central plasma and the zone of intense plasma-wall in-

teraction, the so-called divertor con�guration is employed. In these designs, as

seen on the right side of �gure 1.4, magnets pull the lower edge of the plasma to

create a small region where the outer edge of the plasma hits specially designed

target plates. To achieve that the magnetic �eld is con�gured to create an X-

point at the last closed �ux surface which is often called separatrix. The zone

outside of the separatrix is called scrape-o� layer (SOL). Modern reactors try to

create plasmas with D-shaped cross-sections (�elongation� and �triangularity�) so

the lower edge of the D is a natural location for the divertor. The divertor allowed

higher heating powers compared to limiter setups. On ASDEX (axial symmet-

rical divertor experiment), which was one of the �rst tokamaks with a divertor

setup, Wagner et al. [8] observed a spontaneous transition from a low con�ne-
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Figure 1.5.: a) Poloidal cross section of a tokamak with divertor setup, b) plasma pressure
pro�le for L and H-mode over the normalized plasma radius ρpol with formation of
the edge transport barrier and the pedestal.[10]

ment (L-mode) to a high con�nement (H-mode) state where τE was enhanced by

a factor of 2 or more. This happened when the heating power was above a certain

threshold. On ASDEX's successor experiment, ASDEX Upgrade (AUG), it was

demonstrated [9] that this transition occurs due to the formation of a sheared

�ow layer and an associated edge radial electric �eld. These phenomena lead to

the formation of an edge transport barrier (ETB) which causes an increase in

pressure for the whole plasma and steeper density and temperature gradients at

the plasma edge (see �gure 1.5). The core pressure gradients of H-mode plasmas

do not signi�cantly change in comparison to L-mode plasmas, but the steep edge

gradients lead to an elevation of the overall pressure. This global increase of

pressure pro�les is called pedestal.

Historically, the discovery of the H-mode and its improved con�nement time

was a very big leap to the realization of a feasible nuclear fusion reactor. H-mode

will most certainly be the operational mode for ITER.
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1.3. Edge Localized Modes and MHD

The steep gradients associated with ETBs, mentioned in the previous chapter,

provide a source of free energy for magnetohydrodynamic (MHD) instabilities.

The discovery of the H-mode regime also brought up a new type thereof.

Edge localized modes (ELMs) are periodically occurring instabilities that

expel particles and energy from the plasma edge into the SOL in short time

intervals of around 1ms [11]. They cause high heat loads at the divertor and the

�rst wall but also �ush out impurities from the plasma core, which improves the

con�nement.

A theoretical approach to understand these instabilities is provided by MHD

stability analysis. In such calculations a simpli�ed form of the MHD equations

(Maxwell's equations + �uid mechanics) is solved using periodic functions with

given mode numbers.

Starting from a magnetic �eld con�guration with all parameters in equilibrium

these analyses take a small perturbation of the plasma ξ and put it to a stability

test. It checks if the plasma only oscillates and relaxes back to equilibrium, or if

the perturbation grows with a given growth rate γ.

A nice analogy for a stability analysis is a marble on a rippled board. The

marble can be in equilibrium sitting on a hill or in a valley. The di�erence

between those two states is, that the 'marble on the hill' state is highly unstable,

meaning a small perturbation will lead to oscillations around a di�erent state

while small perturbations of the 'marble in the valley' state will converge back to

the original state.

To describe plasma parameters and their perturbations Fourier decomposition

leads to the de�nition of the toroidal mode number n and the poloidal mode

number m.

The di�erence between linear and non-linear stability analyses lies in the used

perturbation. If the perturbation is a simple periodic function with only one n,

frequency ω and growth rate γ (here called linear growth rate), e.g.

ξ(t) = ξ0 + ξ1e
(iω+γ)t+2πiϕn (1.3)
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we speak of a linear analysis. If more than one mode number is considered

ξ(t) = ξ0 + ξ1e
(iω1+γ1)t+2πiϕn1 + ξ2e

(iω2+γ2)t+2πiϕn2 , (1.4)

is still a linear function, but higher orders of ξ will lead to mixed terms containing

n1 + n2, i.e. mode coupling.

It was found, in linear stability analysis, that a combination of pressure and

current driven instabilities, called peeling-ballooning (PB) instabilities, could lead

to ELM like periodic instabilities.

In the H-Mode the pressure gradient steepens at �rst and clamps at a certain

point, however, the pedestal width still widens and therefore the pedestal height

still builds up [12]. At a speci�c pressure value the plasma becomes unstable due

to ballooning modes. Meanwhile, this pressure gradient drives an additionally

occurring bootstrap current, which at a certain threshold leads to unstable peeling

modes.

The PB-Model can not fully describe the dynamics of an ELM nor its spatial

structure, because non-linear e�ects play a signi�cant role. As an example �gure

1.6a) shows the �lamentary structure of an ELMmeasured by a high speed camera

at MAST while �gure 1.6b) shows a simulated picture created using a non-linear

ballooning code. The simulation reproduces the �lamentary structure observed

by the cameras with astonishing precision.

9



Figure 1.6.: (a) High-speed video image of the MAST plasma obtained at the start of an ELM.
(b) The predicted structure of an ELM in the MAST tokamak plasma geometry,
based on the non-linear ballooning mode theory.[7]
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2. Theoretical Background

As mentioned in chapter 1.3 the fusion plasma and its perturbations can be

described by a superposition of modes. Theoretically these modes can interact

with each other, which is called mode coupling. It is suspected, that this non-

linear process happens in the inter ELM cycle [13].This chapter gives a simple

model of non-linear coupling of plasma modes and, with bicoherence, a method

to visually represent these couplings.

2.1. Theoretical Description of Mode Coupling

and Simulations

Krebs et al .[14] demonstrated a simple quadratic model to describe the coupling

of di�erent modes in AUG.

JOREK is a simulation code that solves the resistive MHD equations and shows

the time evolution of energy content for selected mode numbers. With these En(t)

values it is possible to calculate corresponding growth rates

γn =
1

2

d logEn
dt

, (2.1)

which lead to information about the stability of the modes.

Following [14], an interaction picture, that allows transfer of energy between

di�erent modes, is constructed. Consider a wave consisting of two contributions

with di�erent mode numbers n1 and n2 and amplitudes A1 and A2, respectively,

A(ω) = A2 cos(n1ω) + A2 cos(n2ω) (2.2)

Non-linear Terms in A(ω) lead to a mixture of the two modes, where the simplest
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term is quadratic and yields

A2(ω) = [A1 cos (n1ω) + A2 cos (n2ω)]2

= A2
1 cos2 (n1ω) + A2

2 cos2 (n2ω) +

+ A1A2cos [(n1 − n2)ω] + A1A2cos [(n1 + n2)ω] (2.3)

Hence, two modes with mode numbers (n1 − n2) and (n1 + n2) are generated.

According to this, energy transfer can take place between three modes, if

n3 = n1 + n2 or if n3 = n1 − n2 . This so-called threewave coupling and its

illustration is the main topic of this thesis.

2.2. Signal Processing and Bicoherence

The information contained in a digitally acquired signal at discrete time points

xn(tn) = x[t] is far greater than is recognizable at a �rst glance. Additional infor-

mation can be extracted using di�erent signal processing (SP) techniques. The

ideal SP tool to visualize coherent non-linear coupling of frequency components

is the Bicoherence method which will be derived in this chapter.

Bicoherence and bispectra are higher order spectra (HOS) which were �rst

introduced by Tukey [15] in the early 1960s to analyze wave coupling phenomena.

The method is not uncommon in plasmaphysics, see [16, 17, 18], but is apart from

a few exceptions [19, 20], not used on AUG data. Therefore a big focus was to

really understand the basics of the method and to test them thoroughly.

2.2.1. Continuous and Discrete Fourier Transformations

Higher order spectra are de�ned in terms of Fourier coe�cients, therefore it is

important to recall some basic de�nitions.

The Continuous Fourier Transform (CFT) X(f) of a time resolved signal x(t)

is de�ned as

X(f) =

∞ˆ

−∞

x(t) ei2πftdt. (2.4)
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It transforms the signal from the time into the frequency domain and therefore

contains information about the Fourier modes contained in the signal.

It's numerical counterpart, the discrete Fourier transform (DFT), is de�ned as

X [k] =
N−1∑
j=0

x [j] e−2πi jk
N (2.5)

where the real discrete time series, x[j], is parameterized by index j where

j = 0, . . . , N − 1, the frequency domain signal X[k], is parameterized by index

k where k = 0, . . . , N − 1 and the total number of points in the signal is N .

The sampling frequency as well as the total signal duration impose limits on the

frequency content of a discrete signal. The highest resolvable frequency, referred

to as the Nyquist frequency, fN , is, under ideal conditions, given by half of the

sampling frequency fs, i.e.

fN =
fs
2

(2.6)

and the frequency resolution ∆f is determined by the number of points in the

signal N , and the time resolution ∆t as

∆f =
2

N∆t
(2.7)

Figure 2.1 shows an example of the discrete Fourier transformation of a signal

x [j] = sin(2πn1j) + sin(2πn2j) with n1 = 0.1 and n2 = 0.3 with N = 100

points. The absolute value of the Fourier coe�cients |X [k]| shows peaks at

k = 10, 30, 70 and 90 which correspond to n1N , n2N ,(1− n1)N and (1− n2)N .

A corresponding physical example is given in �gure 2.2 where x[t] = sin(2πfAt)+

sin(2πfBt) with fA = 10Hz and fB = 30Hz and t goes from t = 0s to t = T = 1s

in ∆t = 0.01s steps. This is equal to a sampling frequency of fs = 100Hz.

The di�erence between �gure 2.1 and �gure 2.2 lies in the representation of the

Fourier transformed signal. While in the �rst example |X[k]| is simply computed

using equation 2.5, the DFT performed in the second example also shifts the

components, to get the real physical interpretation. The k values from 0 to N/2

represent the corresponding frequencies from 0 to fN but the values of k ranging

from N/2 + 1 to N actually represent the frequencies from −fN to 0 and not, as

13



Figure 2.1.: Numerical example of a discrete Fourier transformation of x [j] = sin(2πj · 0.1) +
sin(2πj · 0.3)

one could expect, the frequencies from fN to 2fN .

It is important to note, that for real values of x[j], X[k] will be symmetrical,

meaning

X[N − k] = X[k]∗

X[−f ] = X[f ]∗, (2.8)

where the X∗ operation stands for complex conjugation.

In the generalized sense of signal processing, the energy of a signal x(t) is given

by

E(t) ∝
∞ˆ

−∞

|x(t)|2 dt. (2.9)

Considering equation 2.4 one can easily see, that equation 2.9 can also be

written as

E(t) ∝
∞ˆ

−∞

|X(f)|2 df (2.10)

and therefore

SXX(ω) = |X(f)|2 (2.11)
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Figure 2.2.: Discrete Fourier transformation of a time resolved signal x[t] = sin(2πfAt) +
sin(2πfBt) with fA = 10Hz and fB = 30Hz

can be de�ned as power spectral density.

In the time domain one can de�ne the auto-correlation function rxx(t), also

known as the second order cumulant, as

rxx(t) =

∞ˆ

−∞

x(t+ τ)∗x(τ)dτ =

∞ˆ

−∞

x(t− τ)x(τ)∗dτ (2.12)

where x(t)∗ represents the complex conjugate of x(t). SXX(ω) and rxx(t) are

connected via the Wiener Khinchin theorem

SXX(f) =

∞ˆ

−∞

rxx(t) e
iωtdt (2.13)

showing that the power spectral density is the Fourier transformed auto-correlation

function.

Increasing the order of the cumulant one arrives at the third order momentum

rxxx(t) =

∞ˆ

−∞

∞ˆ

−∞

x(t+ τ1)∗x(t+ τ2)∗x(τ)dτ1dτ 2 (2.14)

with its Fourier transform being the bispectrum
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B(f1, f2) = X(f1)X(f2)X(f1 + f2)∗ (2.15)

which is only > 0 if the spectrum contains amplitudes at the frequencies f1,

f2 and f = f1 + f2. The three−wave− coupling is ful�lled in the simplest

non-linear coupling mechanism, quadratic coupling. As can be seen in equations

2.2 and 2.3 a simple quadratic ansatz already shows the three-wave-coupling

condition ful�lled.

To project the bispectrum to an interval 0 < f(B(f1, f2)) < 1 and to add phase

correlation information and more statistics one de�nes the auto-bicoherence

BIC(f1, f2) =
〈|B(f1, f2)|〉2

〈|X(f1 + f2)2|〉
〈
|X(f1)X(f2)|2

〉 (2.16)

The auto-bicoherence as de�ned in equation 2.16 has a lot of symmetries as

seen in �gure 2.3. It is symmetric around the line given by f1 = f2 because

B(f1, f2) = B(f2, f1) and BIC(f1, f2) = BIC(f2, f1)

and symmetric around the line given by f2 = −f1 because of equation 2.8.

These symmetries as well as some examples are explained below.

Figure 2.3 shows the full bispectrum of a signal x(t) = sin(2πfAt) + sin(2πfBt)

containing the frequencies fA = 10Hz and fB = 20Hz. It should again be empha-

sized, that because x(t)εR, the spectrum X(f) = FFT (x(t)) is symmetric around

f = 0 meaning the Fourier components have the same amplitude for f = x and

for f = −x, and that for a peak to show up in the auto-bispectrum B(f1, f2) ,

the Fourier transformed signal has to have non-zero amplitude at the frequencies

f1, f2 and f1 +f2. The three-wave-coupling condition is therefore realized 6 times:

f1 f2 f1 + f2

−20Hz 10Hz −10Hz

−10Hz −10Hz −20Hz

−10Hz 20Hz 10Hz

10Hz −20Hz −10Hz

10Hz 10Hz 20Hz

20Hz −10Hz 10Hz
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Figure 2.3.: Bicoherence of signal containing frequencies 10Hz and 20Hz. Domain of the auto-
bispectrum (yellow area marked with II), can be reduced to the contained domain
(marked with I). Area III represents the not computable area where |f1+f2| > fN .

All 6 frequency triples are equivalent and could be represented by one point

(|f1| = 10Hz, |f2| = 10Hz, |f | = 20Hz) lying on the edge of the triangle limited

by the f1 axis and the point f1 = f2 = fN
2
, which is marked by the red lines

in �gure 2.3. However for better visibility the domain of the auto-bicoherence

is in this thesis chosen to be the skewed right angled trapezoid given by the

points (f1, f2) = (0Hz, 0Hz), (fN
2
, fN

2
), (fN , 0Hz) and (fN ,−fN) shown as sector

I of �gure 2.3. The points in area II of �gure 2.3 can all be interpreted as

permutations of the 3-frequency points in area I. Therefore it is su�cient to

compute the bispectrum of area I.

Simple mirroring at the line f1 = f2 and then at the line f1 = −f2 leads

to the completion and therefore the full bicoherence. In area III the sum of

the frequencies f1 + f2 is greater than the Nyquist frequency fN and can not

be computed. This leads to the full domain of the auto-bispectrum having a

hexagonal shape.
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2.2.2. Implementation

In the work for this thesis, a python code was created, that contains functions

to calculate and plot the auto-bicoherence of a given time resolved signal. The

sequence of processes needed to calculate the bicoherence will be discussed in

this chapter. At �rst the signal is split up into bins for statistical purposes. The

code also has the ability to apply a windowing function to the measured data to

prevent spectral leakage (chapter 2.2.4) . After subtracting the bin-mean value

of every bin all of them are being Fourier transformed and cut at the desired

maximum frequency. This process is followed by calculating the triple product as

given in equation 2.15 for every possible combination of f1 and f2. For long time

series or a high number of bins, these calculations take a lot of time and memory.

Therefore the code exploits the symmetries of the bicoherence, as discussed in the

previous chapter, and calculates the triple products only on the con�ned domain

I, as shown in �gure 2.3. When all these complex products are calculated the

triple products are normalized (equation 2.16), resulting in the bicoherence.
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In summary the auto-bicoherence calculation works as follows:

� Start with a signal x[t], where t = [0,∆t, . . . , T −∆t, T ]

1. Split signal into i bins with length N : xi

2. Subtract the mean: xi[t]− xi[t]

3. Apply window:
(
x[t]− xi[t]

)
w[t]

4. Perform FFT: Xi = FFT
[(
xi[t]− xi[t]

)
w[t]

]
5. Compute Bispectrum: Bi[f1, f2] = Xi[f1]X[f2]X[f1 + f2]∗ in the domain

� Repeat steps 1-5 for every bin

� Normalize B([f1, f2] to get BIC[f1, f2]
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Figure 2.4.: Auto-bicoherence BIC(f1, f2) of x[t] = sin(2πfAt) + sin(2πfBt) with varying bin
sizes a) 20 bins á 1000 points, b) 80 bins á 500 points, c) 100 bins á 400 points, d)
100 bins á 200 points

2.2.3. Binning and Dithering

A toy-model was created to test the built bicoherence algorithm. This allowed

to simulate signals with di�erent frequency and phase components and test the

di�erent parameters of a bicoherence analysis in detail. As a �rst example a simple

test function x[t] = sin(2πfAt) + sin(2πfBt) with fA = 100kHz and fB = 200kHz

was created. Figure 2.4 shows the auto-bicoherence BIC(f1, f2) where n stands

for the number of bins into which the time series is split up. For the displayed case

t was chosen to be a discrete array from [0.5µs, 1s, ..., 1ms] containing 20000 time-

points separated by time steps of ∆t = 0.5µs, which leads to fN = 1
2∆t

= 1MHz

and a maximum frequency resolution of ∆f = 1
N∆t

= 1kHz. As can be seen in

chapter 3 these values were chosen to match the time and frequency resolutions

of the magnetic pickup coils of AUG.

None of the calculated bicoherences show the desired output of a single point

highlighted at the frequency points (f1, f2) = (fA, fA) = (100kHz, 100kHz) and

(f1, f2) = (fB,−fA) = (200kHz,−100kHz) that satisfy the three-wave-coupling

condition and are located in the reduced domain. The The information that can

already be seen in �gure 2.4 is, that clearly the frequency resolution ∆f is reduced

when decreasing the number of points per bin, by increasing the number of bins.

Also the noise in the bicoherence reduces, when taking more bins and therefore

more statistics.

To reduce the so-called quantization error that's caused by the appearance
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Figure 2.5.: Auto-bicoherence BIC(f1, f2) of x[t] = sin(2πfAt) + sin(2πfBt) + 0.1n[t] and for
di�erent bin sizes a) 20 bins á 1000 points, b) 80 bins á 500 points, c) 100 bins á
400 points, d) 100 bins á 200 points

of abrupt discontinuities in the signal due to the binning and can be seen in

�gure 2.4 as numerical artifacts, a small random noise signal was added to the

original signal. The technique used to reduce this problem is called dithering or

pseudo randomnoise quantization and is often used in signal processing for

audio and video signals, see [21].

The signal was therefore modi�ed to x[t] = sin(2πfAt) + sin(2πfBt) + A · n[t],

where n[t] is an array of random numbers limited by 0 and 1. Varying noise

amplitudes A have big e�ects on the bicoherence of test signals (see chapter

2.2.5) The bicoherences plotted in �gure 2.5 show the expected results. As already

suspected from �gure 2.4, the frequency resolution as well as the noise decreases

when the number of bins is increased.
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Figure 2.6.: Temporal and Fourier properties of the Hann window[22]

2.2.4. Windowing

Another widely used technique in signal processing is windowing xw[t] = x[t]w[t],

where a windowing function is multiplied with the signal increase periodicity.

It dampens often occurring discontinuities at the boundaries of time resolved

signals and reduces the spectral leakage e�ect. The windowing function used in

this thesis was the Hann window w(n) = (1− cos( 2πn
N−1

)). Its time and frequency

properties are displayed in �gure 2.6. Since the equivalent of multiplication in

the time domain is, convolution in the frequency domain, the analyzed spectrum

appears to be convoluted with the window spectrum. This can lead to unwanted

e�ects, if the very low window frequency couples to frequencies contained in the

signal.

It was found that windows broaden the frequency peaks in the Fourier spec-

trum, compare peaks in �gure 2.5a) - d) to �gure 2.7 and thus also lead to better

detectability of points in the bicoherence. Figure 2.7 shows the mentioned cou-

pling of the signal frequencies (100kHz and 200kHz) to the maximum window

frequency (fw ≈ 1
2·binsize·∆tHz). These additional points in the bicoherence do

not represent real couplings, because the window frequency of the Hann window

fw is approximately 1
4
of the frequency resolution ∆f and should therefore not

be visible in the signal. The additional points can be disposed of by running

the algorithm �st without the window applied and then running it for a second
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Figure 2.7.: Auto-bicoherence BIC(f1, f2) of x[t]w[t] where x[t] = sin(2πfAt) + sin(2πfBt) +
0.1n[t] and w[t] a Hann window, for di�erent bin sizes a) 20 bins á 1000 points, b)
80 bins á 500 points, c) 100 bins á 400 points, d) 100 bins á 200 points

time with the applied window. The reason for this problem and why the so-

lution works is not totally clear. One idea is that the additional points in the

bicoherence appear due to the divisions in the normalizing process, where very

small quantities are divided by even smaller quantities. This can lead to numer-

ical problems which are probably solved by running the algorithm �rst without

windowing. The auto-bicoherence values with applied window in the second run

are shown in �gure 2.8. The windowed auto-bicoherence looks very similar to the

auto-bicoherence without windowing (�gure 2.5) but, as mentioned, the peaks

appear to be broader and therefore more visible. The noise sensitive nature of

this so-called peak broadening will be discussed in the next chapter.

The Hann window provided in the demonstrated algorithm, �gure introduce

additional low frequencies to the spectrum and can create arti�cial three-wave-

couplings in the bicoherence that can be seen in 2.7c) . For this reason, and

for the very noise sensitive nature (see chapter 2.2.5) of windowed signals, this

technique has to be used with great caution.
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Figure 2.8.: Auto-bicoherenceBIC(f1, f2) of x[t] = sin(2πfAt) + sin(2πfBt) + 0.1n[t] for di�er-
ent bin sizes a) 20 bins á 1000 points, b) 80 bins á 500 points, c) 100 bins á 400
points, d) 100 bins á 200 points

2.2.5. Noise Stability

To test the noise stability of the algorithm, the intensity A of the added random

noise was varied.

xi[t] = sin[2πfAt] + sin[2πfBt] + A · n[t]

Figure 2.9 shows that the bicoherence is stable and shows the expected results ,

BIC(f1, f2) = BIC(fA, fA) ∼= 1 where the three-wave-coupling condition f2 =

f1 +f1 is ful�lled, up to a noise amplitude 5 times as high as the signal amplitude.

This is due to the fact, that the random noise has no �xed phase relation. It was

also tested, that adding a constant random phase to every bin of the ensemble

leads to BIC(f1, f2) = 0 for all frequencies f1 and f2, whereas this operation does

not change the power spectrum at all. This also suggests, only bins with a �xed

phase relation will contribute to the bicoherence.

As mentioned in chapter 2.2.4, using a windowing function can lead to peak

broadening. This e�ect can be seen in �gure 2.10 where the peak broadening

decreases with increasing noise amplitude. This is probably due to a combination

of the already mentioned binning discontinuities and the leakage e�ect.
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Figure 2.9.: B(f1, f1) where f2 = f1 + f1 for varying noise intensity

Figure 2.10.: Noise stability of the windowed signal with noise intensities a) A = 10−3, b)A =
10−4, c) A=10−5, d) A=10−6
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3. Experimental Analysis

To detect non-linear coupling of di�erent plasma modes experimental data from

ASDEX Upgrade were analyzed with the bicoherence algorithm. This chapter

shows how magnetic data is obtained and analyzed.

3.1. Magnetic Measurements

To measure the magnetic �eld B or its �uctuations dB
dt
, so-called Ballooning Coils

are installed in ASDEX Upgrade. The varying magnetic �ux densities induces a

measurable voltage signal in the coils, according to Faraday's law of induction

U =
dΦ

dt
with Φ =

ˆ
~BdÃ. (3.1)

The magnetic diagnostics at ASDEX Upgrade consists of many such coils ar-

ranged in di�erent poloidal and toroidal positions in the tokamak, measuring the

poloidal or the radial magnetic �eld. Magnetic instabilities appear as �uctuations

in the radial magnetic �eld Br. They can be observed with the radial magnetic

�eld coils B31-xx (often called ballooning coils), which are placed at the outboard

midplane. Figure 3.1 shows that they are very close to the plasma, where 3.1a)

shows the coil positions in a toroidal cross section of AUG and 3.1b) a poloidal

one. The signals of the B31-xx coils are sampled at a 2MHz rate and are then

digitized with 14bit analog digital converters that contain a low pass at 512kHz

[23]. Thus the Nyquist frequency of the signals is 1MHz but frequencies over

512kHz are a�ected by the low pass.

To obtain the magnetic �eld Br from the measured voltage U ∝ dB
dt

, the signal

was integrated using a simple trapezoidal integration algorithm.

27



-3 -2 -1 0 1 2-3

-2

-1

0

1

2

#28767 2. s

14

15

16

1

2

3456

7

8

9

10

11 12 13

x / m

y
 /

 m

B31-01

B31-14
B31-03

B31-02

B31-12

B31-13

(a)

1.00 1.50 2.00 2.50

-1.0

-0.5

0.0

0.5

1.0

#28767 2. s

z 
/ 

m
R / m

B31-xx

(b)

Figure 3.1.: Position of the toroidally distributed ballooning pick-up coils at the outer mid-
plane (a) in the toroidal and (b) mapped to a poloidal cross section of ASDEX
Upgrade[24]

3.2. Proof of Concept

To test the auto-bicoherence algorithm on experimental data, AUG discharge

#28061 was analyzed. The ballooning coil B31-14 signal of this discharge con-

tains a highly developed mode at around 16kHz and its �rst harmonic at 32kHz.

The bicoherence of such signals should have a clearly visible point at (f1, f2) =

(16kHz, 16kHz) and one at (f1, f2) = (32kHz,−16kHz). As one can see in �gure

3.2, which shows the picked up signal in a) and the power-spectrogram in b),

the mode is not exactly at 16kHz but varies from about 14kHz to 18kHz and

multiples thereof. These broader frequency peaks lead to lines instead of points

in the bicoherence, because the three-wave-coupling condition is met for a range

of frequencies rather than sharp frequency points.

In �gures 3.3 and 3.4 one can see the auto-bicoherence of the magnetic signal

from coil B31-14 with the expected lines. To show that the concepts discussed

in chapter 2.2 still apply for experimental data, the bicoherence was calculated

for varying bin number, added random noise and with or without Hann window

used. Figure 3.3 shows the auto-bicoherence of the measured signal split into
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Figure 3.2.: a) Signal of B31-14 of AUG discharge #28061 from 2.55s to 2.85s b) spectrogram
showing logarithm of the power spectral density of this signal
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Figure 3.3.: Auto-bicoherence BIC(f1, f2) of the Magnetic �eld �uctuation B31-14 from 2.6s
to 2.8s. a) 10bins á 40 000 points, b) 20bins á 20 000 points, c) 100 bins á 4 000
points

di�erent bin sizes where a) 10bins á 40 000 points, b) 20bins á 20 000 points and

c) 100 bins á 4 000 points. As expected the frequency resolution decreases when

shrinking the bins, but the noise is reduced when increasing the number of bins.

To increase the detection level a Hann window was applied to the signal. The

result can be seen in �gure 3.4, where a) represents the auto-bicoherence of the

signal split into 100 bins + Hann window, b) 200bins + Hann window and c) 100

bins with random noise with the same magnitude as the signal added. Figure

3.4a) shows the positive e�ect of windowing, where compared to �gure 3.3c) the

important features of the bicoherence become more prominent. However, as can

be seen in �gure 3.4b) the Hann window, having a low frequency itself, can also

lead to points in the bicoherence suggesting coupling with low frequencies where

there is no coupling. The addition of random noise to the measured signal leads

to a decrease in noise in the auto-bicoherence picture (compare 3.3c) and 3.4c) ),

but lowers the overall intensity.

Figures 3.3 and 3.4 show, that the bicoherence algorithm works as expected for

experimental data, and can detect the coupling of the mode with f ≈ 16kHz to

its �rst harmonic with f ≈ 32kHz.
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Figure 3.4.: Auto-bicoherence BIC(f1, f2) of the Magnetic �eld �uctuation B31-14 from 2.6s
to 2.8s. a) 100bins á 4 000 points with applied Hann window, b) 200bins á 2 000
points with applied Hann window, c) 100 bins á 4 000 points with random noise
added to the signal.

3.3. Conditional Average: ELM-Synchronizing

A problem in analyzing ELM related data is their quasi periodic structure. One

can de�ne an ELM frequency fELM but there is an uncertainty in the length of

the inter ELM period.

To increase the statistical ensembles in ELM property analyses, data is syn-

chronized at the ELM onset time. An example of this synchronization process

is shown in �gure 3.5 for the electron density ne and temperature Te of AUG

discharge #30701. [25]

ELM onset times are determined from the inner divertor signal (red lines in

�gure 3.5a)). All signals of interest are then plotted on top of each other with

respect to the ELM onset times as shown in 3.5b). These onsets times tELM , of

AUG discharges, were previously determined by Dα light or the divertor current.

To increase accuracy Mink [24] created an algorithm that roughly determines the

vicinity of the ELM onset from the divertor signal and determines the real ELM

onset from the �anks of the magnetic pickup coil signals. Magnetic signals syn-

chronized with this technique were then analyzed with the bicoherence algorithm.
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Figure 3.5.: Process of ELM synchronization via the divertor current. a) density and tempera-
ture pro�les of discharge #30701 b) ELM synchronized signals [25]
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Figure 3.6.: Simple model of a toroidal �uctuation a) comparison of di�erent mode numbers,
b) position of magnetic coils (stars) picking up the �uctuation signal. [26]

3.4. Mode Number Determination

As discussed in chapter 1.3, plasma �uctuations can be decomposed into their

Fourier modes. A sketch of toroidal �uctuations with di�erent mode numbers

can be seen in �gure 3.6.

A method to determine these mode numbers is described in this section.

The phase ϕ(f) of Fourier transformed periodic signals measured at di�erent

spacial positions contains information about the number of maxima, minima and

zero crossings contained in the signal. It is therefore possible to determine the

mode numbers of plasma �uctuations from such measurements.

A common method to do that, is to determine the phase ϕi(f) of all measure-

ments relative to one distinct reference measurement ϕ1(f) and plot it over the

spatial position. The mode number for every frequency can then be computed

as the slope of the ideal least squares �tted line. Since the calculated phase of a

complex number is always in a range of ϕ = [−π, π), phase shifts of ∆ϕ = k(±2π)

have to be allowed to be able to detect mode numbers |n| ≥ 2.

In summary the mode-number calculation works as follows:

� Start with i signals xi[t] measured at di�erent (toroidal for n, and poloidal

for m) positions.

� Fourier transform the signals: Xi[f ]

� Compute the phase of the signals: ϕi[f ]

1. Plot phase di�erence against the toroidal/poloidal position: ϕi = ϕi[φi]
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Figure 3.7.: Linear �ts to the calculated phases ϕ(f) allowing shifts of ∆ϕ = k(±2π), k ∈ N
for two n = 2 (ω1 = 2πf1, open symbols) and n = 3 (ω2 = 2πf2, closed symbols)
modes measured by the six toroidally distributed pick-up coils at positions φ[24]

2. Perform least squares linear �t where uncertainties of ±k(2π), with k ∈ N,
are allowed for all ϕi with i > 1.

3. Compute the slope of the �tted line: n

� Repeat steps 1-3 for every frequency: n[f ]

Figure 3.7 shows an example of this �tting process for data taken from AUG

discharge #28765. A 10ms time window starting at 3.18s, containing a n = 2

and a n = 3 mode (both rotating in co-current direction) is analyzed. The plot

contains the measured phase di�erences of two frequencies representing the two

modes. For the two rightmost points for ω1(open symbols) a phase shift of 2π

was needed to get an ideal �t, while for ω2 (closed symbols) 4 points needed a

2π shift and one point a 4π shift to get the ideal linear �t. Fits with negative

mode numbers (rotating in counter-current direction) are also included in �gure

3.7, but are not in agreement with the measured data.

To create a frequency resolved mode number histogram, this �tting process

is repeated for all frequencies contained in the spectrum. Mink et al . used this
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method to determine poloidal and toroidal mode numbers of magnetic �uctua-

tions, by looking at signals of multiple pickup coils around the torus [24].

An example which shows the precision of the determination of toroidal mode

numbers is given in Figure 3.8. The �gure displays a time resolved frequency

histogram (a). Such a histogram is created by choosing a time interval with

constant plasma conditions (given on the top of the plot) and subdividing it into

sub-intervals to show the temporal evolution. Spectra for all six toroidal pick-up

coils are then calculated for all sub-intervals and binned together normalized to

the maximum intensity. That is the reason why such plots are called frequency

histograms and not spectra.

The plot in �gure 3.8b) shows a frequency resolved mode number histogram. f

resolved n/m histograms are created by again selecting a time range with constant

plasma conditions (marked with white vertical lines in the frequency histogram,

�gure 3.8a)). This time window is then evaluated by the previously described

linear �t method for each frequency, where the intensity is again the averaged

intensity of all coils at the selected frequency. The histograms are normalized to

the maximum intensity.

Figure 3.8c) shows the raw signal of one of the magnetic pick-up coils, re�ecting

the characteristic shape of the present mode, while �gure 3.8d) displays the fre-

quency integration of the f [n] histogram, and therefore shares the mode number

axis with the histogram.
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(d)

(b)

(c)

(a)

Figure 3.8.: (a) Time resolved frequency histogram, (b) frequency resolved mode number his-
togram, (c) magnetic signal of the B31-14 coil and (d) a frequency integrated mode
number histogram for an n=1 core mode propagating in the co-current direction
and its higher harmonics.[24]
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To demonstrate the coupling of the n = 1 up to the n = 7 modes contained in

pickup coil signal and shown in the frequency resolved mode number histogram

3.8b) the auto-bicoherence of the signal was computed. The line arrangement of

the points in the modenumber histogram suggests that the modes most probably

move with the same velocity v ∝ f/n and are therefore at the same radial position

in the plasma.

It should again be emphasized that, applying a Hann window function creates

intensities in the bicoherence, where the original data has none (compare �gure

3.9a) and b)) and that dithering improves the resolution while decreasing de-

tectability (compare �gure 3.9a) and c)). The mode coupling structure is best

displayed by the auto-bicoherence of the dithered and windowed signal 3.9d).

The points in the auto-bicoherence are arranged on lines with varying slopes

representing coupling of modes to di�erent harmonics. The Line with a −22.5◦

slope (bisecting the auto-bicoherence triangle with f2 < 0) for example, repre-

sents the coupling of modes to themselves to create the �rst harmonics n2 +

n2 = 2n2 = n1 (visible in the auto-bicoherence as (f1, f2) = (5kHz,−2.5kHz),

(10kHz,−5kHz), (15kHz,−7.5kHz), . . . . Furthermore if the contained modes

are all harmonics the three wave coupling condition will be ful�lled for di�er-

ent so-called mode coupling channels. Other examples are represented by the

lines with −11.25° and −33.75° slope, where the three wave coupling condition

is ful�lled as n2 + n2

2
= n1 or n2 + 3n2

2
= n1. These mode coupling channels are

highlighted in �gure 3.10.
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Figure 3.9.: Auto-bicoherence of pickup coil B31-14 signal from AUG discharge #28765 at 3.09
to 3.25s split into 10 equal sized bins, where a) is the unaltered signal, b) the signal
with applied Hann window, c) the dithered signal (added gaussian noise with signal
amplitude) and d) dithered and windowed signal.
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Figure 3.10.: Mode coupling channels of pick-up coil B31-14 signal from AUG discharge #28765
highlighted with orange lines.

3.5. Bicoherence of the ELM Cycle

To resolve di�erent phases during the ELM cycle Mink et al. analyzed pick-up

coil data of AUG discharge #28767 containing a stationary phase from 2.0s to

2.5s with 25 ELMs and a low ELM frequency of about fELM ≈ 50Hz. Further

parameters of this discharge are IP = 0.8MA, PHeat = PNBI + PECRH = 2.5 +

1.5MW, |Bt| = 2.5T and line integrated core electron density ne = 6.0 · 1019m−2.

The time traces of the magnetic pick-up coil signal, the inner divertor shunt

current, the ELM frequency, the plasma stored energy and the line averaged

density at the core and the edge are shown in �gure 3.11.

Following the process described in chapter 3.3 leads to ELM synchronized elec-

tron temperature Te and density ne pro�les. Figure 3.12 displays that these

pro�les show distinct characteristics in di�erent phases relative to the ELM onset

time and can therefore be divided in six phases. Details on the classi�cation of

these so-called inter ELM phases would go beyond the framework of this thesis,

but can be found in the literature [27, 28, 29, 12].

Spectral data of a typical ELM cycle can be seen in �gure 3.13, showing a

time resolved frequency histogram of B31-14 data from AUG discharge #28767

at 2.0s to 2.5s, with conditional averaging over 25 ELMs, in a time range from
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Figure 3.11.: Time trace of discharge #28767. Shown are the signals of the magnetic pick-
up coil B31-14, the inner divertor shunt current, the ELM frequency, the stored
energy calculated from the equilibrium and the line integrated density measured
from two interferometry channels through the core (H1) and the edge (H5)[24]
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(a)

(b)

(c)

Figure 3.12.: ELM-synchronized data points of (a) the electron temperature Te and (b) density
ne at the pedestal top (ρ = 0.965 and ρ = 0.98) evaluated with the integrated
data analysis tool IDA and (c) the inner divertor shunt current as a measure
for the transport over the separatrix together with the smoothed signal of all
quantities.[24]
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Figure 3.13.: Time resolved frequency histogram of B31-14 data from AUG discharge #28767
at 2.0s to 2.5s in a time range from 4ms before the ELM onset to 14ms after
showing the six distinct ELM phases. [24]

4ms before the ELM onset to 14ms after. The six ELM phases exhibit various

spectral characteristics. It is therefore reasonable to check the auto-bicoherences

of the phases in detail.

3.5.1. PRE - ELM Phase and Phase IV

The time range from t− tELM = −2ms to t− tELM = 0ms (ELM onset time) is

called the pre-ELM (PRE in �gure 3.13) phase and has the most interesting prop-

erties from a spectroscopic perspective. It shows high intensities for 2 di�erent

frequency bands: 10kHz < f < 100kHz and 200kHz < f < 250kHz with a gap

with much lower intensities between those bands. A mode number analysis (see

red arrows in �gure 3.14) showed that these two modes represent the the toroidal

mode numbers n = −3,−4,−5, and n = −9,−10 rotating in counter current

direction. Looking back at the previous chapters one could expect a coupling

between those bands to be visible in the auto-bicoherence of this phase.

To improve statistics the considered timewindow was increased to reach from

2.0s to 3.5s containing 71 ELMs, while retaining a relativly stable ELM frequency

and comparable magnetic properties. Figure 3.15a) shows the auto-bicoherence of

the magnetic signal picked up by the B31-14 coil from 2.0s to 3.5s. The data was
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Figure 3.14.: (a) Frequency histogram synchronized to one single ELM at 2.44 s. A jump in
the evaluated frame (marked with white stripes) from high frequencies to low
frequencies is illustrated by the white arrow (b) Mode number resolved frequency
histogram and (d) mode number histogram integrated over frequencies above 18
kHz of a 4 ms time window around 2.5 ms before one characteristic ELM onset.
(c) The magnetic raw signal of the analyzed time frame together with a zoom
around 2.2 ms before the ELM. The green arrows emphasize the non existence of
a peak at n = −6. [24]
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ELM synchronized using the method described in chapter 3.3 and BIC(f1, f2)

was computed for a time interval from 1.5ms to 0.1ms before the ELM. Instead

of the expected point couplings of the 2 frequency bands, line structures are

visible at f1 + f2 < 20kHz and f1 + f2 ≈ 150kHz. These diagonal lines in the

bicoherence suggest that the three-wave-coupling condition is satis�ed for any

frequency pairs (f1, f2) where the sum frequency f = f1 + f2 is constant. Even

though the spectral intensity of the preELM phase at f = 150kHz seen in �gure

3.13 is very low compared to the intensities of the low and the high frequency

band, the bicoherence shows a line at f1 + f2 ≈ 150kHz.

This phenomenon might be described by a so called Virtual Catalytic Mode

(VCM), that is not visible in the power-spectrum but in the bicoherence. It

couples the low and the high frequency band non-linearly, without having a lot of

spectral energy itself. A mode number analysis, depicted in �gure 3.14, showed

that 150kHz represents a n = −6 mode. This n = −6 mode would ful�ll the

three wave coupling condition and connect the n = −3,− 4 and the n = −9,−10

frequency bands.
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Figure 3.15.: a) Auto-bicoherence of the pre-ELM phase (t− tELM = −1.5ms to −0.1ms) ELM
synchronized signal from B31-14 of AUG discharge #28767 at 2.0s to 3.5s (73
ELMs) and b) where the red line and its parallels represent the condition f1+f2 =
const and the green lines mark a point of strong bicoherence.

Taking a closer look at the spectrum of the preELM phase it was found, that

there is indeed spectral intensity at f = 150kHz, at about 0.3ms before the ELM

onset. To determine if this preELM structure is a singular event or is present

in every ELM the power spectrum was computed for nested intervals between

2.0s and 3.5s. It was found, that this 150kHz structure was restricted to a time

between 2s and 2.11s by analyzing the spectrum of the magnetic signal using a

nested intervals approach. The 2.0s and 3.5s time frame was split in half to check

if the 150kHz intensity occurs before or after 2.75s or both. This process was

repeated until it was found, that the ELMs occurring at 2.06546s and 2.10103s

are the ones causing the 150kHz pre-ELM intensity.

The power-spectra of those ELMs are depicted in �gure 3.16. They show a

double peak spectral structure, where the ELM synchronization has set the ELM

onset at the second peak (see t− tELM = 0).

Figure 3.17 shows detailed time traces of the time frame around the 2.10103s
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Figure 3.16.: Double peak structure in the power-spectra of magnetic signals #28767 B31-14
for ELM at a) 2.06546s and b) 2.10103s

ELM. The magnetic signals dB
dt

in �gure 3.17a) and d2B
dt2

in �gure 3.17b) show

the pre-ELM �uctuations that lead to the double peak spectral structure, while

the divertor current only shows a slight shoulder-like increase before the big peak

occurs.

It was found in further bicoherence analyses, that the line structure disappeared

when the two mentioned ELMs were not included in the time windows. This

shows that the auto-bicoherence is very sensitive to the selection of ELMs. If an

ELM with a double peak spectral structure is contained in the analyzed data and

the ELM synchronization sets tELM at the start of the second peak the �rst peak

will be visible in the bicoherence as a line structure in the pre-ELM phase.

Because of the periodic structure of the ELM cycle, similar characteristics as

described for the pre-ELM phase also apply to Phase IV, where the bicoherence

line at f1 + f2 = 150kHz of AUG discharge #28767 at 2.0s to 3.5s reappears at

t− tELM = 16ms.

3.5.2. ELM Phase

At the ELM onset line structure at f1 +f2 = 150kHz, created by the double peak

ELMs, disappears and the autobicoherene �ickers for up to 100µs. Figure 3.18
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Figure 3.17.: Time traces of AUG discharge #28767 in the vicinity of the ELM at 2.101s where
a) pick-up coil B31-14 signal b) the time derivative of the pick-up coil signal and
c) the inner divertor current.
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Figure 3.18.: Auto-bicoherence of ELM synchronized magnetic signals from AUG discharge
#28767 at 2.0s to 3.5s of the ELM phase a) time window from t− tELM = −1ms
to 0ms, b) from −0.98ms to 0.02ms, c) from −0.9ms to 0.1ms and d) from −0.8ms
to 0.2ms.

shows the auto-bicoherence of time frames shifted across the ELM onset. While

the line structure at f1+f2 = 150kHz can still be seen in �gure 3.18a), in which the

analyzed window is −1ms to 0ms before the ELM, �gure 3.18b) (with a window

from−0.98ms to 0.02ms) already shows the mentioned broadband �ickering. This

happens, because the ELM itself has a very high intensity broadband frequency

distribution as can be seen in the spectrum given in �gure 3.13. The three-

wave-coupling condition is therefore met for nearly every frequency contained in

the spectrum. It was found that this �ickering in the bicoherence happens, as

mentioned before, on a sub-millisecond (20−100µs) time scale. Figure 3.13c) still

shows some of the ELM �ickering, but with decreasing intensity. After 200µs,

�gure 3.13d) the auto-bicoherence of the magnetic signal quietens down again

and only shows some coupling of the spectrum to very small frequencies. This

also happens in Phase I-III and is described in the next section.

3.5.3. Phase I-III

The power-spectrum of these phases, especially in phase III (see �gure 3.13)

suggests the presence of strong magnetic modes. Bicoherence analysis, seen in

�gure 3.19 which shows the power spectrum of the ELM synchronized B31-14

signal from AUG discharge #28767 at 2.0s to 3.5s and the auto-bicoherence of

phase III (t− tELM ranging from 7ms to 9ms after the ELM) of this signal, shows
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Figure 3.19.: Search for modecoupling in phase III with a) ELM synchronized power-spectrum of
B31-14 signal from AUG discharge #28762 at 2.0s to 3.5s and b) auto-bicoherence
of the signal from t− tELM ranging from 7ms to 9ms after the ELM.

no apparent mode coupling. In Phase I and Phase II there is an occasional line

at f2 = 0, visible in the bicoherence, similar to �gure 3.18d), which suggests

couplings with the DC part of the signal. The fact that the mean of the signal

is subtracted for every bin prevents the signals from having a DC part, therefore

the coupling has to come from frequencies below the frequency resolution, which

is 1kHz for 1ms time windows. The time ranges of Phase I-III were analyzed with

window sizes of up to 8ms ranging from 2ms to 10 ms after the ELM covering

all three phases. The big problem of increasing the window size is, that while

the frequency resolution improves, the time resolution is decreased, because more

data is being analyzed. Even with the therefore improved frequency resolution

to ∆f = 125Hz the line structure at f2 = 0, present in Phase I and II was still

found in the bicoherence. The fact that these low frequencies couple to the broad

band of frequencies in the spectrum, or how this happens, could not be described

in a proper scienti�c way, because the frequency resolution is too low.
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4. Conclusions

As shown in the many examples above the autobicoherence is a valuable tool

to detect non-linear e�ects such as mode coupling. To deliver a good overview,

all insights gained in the course of this thesis are summarized in this chapter.

Further research opportunities are compiled in the last section.

4.1. Summary

Over the course of this thesis an analytical quadratic mode coupling model was

proposed and an algorithm that computes the auto-bicoherence of any given times

series was created to test this model. This algorithm was then thoroughly tested

and it was found, that adding random noise and applying a Hann window func-

tion to the time signal can improve detectability, but can also lead to numerical

artefacts. These so-called windowing and dithering methods therfore have to be

used with caution.

The tested bicoherence algorithm was then used to analyze data obtained from

magnetic pick-up coils signals of ASDEX Upgrade discharges. Looking at data

from AUG discharge #28061 it was found, that coupling of a plasma mode to its

�rst harmonic can be seen in the auto-bicoherence.

With the mode number determination technique used by Mink et al . it was

demonstrated, that if a signal contains many magnetic modes, di�erent coupling

channels can be seen in the auto-bicoherence. These mode coupling channels of

the pick-up coil signal from AUG discharge #28765 can be seen in �gure 3.10.

Furthermore, the auto-bicoherence was used to check for couplings in ELM

synchronized data. To avoid interference of disturbing e�ects an ASDEX Upgrade

discharge (#28767) with a nearly stationary phase from 2.0s to 3.5s containing 71
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ELMs with low ELM frequency of about fELM = 50Hz was chosen, the magnetic

signals ELM synchronized and devided into six distinct phases.

A f1 +f2 = 150kHz line structure (�gure 3.15) was found in the pre-ELM phase

of the B31-14 pick-up coil signal and was �rst explained by a Virtual Catalytic

Mode (VCM), see section 3.5.1. To examine the existence of the proposed Virtual

Catalytic Mode in the preELM phase many discharges with varying properties

were analyzed. Looking at �rst analyzed data, it was suspected, that the proposed

mode depended on the frequency of the high intensity low frequency mode visible

in all magnetic power spectra, called the core mode. Therefore discharges with

di�erent core mode frequencies were selected. Another idea was that the presence

of neoclassical tearing modes, could alter the VCM frequency. To improve the

time resolution and to display the temporal evolution of the coupling data, the

auto-bicoherence was computed for many time windows.

The 1ms time window for the pre-ELM phase analysis started at t − tELM =

−2.5ms to −1.5ms, where the bicoherence was computed and plotted. It was

then shifted by 10µs to t − tELM = −2.49ms to −1.49ms where the bicoherence

was calculated and plotted again. This process was repeated until the window

reached the ELM at t − tELM = 0ms to +1ms. One pre-ELM phase analysis

therefore created 250 bicoherence plots. To manage such a big amount of data,

videos were created that displayed the temporal evolution of the bicoherence in

the pre-ELM phase. The �ickering in the bicoherence of the ELM phase described

in section 3.5.2 was the only distinct characteristic that was visible in the videos

of all analyzed discharges.

Further analysis of single ELM spectra showed that the proposed VCM was

not really a mode, but an artefact produced by ELMs that display a double peak

spectral structure and are synchronized at the second peak. As with windowing

and dithering one has to be very careful with the ELM synchronization and the

selection of the ELMs to represent what is really going on in the ELM Cycle from

a mode coupling perspective.

Except for a non resolvable line at f2 = 0, the auto-bicoherence of phases I-

III of the magnetic signal from AUG discharge #28767 and all other analyzed

discharges displayed no apparent mode coupling.

All in all no evidence for simple mode coupling, meaning no clearly visible
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structure, was found in the analyses of the di�erent ELM phases.

4.2. Outlook

In bispectral analysis the de�nition of the auto-bispectrum can be generalized to

the cross-bispectrum

BXY (f1, f2) = X(f1)X(f2)Y (f1 + f2)∗ (4.1)

and the auto-bicoherence to the cross-bicoherence

CBIC(f1, f2) =
〈|BXY (f1, f2)|〉2

〈|Y (f1 + f2)2|〉
〈
|X(f1)X(f2)|2

〉 . (4.2)

The cross-bicoherence of two di�erent magnetic coils could be used in future

work to analyze mode coupling with spatial resolution.

Ritz et al .and Kim et al . suggested di�erent algorithms that make it possible

to calculate the spectral energy transfer between coupled modes using auto- and

cross-bicoherences[30, 31]. The implementation of these algorithms could be very

interesting for future work.
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