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Abstract

For wireless communications, the spectrum limitation and user mobility are two

major challenges to promise reliable communications with high data rates and low

latency. In order to improve spectral efficiency, future mobile systems employ full

reuse of wireless spectrum, which makes interference management become a funda-

mental prerequisite to cope with the growing inter-cell interference. Future mobile

standards, e.g. 5G, will support critical applications that require ultra reliability and

low latency. Examples include traffic safety applications and autonomous driving. In

this thesis, we propose and analyze interference management techniques for inter-

ference channels. We devise non-stationary vehicular channel modeling approaches

and evaluate the cooperative communication performance.

In the first part of the thesis, interference alignment (IA) in K-user interference

channels is studied. Different interference management schemes for K-user inter-

ference channels are introduced and compared. Since global channel state informa-

tion (CSI) plays a central role to achieve IA as well as the optimal degrees of free-

dom (DoF), we propose a joint channel estimation, feedback and prediction frame-

work for IA in time-variant channels. The proposed algorithm allows reduced-rank

channel prediction. An upper bound for the rate loss caused by feedback quantiza-

tion and channel prediction is derived. We develop a subspace dimension switching

algorithm, which is able to find the subspace dimension associated with a higher

rate. The scaling of the required number of bits is characterized in order to decouple

the rate loss due to quantization from the transmit power.

To relief the global CSI burden, we study opportunistic interference alignment

(OIA) algorithms, which exploit channel randomness and multiuser diversity by user

selection. We tackle the problem of feedback reduction for OIA using threshold-based

feedback schemes. We investigate different threshold choices, user scaling laws and

the achievability of DoF for real-valued feedback and 1-bit feedback, respectively.

For OIA with real-valued feedback, the threshold and the corresponding feedback

load to achieve the optimal DoF are analyzed. For OIA with 1-bit feedback, we find

an optimal choice of the 1-bit quantizer to achieve the DoF d = 1. For DoF with

d > 1, an asymptotic threshold choice is provided by solving an upper bound for

the rate loss.
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In the second part of the thesis, we focus on channel modeling and perfor-

mance analysis for vehicular communications. A geometry-based stochastic channel

model (GSCM) for road intersections is developed. We use the proposed model to

evaluate the communication performance in terms of frame error rate. The evalua-

tion is performed at various transmitter/receiver locations and velocities with three

different types of channel estimators. In order to overcome the low signal-to-noise

ratio due to non-line-of-sight, we deploy a relay node at the intersection, which

increases the transmission reliability significantly.

In order to reduce the complexity of the GSCM, a cluster-based vehicular channel

model is proposed. The cluster-based model achieves a low computational complexity

suitable for a real-time implementation. We apply a joint cluster identification-and-

tracking algorithm to the measurement data in delay-Doppler plane. We divide the

cluster locations in the delay-Doppler plane into different characteristic regions and

characterize the time-variant cluster parameters in each region. For a low-complexity

implementation, we draw the cluster parameters randomly using pre-computed dis-

tributions. The proposed model is validated with measurement data.
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1 Introduction

In the past decades, wireless networks are experiencing a dramatic increase of mobile

traffic [2]. Driven by the lifestyle change where people are more conncted and tend to

have alway-accessible broadband connections, an increase of 12 times in total mobile

traffic is expected between 2015 and 2021. The predicted mobile traffic growth is

shown in Fig. 1.1 [1]. Therefore, innovative enabling technologies are needed in the

next generation standards, in order to fulfill the growing requirement on the system

performance.
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Figure 1.1: Wireless data traffic growth (Source: Ericsson traffic exploration tool,

June 2016 [1])

The next generation standard for mobile communications, e.g. 5G, will provide

enhancements in mobile broadband services, as well as enabling a broader spectrum

of use cases for the internet of things (IoT). As shown in [2], mobile phones are

currently the largest category of connected devices, but in 2018 they are expected

to be overtaken by the IoT, including connected vehicles, machines, remote sensors

and consumer electronics. The estimated number of connected devices of different

1



1 Introduction

category for 2015 and 2021 is shown in Fig. 1.2. Driven by new use cases, the number

of IoT devices are expected to grow at a compounded annual growth rate of 23%

from 2015 to 2021 according to Ericsson [2].

IoT

PC/laptop/tablet

Mobile phones

Fixed phones

15 billion in 2015

IoT

PC/laptop/tablet

Mobile phones

Fixed phones

28 billion in 2021 (forecasted)

Figure 1.2: Growth in the number of connected devices (Source: Ericsson Mobility

Report, June 2016 [2])

For IoT, a very important market targeting on critical applications requires ultra-

reliable communications with very low latency. Examples are traffic safety, au-

tonomous cars, industrial applications, health-care etc. Therefore, new technologies

in 5G have to be developed in order to extend the range of possible applications for

critical IoT deployments. In this thesis, we focus on enabling technologies improving

network capacity and reliability of communications.

1.1 Scope of the Work

For wireless communications, electromagnetic waves propagate between transmitter

and receiver. The inherent nature of wireless propagation poses challenges for the

wireless system design. Two of the most important ones are the spectrum limitations

and user mobility.

Due to the scarce spectrum resource and the performance limits of conventional

orthogonal resource sharing, the densification of the network is considered as a key

to improve spectral efficiency and user throughput. The standards for future genera-

tion cellular networks are based on overlaid heterogeneous network deployment with

full frequency reuse of the spectral resource [4]. However, as the density and traffic

load of the network increases, concurrent transmissions occurring simultaneously in

the same frequency band lead to severe inter-cell interference. Thus, the receiver

gets a superposition of the intended signal and many interference signals, resulting
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in error propagation if transmission is limited by interference. As a consequence,

more sophisticated capabilities for efficient interference management algorithms are

indispensable [4]. These interference management algorithms allow the transmitter

to adapt transmission to the propagation conditions and to separate the signals of

different users via beamforming. This also means that the transmitter requires some

form of knowledge of the wireless channel conditions, known as channel state infor-

mation (CSI). For frequency-division duplex (FDD) systems where the uplink and

downlink channels are highly uncorrelated because of the use of different frequencies,

the CSI has to be transfered via a low rate feedback channel.

We focus on distributed systems where the capability of joint signal processing is

not available at the transmitter side. This implies that the user data is not shared

among transmitters, saving the amount of data transfered via backhaul. We address

the problem of CSI feedback for FDD systems. In an interference channel scenario, we

study interference alignment (IA) which promises optimal sum rate capacity scaling

with the number of users in the network in the high signal-to-noise ratio (SNR)

regime. We tackle the problem of CSI acquisition and feedback for IA in time-

variant channels. In interference broadcast channels, low-rate feedback about channel

quality at different users allow for opportunistic selection of the best user leveraging

multi-user diversity. We study a threshold-based approach to reduce the amount of

feedback information and prove that 1-bit feedback per user is enough to achieve

the optimal capacity scaling.

The cooperation decisions (e.g., interference alignment or user selection decisions)

have to be made frequently due to the time variability of the channel and user

mobility. Therefore, an understanding of the radio propagation channel is required

to build up efficient cooperative algorithms. In general, computer simulation allows

repeatable performance test instead of expensive field test. However, the simulation

result is only trustworthy if all the components, including the channel model reflect

the reality of the deployment. Therefore, we need a channel model that resembles

the true propagation conditions.

In the second part of the thesis, we study vehicular channel modeling approaches

reflecting the realities of the propagation environment. A very important character-

istic of vehicular channels is that the statistical properties of the channel change

over time and therefore the channel is non-stationary. For this reason, we use

non-stationary geometry-based and cluster-based models for different safety criti-

cal scenarios. We evaluate the communication performance in terms of frame error

rate (FER) for vehicular communications and demonstrate the enhancement by us-

ing relaying techniques.
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(a) Broadcast channel with

K receivers.

(b) Multiple access channel

with K transmitters.

(c) K-user interference channel.

Figure 1.3: Multiuser network setups.

1.2 State of the Art

In this section, we review the state of the art that is related to the scope of the thesis.

In Section 1.2.1, we introduce multiuser channels and the corresponding results on

capacity characterization. In Section 1.2.2, we discuss related work on the multiuser

interference channels. The state of the art is briefly outlined, with an emphasis on

IA technique. In Section 1.2.3, we look at vehicular radio channel characterization,

non-stationarity and different channel modeling approaches.

1.2.1 Multiuser Channel

Wireless communication systems often have multiple transmitters and receivers shar-

ing the same transmission medium. This leads to mutual interference. Therefore, the

characterization of the capacity of multiuser systems is more difficult than single-

user systems, where multiuser systems are considered interference-limited since the

spectral efficiency of the system is restricted by interference signals. Referring to

information-theoretical terminologies, multiuser channels are categorized into differ-

ent models, e.g. broadcast channels, multiple access channels and interference chan-

nels, as shown in Fig. 1.3. In broadcast channels, one transmitter sends multiple

independent streams to multiple receivers [5]. Therefore, the transmission from the

transmitter to each receiver is considered as interference to all the other receivers. In

multiple access channels, the situation is reversed, where multiple independent trans-

mitters send multiple independent streams simultaneously to a common receiver [6].

Accordingly, the transmission from each transmitter to the common receiver in-

terferes with the transmissions of other transmitters. In interference channels, each

transmitter sends an independent stream to its intended receiver causing interference

to other receivers [7–9].
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There are some multi-user systems whose capacity regions are known. The

multiple-input multiple-output (MIMO) multiple access channel is one of few multi-

user systems for which the capacity is known when channel state information at

the transmitter (CSIT) is available. The capacity region of MIMO multiple access

channel is presented in [6] for joint decoding and independent decoding. As the dual

channel of MIMO multiple access channel, the capacity region of MIMO broadcast

channel is found [5] via dirty-paper coding [10].

Interference channel is also one of the fundamental channels studied in information

theory. However, capacity characterization of interference channels has remained an

open question for decades [7]. Information theorists put a lot of effort to pursue

achievable rate regions, capacity inner-and outer-bounds of interference channels.

For the two-user interference channel, the results are outlined in [7–9] and the ref-

erences therein.

1.2.2 Interference Alignment

The exact capacity characterization of interference channels has been proven to be

very challenging. An alternative metric named degrees of freedom (DoF) has been

widely used as a tool to understand the fundamental limits of these networks with

unknown capacity region [11]. DoF, also known as capacity pre-log factor, can be

understood as the number of interference-free dimensions that can be employed in

a network and reflects capacity scaling at high SNRs. Cadambe and Jafar proved

in their landmark paper [11] that IA can provide each user in a K-user SISO in-

terference channel with one half of the DoF, regardless of the number of users.

Therefore, the total DoF of the network grows linearly with the number of users

and becomes K/2. On the other hand, K independent point-to-point interference-

free channels incur a total DoF of K at high SNRs. This implies that IA allows

virtually interference-free communications by sacrificing half of the DoFs with re-

spect to what can be achieved over isolated point-to-point links. Thus, the loss in

number of DoF of each user, due to the distributed nature of the interference channel

that prohibits joint signal processing at transmitter and receiver side, is independent

of K and much smaller than previously believed [12].

For the sake of complexity reduction, opportunistic interference alignment (OIA)

has been studied lately [13–18]. The key idea of OIA is to exploit the channel ran-

domness and multiuser diversity by proper user selection. In [13–18], signal subspace

dimensions are used to align the interference signals. Each transmitter opportunis-

tically selects and serves the user whose interference channels are most aligned to

each other. The degree of alignment is quantified by a metric. To facilitate a user
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selection algorithm, all potential users associated with the transmitter are required

to calculate and feedback the metric value based on the local CSI. Perfect IA can

be achieved asymptotically if the number of users scales fast enough with SNR.

The corresponding user scaling law to obtain the optimal DoF is characterized for

multiple access channels in [13,14] and for downlink interference channels in [16–18].

1.2.3 Channel Modeling for Cooperative Vehicular

Communications

A channel model serves as the foundation for the design and test of different commu-

nication techniques. An accurate channel model, reflecting a realistic propagation

environment, will deliver trustworthy results. In this section, we will introduce dif-

ferent channel modeling approaches and their suitability for vehicle-to-vehicle (V2V)

channels.

A channel model is a mathematical description of the channel impulse responses.

Parameters characterized from measurement campaigns are fed into channel models

so that they create channel impulse responses for different environments. For vehic-

ular communications, there are generally three modeling approaches in use [19]: i)

Stored channel impulse responses are collected in measurement campaigns and

used for system simulations. The advantage of this method is that the resulting im-

pulse responses are realistic and repeatable (but with the same fading realization).

However, it requires a large effort to perform the measurements and acquire the

data. ii) Deterministic channel models calculate channel impulse responses by

solving Maxwell equations (or some approximation thereof) for a specific site. The

calculation is based on the physical propagation of electromagnetic waves containing

the geometric and electromagnetic information in a specific site under consideration.

It is important to precisely define the physical objects in the environment and their

corresponding electromagnetic properties. The channel model produces accurate re-

sults at the expense of a large computational effort. iii) Stochastic channel mod-

els aim at modeling the probability density functions (PDFs) of the channel impulse

responses. Opposed to the deterministic approach, the stochastic approach does not

attempt to match the impulse response for each specific location, but rather to

match the PDFs. In the following, we focus on reviewing stochastic channel models.

We can categorize stochastic channel models into two groups: narrowband models

and wideband models. The narrowband stochastic approach models only the time-

selectivity of the fading process by its Doppler spectrum. The wide-band stochastic

approach models also the frequency-selectivity of the fading process. The most com-

monly used wideband stochastic channel model for vehicular communications is the
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tapped delay line model [20], where each tap is assumed to fade independently

with given channel statistics, based on the wide sense stationary uncorrelated scat-

tering (WSSUS) assumption [21]. Its low complexity makes it very attractive for

high-level simulation systems such as the IEEE 802.11p standard [22]. However, the

WSSUS assumption does not hold for vehicular channels due to the rapidly changing

environment [23].

A very important line of work for vehicular channel modeling is the geometry-

based stochastic channel model (GSCM), which combines the two aforementioned

approaches. The basic idea of GSCMs is to place an ensemble of point scatterers

according to a certain statistical distribution or at physically realistic positions. A

simplified ray tracing is then performed to determine their respective signal con-

tributions from different scatterers. The impulse response is the superposition of

the contribution from different scatterers [16]. The GSCMs can provide an accurate

representation of the properties of the V2V channels. The channel model generates

CIRs for different environments by using the right parameter set, thus it is flexible.

However, the computational complexity is relatively high due to the summation of

a large number of complex exponentials. Noteworthy is that these channel models

inherently include the non-stationarities of the fading process, since they include the

objects movement.

The computational complexity of a GSCM is rather high for the purpose of a re-

altime implementation. The clustering of multipath components (MPCs) exhibiting

similar properties can efficiently reduce the complexity [24,25]. The relevant cluster

parameters are characterized based on measurements. Most works on the charac-

teristics of clusters are obtained for indoor channels where the MPCs are resolved

in the angular and delay domains [25,26]. For outdoor scenarios with user mobility,

only a few publications exist. The work in [27] presents clustering results for an

urban vehicle-to-infrastructure (V2I) scenario. Characterization of the number and

extension of clusters is provided in [28] for a V2V scenario.

1.3 Outline and Contributions

The thesis is organized into the following parts and chapters:

Part I: Interference Alignment

Chapter 2: Introduction to Interference Alignment In this chapter, we introduce

the basic idea of IA in K-user interference channels. We give the definition of
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DoF for different channel configurations. We illustrate the fundamentals of IA

with a focus on the achievable DoF and IA solutions through closed-form and

iterative methods. We discuss the role of CSI and introduce CSI acquisition

and feedback problem.

Chapter 3 : Interference Alignment in Time-variant Channels Imperfect CSI,

due to channel estimation error, imperfect CSI feedback and time selectivity

of the channel, lead to a performance loss. In this chapter, we devise a

channel estimation, feedback and prediction framework for IA in time variant

channels. The feedback algorithm enables reduced-rank channel prediction to

compensate for the channel estimation error due to time selectivity of the

fading process and feedback delay. An upper bound for the rate loss caused by

feedback quantization and channel prediction is derived. Based on this bound,

we develop a dimension switching algorithm for the reduced-rank predictor to

find the best tradeoff between quantization- and prediction-error. Besides, we

characterize the scaling of the required number of feedback bits in order to

decouple the rate loss due to channel quantization from the transmit power.

Chapter 4: Opportunistic Interference Alignment This chapter introduces op-

portunistic interference alignment (OIA), which exploits channel randomness

and multiuser diversity by user selection. For OIA the transmitter needs CSI,

which is usually measured on the receiver side and sent to the transmitter

side via a feedback channel. In this chapter, we investigate the problem of

feedback reduction for OIA. This problem is addressed using threshold-based

real-valued feedback and 1-bit feedback, respectively. The choices of threshold,

user scaling law and the achievability of DoF are also analyzed. We compare

OIA and IA with the same amount of feedback. We show that OIA has a much

lower complexity and provides a better rate in the practical operation region

of a cellular communication system.

Part II: Channel Modeling and Performance Analysis for Vehicular Communi-

cations

Chapter 5: Vehicular Channel Modeling using GSCM In this chapter, we aim to

evaluate the communication performance between vehicles at road intersec-

tions. We implement a vehicular non-stationary GSCM for road intersections,

which is an extension of an existing highway channel model. The model is
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verified by comparison with vehicular channel measurements. Using the pro-

posed channel model, we present link level simulation results for IEEE 802.11p

at varying transmitter/receiver locations using different channel estimation

techniques. In order to overcome the low receive SNR due to non-line of

sight (NLOS), we place a relay at road intersections to enhance the reliability

of communication links.

Chapter 6: Vehicular Channel Modeling using a Cluster Based Approach In

this chapter, we consider the cluster-based channel modeling approach for ve-

hicular communications. We analyze the clustering of multi-path components

in the delay-Doppler domain using the local scattering function of channel

measurement data. The rapid change of the environment due to high velocities

of the transmitter and receiver also results in fast changing cluster parameters.

We present an automatic cluster identification and tracking algorithm in

order to consistently characterize the evolution of cluster parameters. Based

on vehicular channel measurements, the cluster lifetime, delay and Doppler

spreads are characterized and presented.

In the second part of this chapter, we propose a cluster based vehicular

channel model, which yields lower computational complexity compared to

a GSCM. We divide the cluster locations in the delay-Doppler plane into

different characteristic regions and characterize the time-variant cluster

parameter in each region. For low complexity emulation the cluster pa-

rameters are randomly drawn from these pre-computed distributions. The

proposed model is validated with measurement data using the cumulative

distribution function of the root mean square delay spread and Doppler spread.

The content of this thesis is to a great extent also covered in the following

publications:

[29] Z. Xu and T. Zemen, “Grassmannian delay-tolerant limited feedback for

interference alignment,” in Asilomar Conference on Signals, Systems and Comput-

ers, 2013, pp. 230-235.

[30] Z. Xu and T. Zemen, “Time-variant channel prediction for interference

alignment with limited feedback,” in IEEE International Conference on Communi-

cations Workshops (ICC), 2014, pp. 653-658.
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[31] Z. Xu, L. Bernadó, M. Gan, M. Hofer, T. Abbas, V. Shivaldova, K. Mahler,

D. Smely, and T. Zemen, “Relaying for IEEE 802.11p at road intersection using a

vehicular non-stationary channel model,” in IEEE 6th International Symposium on

Wireless Vehicular Communications (WiVeC), 2014.

[32] Z. Xu, M. Gan, and T. Zemen, “Threshold-based selective feedback for

opportunistic interference alignment,” in IEEE Wireless Communications and

Networking Conference (WCNC), 2015, pp. 276-280.

[33] Z. Xu, M. Gan, and T. Zemen, “Opportunistic interference alignment

with 1-bit feedback in 3-cell interference channels,” in IEEE 26th Annual In-

ternational Symposium on Personal, Indoor, and Mobile Radio Communications

(PIMRC), 2015, pp. 143-147.

[34] Z. Xu, M. Gan, C. F. Mecklenbräuker, and T. Zemen, “Cluster spreads

for time-variant vehicular channels,” in 9th European Conference on Antennas and

Propagation (EuCAP), 2015.

[35] M. Gan, Z. Xu, C. F. Mecklenbruker, and T. Zemen, “Cluster lifetime

characterization for vehicular communication channels,” in 9th European Confer-

ence on Antennas and Propagation (EuCAP), 2015.

[36] Z. Xu, M. Gan, and T. Zemen, “Cluster-based non-stationary vehicular

channel model,” in European Conference on Antennas and Propagation (EuCAP),

2016.
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2 Introduction to Interference
Alignment

This chapter introduces the background and the basics of interference alignment (IA)

in K-user interference channels. First, we give an overview of different interference

management schemes for K-user interference channels. Additionally, the definition

of degrees of freedom (DoF) is introduced for different channel configurations. After-

wards, the basic concept of IA is illustrated with a focus on the achievable DoF and

IA solutions through closed-form and iterative methods. Finally, limited feedback

for single-input single-output (SISO) and multiple-input multiple-output (MIMO)

IA is presented.

2.1 Interference Management in K-user Interference

Channels

Interference generated by unintended transmitters is an inevitable nature for wireless

communications. In multi-user systems, interference limits the reusability of spectral

resources in space, which reduces the spectral efficiency of a communication system.

As a result, interference management capabilities have to be embedded to achieve

high data rates.

Traditional scheduling approaches such as orthogonal multiple access in time,

frequency or by code are known to be robust against interference, while proven to

be sub-optimal in terms of spectral efficiency. Since each user has access to only a

fraction of the total available resources, and therefore the sum rate does not scale

with the number of users K.

The processing power of wireless devices has increased rapidly in recent years

which facilitates the implementation of complex interference management algo-

rithms. The use of multi-carrier systems, e.g. orthogonal frequency division mul-

tiplexing (OFDM) system, has resulted in reliable and efficient transmissions in

multi path environments. Also the capability of having multiple antennas at the

devices has opened a new possibility to multi-user MIMO transmission techniques.
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Taking advantage of the technological advancement brought by these approaches,

a new technique named interference alignment (IA) has emerged, which promises

higher spectral efficiency in interference channels. In Section 2.1.1, we introduce the

concept of DoF, which is used as a metric to quantify the capacity scaling in inter-

ference channels. Then we compare the achievable DoF in different communication

systems and show the advances of the IA technique.

2.1.1 Definition of DoF

The exact characterization of the capacity is not available in many multi-user chan-

nels, including the K-user interference channel for K ≥ 3. Alternatively, the metric

named DoF, as an approximation of capacity characterizations at high signal-to-

noise ratio (SNR), is used. It is defined as

d = lim
SNR→∞

C(SNR)

log2(SNR)
(2.1)

with C denoting the capacity. It has been shown in many cases that the number of

DoF is tractable and becomes exact as the SNR goes to infinity. For many channels

with unknown capacity regions, DoF regions are characterized instead. It serves as

the first order approximation of the capacity, which captures the slope of the ca-

pacity with the logarithm of the SNR. The DoF are also known as the multiplexing

gain or capacity pre-log factor.

Point-to-Point Communication System

Considering a point-to-point communication system with a single antenna, the in-

put/output relationship reads y = hx+n, where h is the channel and n ∼ CN (0, σ2)

denotes additive white Gaussian noise (AWGN). The SNR is defined as SNR = E|x|2
σ2

with E|x|2 denoting the transmit power. The capacity of this channel is C(SNR) =

log2(1 + SNR|h|2). The DoF become

d = lim
SNR→∞

log2(1 + SNR|h|2)

log2(SNR)
= lim

SNR→∞

log2(SNR) + log2(|h|2)

log2(SNR)
= 1. (2.2)

where the high SNR approximation log2(1 + x) = log2(x) is used for x > 0. The

approximation of the channel capacity at high SNR can be written as

C(SNR) = log2(SNR) + o (log2 (SNR)) . (2.3)
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time,
freq.,code 

h1,2

h1,1

h1,3

Figure 2.1: Representation of an orthogonal multiple access scheme for a 3-user

interference channel.

Orthogonal Schemes in K-user Interference Channel

Considering a K-user interference channel depicted in Fig. 2.1, the signal received

at receiver k is the sum of the signals from all transmitters which can be written as

yk =
K∑
`=1

hk,`x` + nk, (2.4)

where hk,` is the channel gain from transmitter ` to receiver k and nk ∼ CN (0, σ2) is

the AWGN at receiver k. The SNR is defined as SNR = E|x`|2
σ2 with E|x`|2 denoting

the transmit power. As commented before, orthogonal schemes allow each user to

access a portion of the resources, e.g. users are allocated in different time slots

via time division multiple access (TDMA) or frequency bands via frequency division

multiple access (FDMA). The DoF in K-user interference channels can be calculated

as

d = lim
SNR→∞

∑K
k=1

1
K

log2(1 +K|hk,k|2SNR)

log2(SNR)
(2.5)

= lim
SNR→∞

log2(SNR) +
∑K

k=1 log2(K|hk,k|2)

log2(SNR)
= 1, (2.6)

where the factor 1/K in (2.5) shows that the total available resources are equally

shared among K users. As a result, orthogonal access schemes guarantee that each

user gets a fraction of the total DoF and the sum of these fractions is equal to 1.

It is also conjectured in [12] that the maximum achievable DoF per user in a K-

user interference channel is 1/K, therefore the total DoF would not scale with K.

From the receivers’ point of view, the transmission is interference-free, but orthog-

onal access schemes are proven to be suboptimal in terms of spectral efficiency. An

example of a 3-user interference channel using orthogonal multiple access is shown

in Fig. 2.1. Each user transmits over 1/3 of the total dimension, while a 2/3 fraction

15



2 Introduction to Interference Alignment

of the dimension is spanned by the interference signals. In fact, if the dimensions

of the interference subspace can be reduced, more interference-free subspace dimen-

sions can be utilized for the transmission of the desired signal. This concept is called

“interference alignment (IA)”.

IA in K-user Interference Channels

The result presented by Cadambe and Jafar [11] demonstrates that regardless of

the number of users, it is possible for each transmitter-receiver pair to have an

interference-free communication for half the time or using half the bandwidth. Ac-

cordingly, in a K-user SISO interference channel, the capacity per user k as a func-

tion of SNR can be characterized as

Ck(SNR) =
1

2
log2(SNR) + o (log2 (SNR)) . (2.7)

The sum capacity of the K-user interference channel increases linearly with the

number of users and becomes

C(SNR) =
K

2
log2(SNR) + o (log2 (SNR)) . (2.8)

Consequently, the total achievable DoF of the K-user interference channel are K/2.

Fig. 2.2 shows a 3-user interference channel using IA, where each user can get a

fraction 1/2 of the total dimension, regardless of the number of users. The two

interference signals are aligned into the other 1/2 of the dimension. A simple example

to achieve this is to assume that all direct channels have delay 1 and cross channels

have delay 2.

IA can be achieved by exploiting the available signaling dimensions in time [37],

frequency [38,39], space [40,41], or/and code [42]. In the following sections, we focus

on two types of interference channels exploiting time/frequency and spatial dimen-

sions, respectively: 1) the K-user SISO interference channel with time/frequency

varying channel coefficients and 2) the K-user MIMO interference channel with

constant channel coefficients.

2.2 IA for K-user SISO Interference Channels

Considering a K-user SISO interference channel where each user is equipped with a

single antenna, IA can be achieved by linear precoding over N symbol extensions.

The extended symbols can be transmitted over parallel channels in time domain (by

precoding over time-varying channels) or in frequency domain (by precoding across

16



2.2 IA for K-user SISO Interference Channels

time,
freq.,code 

h1,2

h1,1

h1,3

Figure 2.2: Representation of the IA concept for a 3-user interference channel.

multiple carriers for frequency-selective channels) with the assumption of varying

channel coefficients [11]. The channel coefficients of the parallel channel between

receiver k and transmitter ` is expressed as

Hk,` =


h1
k,` 0 . . . 0

0 h2
k,` . . . 0

...
...

. . .
...

0 0 . . . hNk,`

 . (2.9)

Note that the original channel is a scalar channel, therefore the expanded channel

matrix Hk,` is a diagonal matrix, ∀k, ` ∈ {1, . . . , K}. The transmitted symbol over

all N channel accesses is

xk =

dk∑
i=1

viks
i
k (2.10)

=
[
v1
k,v

2
k, · · · ,v

dk
k

]
︸ ︷︷ ︸

Vk


s1
k

s2
k
...

sdkk


︸ ︷︷ ︸

sk

. (2.11)

with sik ∈ C the transmitted symbol and the associated precoding vector vik ∈ CN×1.

The received signal at receiver k can be written as

yk = Hk,kxk +
∑
k 6=`

Hk,`x` + nk , (2.12)

where nk ∼ CN (0, σ2IN) is additive complex symmetric Gaussian noise.
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Figure 2.3: Achievable DOF of the IA scheme when K = 3.

2.2.1 Achievable DoF in K-user SISO Interference Channels

The minimum setup to achieve the IA solution includes K = 3 users precoding over

N = 3 dimensional parallel channels. With this setting it is possible to obtain

(d1, d2, d3) =

(
2

3
,
1

3
,
1

3

)
(2.13)

and therefore total DoF
∑3

k=1 dk = 4/3. This is still far away from the maximum

DoF of 3/2 for a 3-user SISO interference channel. Let us define N = 2b+ 1, where

b is a non-negative integer. There exist IA solution for any integer values of b [11].

The achievable DoF per symbol can be characterized as

(d1, d2, d3) =

(
b+ 1

2b+ 1
,

b

2b+ 1
,

b

2b+ 1

)
. (2.14)

As a result, precoding over more channel accessesN is necessary to approach the DoF

of the channel. When b → ∞, a total DoF of 3/2 can be achieved asymptotically.

In Fig. 2.3, the total achievable DoF per symbol are shown for the original IA

scheme [11] when K = 3 users.

The generalization to K ≥ 3 is studied in [11, Appendix III]. In order to achieve

an IA solution, the number of channel accesses must satisfy

N = (b+ 1)(K−2)(K−1)−1 + b(K−2)(K−1)−1 (2.15)
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to be able to transmit

dk =

{
(b+ 1)(K−2)(K−1)−1 , k = 1

b(K−2)(K−1)−1 , k ∈ {2, 3, . . . , K}.
(2.16)

data symbols. Again, if b is asymptotically large, the DoF per symbol of the K-user

SISO interference channel become

lim
b→∞

∑dk
i=1

N
= lim

b→∞

(b+ 1)(K−2)(K−1)−1 + (K − 1)b(K−2)(K−1)−1

(b+ 1)(K−2)(K−1)−1 + b(K−2)(K−1)−1
=
K

2
. (2.17)

For some specific numbers of symbol extensions, an improved IA solutions is pro-

posed in [43], which achieves higher DoF with finite symbol extensions N compared

to the original IA scheme [11].

2.2.2 IA Solution in 3-user SISO Interference Channels

In this section, we review the first closed-form IA solution for 3-user SISO inter-

ference channels proposed in [11]. The key idea of IA is to construct the precoding

matrices in a way such that the interference from different transmitters are aligned

into a subspace with less signal dimensions. Fig. 2.4 shows the alignment solution

to achieve DoF (d1, d2, d3) = (2/3, 1/3, 1/3) over N = 3 symbol extensions. User

1 achieves 2 DoF by transmitting two independently streams along the precoding

vectors v1
1,v

2
1 while users 2 and 3 achieve 1 DoF by sending one stream along v2

and v3, respectively. At the receiver side, the interference signals H1,2v2 and H1,3v3

at receiver 1 are aligned in the same direction spanning a one dimensional subspace.

The desired signal H1,1V1 spans a two dimensional subspace. At receivers 2 and 3,

the interference signals H2,1V1, H2,3v3 and H3,1V1, H3,2v2 are aligned into two di-

mensional subspaces, leaving one interference-free dimension for the desired signal.

To achieve perfect IA, the following conditions must be satisfied

H1,2V2 = H1,3V3 (2.18)

H2,3V3 ≺ H2,1V1 (2.19)

H3,2V2 ≺ H3,1V1 (2.20)

where A ≺ B denotes that the column space of A is a subset of the column space

of B. Transmitter 1 sends b+ 1 independent streams. To be able to obtain b + 1

interference-free subspace dimensions from 2b+ 1 total dimensions, the interference
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h1,1

h1,2

h1,3

Figure 2.4: An example of IA for 3-user SISO interference channels with N = 3 and

(d1, d2, d3) = (2/3, 1/3, 1/3).

signals from transmitter 2 and 3 must be aligned into a subspace with dimension

smaller than b, i.e.

rank ([H1,2V2 H1,3V3]) ≤ b. (2.21)

Therefore, transmitter 2 and 3 can send b independent streams, respectively. To

be able to extract b interference-free dimensions, interference signals must span a

subspace with a dimension not greater than b+ 1 at receiver 2 and 3, i.e.

rank ([H2,1V1 H2,3V3]) ≤ b+ 1 (2.22)

rank ([H3,1V1 H3,2V2]) ≤ b+ 1. (2.23)

Cadambe and Jafar show that the above conditions are satisfied simultaneously, if

the precoders and decoders are designed as follows

V1 =
[
1N×1,T1N×1, · · · ,Tb1N×1

]
(2.24)

V2 = H−1
3,2H3,1

[
1N×1,T1N×1, · · · ,Tb−11N×1

]
(2.25)

V3 = H−1
2,3H2,1

[
T1N×1,T

21N×1, · · · ,Tb1N×1

]
(2.26)
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2.3 IA for K-user MIMO Interference Channels

where

T = H1,2H
−1
2,1H2,3H

−1
3,2H3,1H

−1
1,3. (2.27)

To guarantee that each receiver can decode its own message, it is necessary to verify

the linear interdependency of the column vectors in the signal space and inter-

ference space. The interdependency is achieved in [11] using two facts: 1) Channel

coefficients are drawn randomly, and 2) The precoders have Vandermonde structure,

i.e. precoders with the terms of a geometric progression in each row.

Since the original work [11] focuses only on the DoF, [44] improves the sum rate

performance by optimization of precoding vectors. The precoder design is obtained

as a global solution of a constrained convex (concave) optimization problem.

2.3 IA for K-user MIMO Interference Channels

IA using symbol extension requires a large number of channel accesses (e.g. time slots

and/or frequency subcarriers) in order to achieve the optimal DoF. In this section,

we consider the interference channel with the transmitters and receivers equipped

with NT and NR antennas, respectively. The channels Hk,` ∈ CNR×NT from receiver

k to tranmistter `, ∀k, ` ∈ {1, . . . , K} have i.i.d. entries and remain constant over

the duration of the transmission. The received signal at receiver k can be written as

yk = Hk,kxk +
∑
k 6=`

Hk,`x` + nk , (2.28)

where the additive complex symmetric white Gaussian noise nk ∼ CN (0, σ2INR
) has

zero mean and unit variance. The SNR is defined as P
σ2 , where P denotes the transmit

power E{xH
` x`}. The linearly precoded transmitted symbol xk can be written as

xk =

dk∑
i=1

viks
i
k = Vksk (2.29)

where all dk symbols sk are spread over all NT transmit antennas using the precoding

matrix Vk = [v1
k, . . . ,v

dk
k ].

2.3.1 Achievable DoF in K-user MIMO Interference Channels

For a specific channel configuration, feasibility conditions indicate the existence of IA

solutions. In [45], IA problems are classified as either proper or improper, depending

on whether or not the number of equations exceeds the number of variables. It is
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2 Introduction to Interference Alignment

Algorithm 1 Iterative Interference Alignment

Input: Channel matrix Hk,`, k 6= `, interference leakage threshold ε

Output: Precoders V` and decoders Uk, ∀k, ` ∈ 1, . . . , K

begin

Generate random V` ∀` ∈ {1, . . . , K}, such that VH
` V` = Id.

repeat

for all k ∈ {1, . . . , K} do

Rk =
K∑

`=1,`6=k

Hk,`V`V
H
` HH

k,`, Uk =
[−→u NR−d+1(Rk), . . . ,

−→u NR
(Rk)

]
end for

for all ` ∈ {1, . . . , K} do

R` =
K∑

k=1,k 6=`

HH
k,`V

H
` V`Hk,`, V` =

[−→u NT−d+1(R`), . . . ,
−→u NT

(R`)
]

end for

until I ≤ ε

end

verified that IA is surely feasible if a system is proper [45, 46], i.e. the number of

equations is not larger than the number of variables. The number of equations is

Ne = (K + 1)d and the number of variables equals Nv = NT + NR. Therefore, the

symmetric interference channel (NR ×NT, d)K is feasible if and only if [45,46]

NT +NR − (K − 1)d ≥ 0. (2.30)

2.3.2 IA Solution in 3-user MIMO Interference Channels

The design of precoders and decoders is essential to achieve the promised DoF of

IA. For MIMO IA, a closed-form solution is first proposed in [11, 47] for 3-user

interference channels with NR = NT = M , where DoF per user d = M/2 can

be guaranteed. Other closed-form solutions are available for some specific channel

configurations [45,46].

Since the closed-form solution is still not feasible in general, iterative IA algo-

rithms have been proposed as an alternative to achieve IA in MIMO interference

channels [41, 47, 48]. The iterative algorithms mainly rely on channel reciprocity
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2.3 IA for K-user MIMO Interference Channels

based on time-division duplex (TDD) operation, relaxing the need of global CSI.

The iterative algorithms also provide a numerical mean to verify the feasibility of

IA for given interference channel configurations. The algorithm that aims to mini-

mize the interference leakage metric

I =
K∑
k=1

K∑
`=1,`6=k

‖UH
k Hk,`V`‖2

F (2.31)

is proposed in [41]. The algorithm proceeds by alternatively optimizing Uk and V`

as shown in Algorithm 1. In particular, every recevier i calculates the interference

covariance matrix and selects the subspace which contains the smallest interference

power. The d eigenvectors corresponding to this subspace are used as Uk. In the

reciprocal channel, the roles of transmitters and receivers are interchanged and Uk

is served as precoding matrix. The calculation of the interference subspace containing

the least interference and selection of the eigenvectors is performed in the reciprocal

channel. The matrix V` is obtained as the eigenvectors associate to the d smallest

eigenvalues. The process of updating Uk and V` will continue until all K interference

covariance matrices become rank-deficient, implying that the interference signals

from different transmitters are aligned into the same subspace. In practice, this is

done by comparing the interference leakage I with a pre-defined threshold ε. The

alignment solution to achieve DoF (d1, d2, d3) = (1/2, 1/2, 1/2) with NR = NT = 2

is pictured in Fig. 2.5. Every transmitter sends one stream by precoding using a two

dimensional vector. With IA, two interference signals at each receiver are aligned in

one dimension. In the two dimensional receive signal space, one dimension is left for

the intended stream.

While the IA algorithm performs well at high SNR, it is not optimal at medium

and low SNRs. This is due to the reason that this algorithm aims at perfect IA

and does not take into account the power of the desired signal during the iterative

process. The Max-SINR alogorithm in [41] tries to improve the low SNR performance

by maximizing the per-stream SINR at each iteration. By relaxing the need of perfect

IA, the Max-SINR algorithm achieves a higher rate at low SNRs compared to IA.

Other algorithms that have relaxed alignment requirement and employ other metrics

are covered in [47,48]. For instance, the objective in [48] is to maximize the network

sum rate. In [47], a modified metric taking into account uncoordinated interference

is used for a joint MMSE filter design.
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h1,1

h1,2

h1,3

Figure 2.5: An example of IA for 3-user MIMO interference channels with NR =

NT = 2 and (d1, d2, d3) = (1/2, 1/2, 1/2).

2.4 CSI Feedback for Interference Alignment

For single-user MIMO systems with channel state information (CSI) at the re-

ceiver, the capacity of the channel scales with the minimum of the number of trans-

mit/receive antennas [49]. In multiuser systems, adapting the transmission among

multiple transmitters can efficiently minimize the effect of interference. As a result,

CSI has gained much more significance [50]. For instance, calculating IA precoders

requires accurate knowledge of the interference generated by each transmitter. CSI

imperfection degrades IA performance. Assuming the imperfect channel matrix is

the summation of the true channel matrix and an independent error matrix, the

impact of imperfect CSI on IA has been investigated in [51–54]. The work of [51]

derives both upper and lower bounds on the achievable rates assuming noisy CSI.

The error performance of IA is studied in [52] and adaptive schemes are proposed

to introduce robustness against CSI imperfection. The performance loss of IA under

CSI mismatch for interference channels is studied in [53] showing that full DoF are

achievable if the variance of the CSI measurement error is proportional to the inverse

of the SNR. Similar results are found in [54] for interference broadcast channels.
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2.4 CSI Feedback for Interference Alignment

In TDD systems, the reciprocity of downlink and uplink channels can be used

to acquire CSI. In frequency-division duplex (FDD) systems, CSI needs to be esti-

mated and fed back to the transmitter via a feedback link. For interference channels,

the channel knowledge at transmitters can be exploited to reduce the interference

signal dimensions and thus achieve the optimal DoF promised by IA. An existing

method to provide high quality feedback with low feedback rate is limited feed-

back [50], i.e. CSI quantization. In [38], channel coefficients are quantized using

a Grassmannian codebook for frequency-selective SISO interference channels. The

work in [55–57] extends the result to MIMO interference channels. Both [38] and [55]

show that the full DoF are achievable as long as the feedback rate scales with the

transmit power.

In this section, we provide an overview of the most notable work on limited feed-

back for SISO IA and MIMO IA, respectively.

2.4.1 Limited feedback for SISO Interference Alignment

SISO IA with symbol extensions does not distinguish between time and frequency

dimensions [11, 38]. The original scheme was presented for time-selective channels,

however, it would require non-causal feedback. In the following, vector quantization

of the channel coefficients in frequency-selective channels is considered [38].

The S-tap time-variant sampled impulse response between transmitter ` and re-

ceiver k is denoted by wk,` = [wk,`[1], . . . , wk,`[S]]T, ∀k, ` ∈ {1, . . . , K}, where each

channel tap wk,`[S] is drawn independently. The channel frequency response between

transmitter ` and receiver k can be represented as

hk,` = DN×Swk,`, (2.32)

where DN×S is the N×S submatrix of the N×N DFT matrix DN . The DFT matrix

DN is defined as [DN ]i,j = 1√
N
e−j2π(i−1)(j−1)/N , ∀i, j ∈ {1, . . . , N}. The diagonal

matrix containing the channel frequency response is defined as Hk,` = diag (hk,`).

To calculate IA precoders, the vector wk,` must be fed back to the transmitter

side. As shown in [38], wk,` can be quantized on the Grassmannian manifold using

a codebook C with 2Nbits codewords and Nbits is the number of feedback bits. Each

codeword cj ∈ C is an unit norm vector i.e. ‖cj‖2 = 1, ∀j ∈ {1, . . . , 2Nbits}.
Let us define the chordal distance dc(x1,x2) =

√
(1− |xH

1 x2|2) between two unit

norm vectors x1 and x2. The receiver k calculates the chordal distance dc between

wk,` and every codeword in the codebook C and feeds back the index of the code-

word which minimizes the chordal distance. Based on the feedback indices from

the receiver, the transmitters can obtain the quantized version of channel vectors
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2 Introduction to Interference Alignment

wk,`,∀k 6= `. Then, IA solutions can be calculated according to the quantized channel

vectors. In particular, the quantized vector ŵk,` is chosen according to

ŵk,` = arg min
cj∈C

dc

(
wk,`

‖wk,`‖
, cj

)
. (2.33)

2.4.2 Limited feedback for MIMO Interference Alignment

In this section, we review the IA limited feedback scheme proposed in [55]. Ac-

cording to [55], receiver k forms and feeds back an aggregated channel matrix

Hk ∈ CNRNT×(K−1) as

Hk =
[
h̄k,1, . . . , h̄k,k−1, h̄k,k+1, . . . , h̄k,K

]
. (2.34)

The unit-norm vectors h̄k,` ∈ CNRNT×1 are obtained by vectorizing the elements of

matrices Hk,`, i.e.

h̄k,` =
vec (Hk,`)

‖vec (Hk,`)‖
. (2.35)

The vector h̄k,k corresponding to Hk,k is eliminated from the aggregated matrix

Hk. Using the concept of composite Grassmannian manifold, the matrix Hk can

be quantized using a codebook C with 2Nbits codewords and Nbits is the number of

feedback bits. Each codeword Cj = [c
[1]
j , . . . , c

[K−1]
j ] ∈ C is a NRNT× (K−1) matrix

with ‖c[`]
j ‖ = 1. The squared distance between Cj and Hk is defined as

ds (Hk,Cj) =
K−1∑
l=1

d2
c

(
[Hk]:,`, c

[`]
j

)
, (2.36)

which is a commonly used distance measure on the composite Grassmannian mani-

fold. The quantized channel Ĥk is selected as

Ĥk = arg min
Cj∈C

ds (Hk,Cj) . (2.37)

Further advancement on limited feedback for MIMO IA has been made in [56,57].

In [56], an iterative algorithm is proposed to reduce the quantization error. The work

in [57] removes redundant information in the quantization procedure by exploiting

the structure of IA equations and therefore yields a better sum rate performance.
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3 Interference Alignment in
Time-variant Channels

As discussed in Chapter 2, interference alignment (IA) is able to achieve optimal

degrees of freedom (DoF) in interference channels. However, the implementation

of IA faces a lot of difficulties in wireless systems. The necessity of channel state

information (CSI) at the transmitter is one of the major challenges. Moreover, the

accuracy of the CSI should improve as the SNR increases in order to achieve the

DoF gain promised by IA [53]. Many existing works assume perfect CSI. However,

this is not true in practical systems due to the channel estimation error and the

limited capacity of the feedback link. In this chapter, we aim to devise a channel

estimation, feedback and prediction framework for IA in time variant channels.

3.1 Background

Imperfect CSI degrades IA performance. The impact of imperfect CSI on the sum

rate of IA is analyzed in [51–54] (see Section 2.4). For frequency-division duplex

(FDD) systems, CSI needs to be estimated and fed back to the transmitter. Limited

feedback via quantization is a promising approach to transfer CSI to the transmitter

side. Several approaches address the problem of limited feedback for IA [38,55,56,58,

59] assuming perfect channel estimation. In [38], channel coefficients are quantized

using a Grassmannian codebook for frequency-selective single-input single-output

(SISO) channels. The work in [55] extends the results to multiple-input multiple-

output (MIMO) channels. Both [38] and [55] show that the full DoF are achievable

as long as the feedback rate is high enough (which scales with the transmit power).

This result aligns with the one that is found for MIMO broadcast channels in [60].

The work in [56] addresses the problem of improving the sum rate under limited

feedback by involving additional iterative computation of pre-quantization filters at

the receivers. To further reduce the feedback overhead, [58] considers differential

limited feedback on the Grassmannian manifold by exploiting temporal correlation

of the time-selective fading channels. In the context of opportunistic transmission

for IA, Chapter 4 shows that multi-user diversity can be exploited based on 1-bit
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3 Interference Alignment in Time-variant Channels

feedback from each user, while preserving the full DoF. Instead of quantizing the

CSI, [61] considers analog feedback and shows that the DoF of IA can be preserved

as long as the forward and reverse link SNRs scale together.

However, for a practical system, the imperfection of CSI is caused by various

aspects:

(a) For time-variant channels, CSI is acquired with the aid of pilot symbols. The

channel varies over time due to the mobility of the users. If the channel changes

after the transmission of the pilot symbols, the receiver cannot detect the channel

variation, which leads to a reduction in sum rate due to the use of outdated

channel estimates.

(b) For FDD, CSI is fed back through limited capacity feedback channels. The error

due to quantized feedback degrades the IA performance.

(c) The feedback information arrives at the transmitter with a delay which causes

a further performance degradation.

A related body of research tackling the above mentioned problems exists for single-

cell multiuser MIMO systems [62,63]. For interference channels, [64] studies (a) and

(b) for MIMO IA using a minimum mean square error (MMSE) estimator. The

studies in [62–64] consider block fading channels. The work of [65] extends [64]

considering time-selective continuous fading in the payload part, while assuming

constant fading for the training part.

In this chapter, we jointly consider (a)-(c) for IA in wideband SISO systems with

symbol extension over frequency [11], i.e. precoding across orthogonal frequency

dimensions. Although we present our results for SISO interference channels, the

complete strategy can be generalized to MIMO interference channels using a method

similar to [55] by vectorization of channel matrices.

In Section 3.3, we tackle the problems (a) and (c) by reduced-rank channel pre-

diction using discrete prolate spheroidal (DPS) sequences [66]. Thanks to the energy

concentration of the sequences in the Doppler domain, we are able to describe the

channel evolution by only a few subspace coefficients. In Section 3.4, we address

problem (b) and show that the subspace coefficients can be quantized and fed back

using vector quantization, which greatly reduces the redundancy of the codebook

by exploiting the rotation invariance. In addition, we highlight the importance to

feed back the subspace coefficients in delay domain, resulting in a reduction of noise.

With the subspace coefficients, the transmitter is able to perform channel prediction

to combat the time selectivity of the channel. The subspace vector to be quantized

has correlated entries in some cases. We characterize the second order statistics of
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the subspace vector, which is used for whitening the vector to match the statistics

of the quantization codebook. In Section 3.5, an upper bound of the rate loss due to

the channel prediction- and quantization-error is derived, which is used to facilitate

an adaptive subspace dimension switching algorithm. We show that there exists a

tradeoff between quantization error and prediction error at a given feedback rate.

The subspace dimension switching algorithm is efficient to capture the tradeoff and

find the subspace dimension associated with a higher rate. Besides, we characterize

the scaling of the required number of feedback bits to decouple the rate loss due to

quantization from the transmit power.

3.2 K-user Time- and Frequency-Selective SISO

Interference Channel

Let us consider a K user time- and frequency-selective SISO interference chan-

nel, which consists of K transmitter and receiver pairs. We denote by hk,`(t, τ)

the time-variant impulse response between transmitter ` and receiver k, where

t is time and τ is delay. Orthogonal frequency division multiplexing (OFDM) is

used to convert the time- and frequency- selective channel into N parallel time-

selective and frequency-flat channels. The sampled impulse response is defined as

hk,`[m, s] = hk,`(mTs, sTc), where 1/Tc is the bandwidth and Ts = (N + G)Tc de-

notes the OFDM symbol duration with a cyclic prefix length G. The S-tap time-

variant sampled impulse response between transmitter ` and receiver k is denoted

by hk,` [m] = [hk,`[m, 1], . . . , hk,`[m,S]]T, ∀k, ` ∈ {1, . . . , K}. Every element of the

channel impulse response vector hk,` [m] is independent identically distributed (i.i.d.)

with a power delay profile (PDP) E{hk,`[m]hk,`[m]H} = diag(
[
p1
k,`, . . . , p

S
k,`

]
). We as-

sume
∑S

s=1 p
s
k,` = N .

The variation of a wireless channel for the duration of the transmission of a data

packet is caused by user mobility and multipath propagation. We define the normal-

ized Doppler frequency of the time-selective fading process {hk,`[m, s]} as

νD = fDTs (3.1)

where fD denotes the Doppler frequency in Hertz (Hz). The temporal covariance

function over consecutive OFDM symbols becomes

Rhk,` [m] = E{hk,`[l]Hhk,`[l +m]}. (3.2)

The temporal covariance matrix is defined as [Rhk,` ]i,m = Rhk,` [i − m] for i,m ∈
[0, . . . ,M − 1].
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Using OFDM, The observed frequency selective channel can be converted into N

narrowband frequency-flat channels as

wk,`[m] = DN×Shk,`[m] (3.3)

where DN×S is the N×S submatrix of the N×N DFT matrix DN . The DFT matrix

DN is defined as [DN ]i,j = 1√
N
e−j2π(i−1)(j−1)/N , ∀i, j ∈ {1, . . . , N}. The diagonal

matrix containing the channel frequency response can be written as Wk,`[m] =

diag (wk,`[m]).

We consider two different communication phases: (i) the CSI acquisition via pilots

and (ii) the transmission of payload. In the CSI acquisition phase, the pilot symbols

from different transmitters are orthogonalized in time. During the transmission of

payload, all transmitters will send simultaneously. However, for a given transmitter,

its signal is only intended to be received by a single user for a given signaling interval.

The signal received is the superposition of the signals transmitted by all transmitters.

The received signal at receiver k in these two phases can thus be modeled by

yk[m] =


Wk,k[m]xk[m] + nk[m] , m ∈ Pk
Wk,k[m]xk[m]+∑

k 6=` Wk,` [m] x`[m] + nk[m] , elsewhere

where Pk denotes the pilot position indices of user k. The vector xk[m] ∈ CN×1

denotes the transmitted symbol for user k with power constraint E{xk[m]Hxk[m]} =

PN , where P is the transmit power per subcarrier. Additive complex symmetric

Gaussian noise at receiver k is denoted by nk[m] ∼ CN (0, IN). The SNR is defined

as SNR = P .

In this work we consider a user velocity and carrier frequency such that the

Doppler bandwidth of the fading process fD is much smaller than the subcarrier

spacing fsc = 1
TcN

. Hence, we assume that the inter-carrier interference can be ne-

glected for the processing at the receiver side, see the discussion in [67, Section II].

3.2.1 SISO Interference Alignment with Perfect CSI

IA can achieve optimal DoF when infinite channel extensions exist [11]. Using IA

over N orthogonal subcarriers, each transmitter k sends a linear combination of

dk < N symbols sik[m], along the linear precoding vectors vik ∈ CN×1, yielding

xk[m] =

dk∑
i=1

vik[m]sik[m] , (3.4)
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where sik[m] ∈ C denotes the transmitted symbol and E{|sik[m]|2} = PN/dk. The

precoding vector vik[m] fulfills ‖vik[m]‖2
= 1. Defining the decoding vector uik[m] ∈

CN×1 subject to ‖uik[m]‖2
= 1, the received signal at receiver k for symbol i can be

expressed as

uik[m]Hyk[m] = uik[m]HWk,k[m]vik[m]sik[m]︸ ︷︷ ︸
desired signal

+

uik[m]H
∑
j 6=i

Wk,k[m]vjk[m]sjk[m]︸ ︷︷ ︸
inter-stream interference

+

uik[m]H
∑
6̀=k

d∑̀
j=1

Wk,` [m] vj` [m]sj`[m]︸ ︷︷ ︸
inter-user interference

+uik[m]Hnk[m] (3.5)

for i ∈ {1, . . . , dk} and k ∈ {1, . . . , K}. Considering i.i.d Gaussian input of sik[m],

the achievable sum rate is given by

Rsum[m] =
∑
k,i

1

N
log2

1 +

NP

dk

∣∣uik[m]HWk,k[m]vik[m]
∣∣2

I1
k,i[m] + I2

k,i[m] + 1

 . (3.6)

where

I1
k,i[m] =

∑
j 6=i

NP

dk

∣∣uik[m]HWk,k[m]vjk[m]
∣∣2 , and (3.7)

I2
k,i[m] =

∑
` 6=k

d∑̀
j=1

NP

d`

∣∣uik[m]HWk,`[m]vj` [m]
∣∣2 , (3.8)

denote inter-stream interference and inter-user interference, respectively.

The precoding and decoding vectors can be designed according to [11]. Each trans-

mitter computes the precoding vectors vik[m] such that the interference signals from

the undesired K− 1 transmitters are aligned at all receivers leaving the interference

free subspace for the intended signal. With perfect CSI, the following IA conditions

should be satisfied

uik[m]HWk,k[m]vjk[m] = 0, ∀k, ∀i 6= j (3.9)

uik[m]HWk,`[m]vj` [m] = 0, ∀k 6= `, ∀i, j (3.10)∣∣uik[m]HWk,k[m]vik[m]
∣∣ ≥ c > 0, ∀k, i (3.11)

where c is a constant. Accordingly, the interference terms can be perfectly canceled

satisfying I1
k,i[m] = I2

k,i[m] = 0.
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3.3 Reduced-Rank Channel Estimation and

Prediction

In this section, we introduce the idea of channel prediction. First, a well-known

MMSE solution is given. In subsection 3.3.1, we present the reduced-rank predictor

and its relation to the MMSE solution. To simplify notations, we drop the indices

of transmitters and receivers and focus on the prediction problem for a specific

subcarrier. Let us denote by w[m,n], n[m,n] y[m,n] and x[m,n] the n-th element

of the vector w[m] n[m] y[m] and x[m], respectively. The channel samples of the

n-th subcarrier over time can be written as

gn = [w[0, n], . . . , w[M − 1, n]]T , (3.12)

where M is the length of a single data block.

A number of NP pilot symbols x[m,n] ∈ {
√
P ,−
√
P},∀m ∈ P known at the

receivers allow us to acquire channel knowledge. With the pilot symbols, we obtain

the noisy channel observations at m ∈ P according to w′[m,n] = 1
P
y[m,n]x[m,n] =

w[m,n] + 1√
P
n′[m,n], where n′[m,n] = 1√

P
n[m,n]x[m,n] has the same statistical

properties as n[m,n]. The noisy observation vector of the n-th subcarrier over time

g′n =

[
w′ [0, n] , . . . , w′ [M − 1, n]

]T

(3.13)

is used for channel prediction. Defining the M × 1 vector rh[m] = [Rh[m], Rh[m −
1], . . . , Rh[m−M + 1]], the estimator minimizing the MSE can be derived as [68]

w̃MMSE[m,n] = r
(P)
h [m]H(R

(P)
h +

1

P
INP

)−1g′n(P) (3.14)

where the covariance matrix R
(P)
h ∈ CNP×NP of the channel at pilot positions is

obtained as a sub-matrix of Rh ∈ by extracting K-spaced rows and/or columns,

i.e. [R
(P)
hk,`

]i,m = [Rhk,` ]K(i−1)+i,K(m−1)+m. The vectors g′n(P) contains the respective

elements for m ∈ P in the same order as in (3.12). The NP×1 vector r
(P)
h [m] contains

the respective elements of Rh[m−mP] for mP ∈ P in the same order as rh[m].

3.3.1 Reduced-Rank Channel Predictor

The channel gn can be approximated by a reduced rank representation [66, 69],

which expands gn by D orthonormal basis functions up = [up[0], . . . , up[M − 1]]T,

p ∈ {0, . . . , D − 1}

gn ≈ Uφn =
D−1∑
p=0

φnpup , (3.15)
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3.3 Reduced-Rank Channel Estimation and Prediction

where U = [u0, . . . ,uD−1] collects D basis vectors of a temporal covariance matrix

Rh and φn = [φn0 , . . . , φ
n
D−1] contains the subspace coefficients for the channel gn.

Let us define f [m] = [u0[m], . . . , uD−1[m]]T, which collects the values of the basis

functions at time m. The estimate of φn can be calculated according to

φ̃
n

= G−1
∑
m∈P

w′[m,n]f [m]∗ , (3.16)

= G−1U(P)H
g′n(P) (3.17)

where G =
∑

m∈P f [m]f [m]H = U(P)H
U(P) and U(P) = [u

(P)
0 , . . . ,u

(P)
D−1]. The vector

u
(P)
p contains the respective elements for m ∈ P in the same order as in (3.12). Thus,

the estimated (predicted) n-th subchannel at time instant m ∈ Z is given by

w̃[m,n] =
D−1∑
p=0

φ̃npup[m] = f [m]Tφ̃
n
. (3.18)

3.3.2 The Choice of Subspace Dimension - An Upper Bound

In wireless communication systems, detailed second-order statistics are difficult to

obtain due to the short time-interval over which the channel can be assumed to be

stationary [70]. For this reason, we assume incomplete second-order statistics in this

work, where only the support W = (−νD, νD) of the Doppler spectrum is known to

the transmitters and receivers with νD � 1/2. For the case of unknown support,

please refer to adaptive channel estimation using hypotheses test [71,72]. The shape

of the Doppler spectrum is assumed to be flat with support W , which is given by

Sflat(ν,W) =

{
1
|W| , ν ∈ W
0, otherwise.

(3.19)

The covariance function of such a fading process becomes

Rflat[m,W ] =
sin(2πmνD)

πm|W|
. (3.20)

The corresponding covariance matrix is [Rflat[W ]]l,m = Rflat[l − m,W ] for l,m ∈
[0, . . . ,M − 1]. The eigenvector of the covariance matrix Rflat[m,W ] are also known

as DPS sequences [73, 74], which are utilized as the basis functions up[W ] in this

paper. The band-limiting region of the DPS sequences up[W ] is chosen according

to the support W of the Doppler spectrum of the time-selective fading process. To

ease the notation, we drop W in the rest of the paper. Given up, [66, Section III.D]
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3 Interference Alignment in Time-variant Channels

shows that the DPS sequences can be extended over Z in the minimum-energy band-

limited sense, enabling channel prediction in (3.18). The energy of the DPS sequences

is most concentrated in the interval of block length M . This energy concentration

is defined as

κp =

M−1∑
m=0

|up[m]|2

∞∑
m=−∞

|up[m]|2
. (3.21)

The values κp are clustered near 1 for p ≤ d2νDMe and decay rapidly for p >

d2νDMe. The optimal subspace dimension that minimizes the mean square error

(MSE) for a given noise level is found to be [66]

Dub = arg min
D∈{1,...,M}

(
1

|W|M

M−1∑
p=D

κp +
D

MP

)
. (3.22)

Later in Section 3.5 we will see that Dub is the upper bound of the subspace dimen-

sion when quantized feedback is used.

Remark 1. The reduced-rank channel prediction is a close approximate of the

MMSE predictor, especially at high SNR. At high SNR (P → ∞), the MMSE

predictor converges to a maximum-likelihood (ML) predictor i.e., w̃ML[m,n] =

r
(P)
h [m]HR

−1(P)
h g′n(P). For the reduced-rank predictor, more basis functions tend to

be taken as P → ∞ according to (3.22). Therefore, it also converges to a ML

predictor due to the relationship shown in [66, Eq.38].

3.4 Training and Feedback for IA

In this section, we consider a limited feedback scheme for the subspace coefficients

φ̃
n

estimated at the receiver side. Fig. 3.1 shows the working principle of the feed-

back system. The subspace coefficients are estimated using the pilot symbols. Each

receiver estimates the channels to all K transmitters separately. To this end, the

pilot symbols from different transmitters are orthogonalized in time. The number of

pilot symbols Mp for each transmitter satisfies M = KMp. The pilot placement for

the k-th transmitter is defined as

Pk =
{
k + (i− 1)K, where i ∈ {1, . . . ,Mp}

}
. (3.23)

Error-free dedicated broadcast channels with delay TD are assumed from each re-

ceiver to all the other nodes, i.e. all the transmitters and all other receivers. During
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M

Feedback delay

T

……1 … K 1 … K 1 … K

t

PayloadPilots

tTD

Downlink

Uplink

Figure 3.1: Signaling model, where M denotes the length of the pilot sequence and

T the payload length.

the feedback phase, each receiver broadcasts the estimated subspace coefficients us-

ing Nd bits. Upon reception of the quantized feedback, the transmitters and receivers

can calculate the IA precoders and decoders, respectively.

3.4.1 Noise Reduction

Assuming a wide-sense-stationary fading process, the N narrowband channels from

the same transmitter receiver pair have the same Doppler bandwidth, thus all N

fading processes share the same set of basis functions. Due to the fact that N ≥ S,

the impulse response h[m] contains less coefficients than the frequency response

w[m]. Thus, h[m] is better suited for CSI feedback.

In noise-free channels, the channel estimate in the delay domain has only S non-

zero entries. For a noisy channel, all the entries of the delay domain estimate are

non-zero. However, among all N taps of the channel, only S entries contain power

contributed from the channel. The rest N −S taps have no channel power at all ex-

cept for noise impairment. Hence, the elimination of these channel taps can improve

the SNR. To establish a tractable analysis, we assume that the number of delay taps

S is known at the receiver side. For practical wireless channels, the number of taps

can be estimated via most significant tap detection [75,76].

Due to the linearity of the Fourier transform, the IDFT to the channel frequency

responses can be also applied to the subspace coefficients. Therefore, the delay do-

main coefficients can be written as [77]

[γ̃1, . . . , γ̃S]T = DH
N×S[φ̃

1
, . . . , φ̃

N
]T. (3.24)
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3 Interference Alignment in Time-variant Channels

Only {γ̃1, . . . , γ̃S} are relevant for the actual channel realizations and must be fed

back to the transmitters.

3.4.2 Reformulation of Subspace Representation for the SISO

Interference Channels

With the basis coefficients {γ̃1, . . . , γ̃S} obtained from (3.24), the predicted channel

impulse response can be calculated as

h̃[m] = [γ̃1, . . . , γ̃S]Tf [m]

= F[m]η̃
(3.25)

where F ∈ CS×DS and η̃ ∈ CDS×1 are defined as follows:

F[m] = Bdiag
(
f [m]T, . . . , f [m]T

)
(3.26)

and

η̃ =

 γ̃
1

...

γ̃S

. (3.27)

Note that the vector η̃ is not unique since the achievable rate for IA is invariant to a

norm change and phase rotation of η̃ (this will be shown in Section 3.5). Therefore,

it is equivalent to know η̃ or αη̃ at the transmitter side, where α ∈ C. Thus, the

CSI feedback problem becomes feeding back a point on the Grassmannian manifold

GDS,1, which can be realized by vector quantization.

3.4.3 Vector Quantization and Feedback

After the subspace coefficient vector η̃ ∈ CDS×1 is obtained at the receiver side, the

receiver quantizes the vector according to its codebook and broadcasts the index to

the transmitter side through a feedback channel using Nd bits.

If the vector η̃ has correlated entries, the design of the optimal codebook is dif-

ficult. In the special case with i.i.d entries, the optimal codebook for quantization

can be generated numerically using the Grassmannian line-packing approach [78,79].

However, it is still challenging to find the optimal codewords which achieve the quan-

tization bound promised by [80], except for some specific cases. To overcome this,

random vector quantization (RVQ) codebooks are proposed. The codewords of Crnd

are independent unit-norm vectors from the isotropic distribution on the complex
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3.4 Training and Feedback for IA

unit sphere [60,81]. RVQ is commonly used to analyze the effects of quantization be-

cause it is mathematically tractable and asymptotically optimal with a distortion on

the order of 2−
Nd

DS−1 . Basic concepts of the Grassmannian manifold are summarized

in Appendix 3.7.1.

When the vector to be quantized has correlated entires, a better codebook can be

designed by skewing the RVQ codebook to match the correlation structure [82, 83].

The skewed codebook yields performance gain compared to the RVQ codebook.

However, the exact characterization of the quantization error has remained an open

question. A recent study in [84] tries to derive the SNR loss for single user MIMO

beamforming system using skewed codebooks, but it still remains in terms of expec-

tations of eigenvalues.

To overcome the difficulty in obtaining analytical results, we utilize a RVQ code-

book, which will facilitate our analytical performance analysis in Section 3.5. Con-

sidering a factorization of the covariance matrix Rη̃ = ΛΛH, the vector η̃ can be

whiten as

η̆ = Λ−1η̃. (3.28)

The covariance matrix Rη̃ = Bdiag(λ1, . . . ,λS) contains the covariance matrix of

the subspace coefficients for each tap s, i.e.

λs = E{γ̃sγ̃sH} (3.29)

= E{[φ̃1
, . . . , φ̃

N
]d∗sd

T
s [φ̃

1
, . . . , φ̃

N
]H} (3.30)

= G−1U(P)HE{[g′1, . . . ,g′N ]d∗sd
T
s [g′1, . . . ,g′N ]H}U(P)G−1 (3.31)

= G−1U(P)H
(
psR

(P)
h +

1

P
IM
K

)
U(P)G−1. (3.32)

where ds is the s-th column of the DFT matrix DN×S. The equations (3.30), (3.31)

and (3.32) are due to (3.24), (3.17) and (3.3), respectively.

We do not assume exact knowledge of the PDP in our work, instead a flat PDP

assumption

E{h[m]h[m]H} = diag(
[
p1, . . . , pS

]
) =

N

S
IS (3.33)

is used. In case the assumed PDP matches the PDP of the true channel, the vector

η̆ will be isotropically distributed with uncorrelated entries.

The corresponding RVQ codebook Crnd contains 2Nd unit-norm vectors, i.e. Crnd =

{η̂1, . . . , η̂2Nd}. Using codebook Crnd, the quantized version of η̃ can be obtained as

η̂ = arg max
η̂i∈Crnd

|η̂H
i η̆|. (3.34)
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Subpsace Dimensions

Rate loss due to 
quantization error

Rate loss

Rate loss due to 
prediction error

Total rate loss

𝐷𝐷 ≤ 𝐷𝐷ub

Figure 3.2: Rate loss due to prediction error and quantization error as a function of

the subspace dimension D.

After receiving the feedback information, the transmitters can reconstruct the quan-

tized vector by adding the correlation Λη̂.

3.5 Rate Loss Analysis

In this section, we analyze the rate loss of our proposed scheme. We decouple the

channel prediction- and quantization-error and derive an upper bound of the rate

loss. We show that a smaller subspace dimension is favorable for quantization due

to less coefficients. On the other hand, more subspace coefficients will reduce the

prediction error for the case of Dub > 1. Therefore, there exists a tradeoff between

quantization error and prediction error when selecting the subspace dimension at a

given feedback rate. On a coarse level, the tradeoff is illustrated in Fig. 3.2 in terms

of sum rate loss. We develop a subspace dimension switching algorithm to find the

best tradeoff such that the rate loss upper bound is minimized. We also characterize

the scaling of the required number of feedback bits in order to decouple the rate loss

due to imperfect quantization from the transmit power.

3.5.1 Leakage Interference Due to Imperfect CSI

Imperfect CSI results in residual interference, thus, IA conditions (3.9) and (3.10)

can not be satisfied. Upon reception of the quantized subspace vector η̂, the quan-
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3.5 Rate Loss Analysis

tized channel ĥ[m] can be constructed in the same way as (3.25). The precoding

vector v̂ik[m] and decoding vector ûik[m] are calculated using ŵk,`[m] = DN×Sĥk,`[m]

as the true channel, which results in

ûik[m]HŴk,k[m]v̂jk[m] = 0, ∀k, ∀i 6= j (3.35)

ûik[m]HŴk,`[m]v̂j` [m] = 0, ∀k 6= `, ∀i, j (3.36)∣∣∣ûik[m]HŴk,k[m]v̂ik[m]
∣∣∣ ≥ c > 0, ∀k, i . (3.37)

We modify the upper bound for the average loss in sum rate [61] for a time-variant

channel as

∆R <
1

NT

∑
k,i

∑
m∈T

log2

(
1 + E

[
I1
k,i[m] + I2

k,i[m]
])
. (3.38)

We define b̂i,jk,`[m] = ûik[m]∗ ◦ v̂j` [m] as the Hadamard product of the decoding

vector ûik[m] and precoding vector v̂j` [m]. The leakage interference in (3.7) and (3.8)

can be rewritten as

I1
k,i[m] =

∑
i 6=j

NP

dk

∣∣∣wk,k[m]Tb̂i,jk,k[m]
∣∣∣2 , and (3.39)

I2
k,i[m] =

∑
k 6=`

d∑̀
j=1

NP

d`

∣∣∣wk,`[m]Tb̂i,jk,`[m]
∣∣∣2 . (3.40)

We define the predicted channel frequency response as

w̃k,`[m] = [w̃1
k,`[m], . . . , w̃nk,`[m]]T (3.41)

and the prediction error as z̃k,`[m] = wk,`[m]− w̃k,`[m]. The average power leakage
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3 Interference Alignment in Time-variant Channels

of the inter-stream interference in (3.39) can be upper bounded by

E
[
I1
k,i [m]

]
=
∑
i 6=j

NP

dk
E
[∣∣∣wk,k[m]Tb̂i,jk,k[m]

∣∣∣2] (3.42)

=
∑
i 6=j

NP

dk
E
[∣∣∣(w̃k,k[m]T + z̃k,k[m]T

)
b̂i,jk,k[m]

∣∣∣2] (3.43)

=
∑
i 6=j

NP

dk

(
E
[ ∣∣∣w̃k,k[m]Tb̂i,jk,k[m]

∣∣∣2 +
∣∣∣z̃k,k[m]Tb̂i,jk,k[m]

∣∣∣2
+ 2Re

(
w̃k,k[m]Tb̂i,jk,k[m]b̂i,jk,k[m]Hz̃k,k[m]∗

)])
(3.44)

≈
∑
i 6=j

(
NP

dk
E
[∣∣∣z̃k,k[m]Tb̂i,jk,k[m]

∣∣∣2]︸ ︷︷ ︸
Ĩi,jk,k[m]

+
NP

dk
E
[∣∣∣w̃k,k[m]Tb̂i,jk,k[m]

∣∣∣2]︸ ︷︷ ︸
Îi,jk,k[m]

)

(3.45)

where (3.45) is obtained by ignoring the term

E
[
Re
(
w̃k,`[m]Hb̂i,jk,`[m]b̂i,jk,`[m]Hz̃k,`[m]

)]
. An equality holds from (3.44) to

(3.45) with the MMSE predictor (3.32), where z̃k,`[m] is zero-mean Gaussian and

independent of w̃k,`[m]. However, for our reduced-rank predictor, we notice that

an exact characterization of this term E
[
Re
(
w̃k,`[m]Hb̂i,jk,`[m]b̂i,jk,`[m]Hz̃k,`[m]

)]
is

mathematically intractable. As discussed in Remark 1, the reduced-rank predictor

is closely related to the MMSE predictor. We also found via simulation that this

term is rather small. Similar to (3.45), the inter-user interference term in (3.40) can

be upper bounded by

E
[
I2
k,i [m]

]
≈
∑
k 6=`

d∑̀
j=1

(
NP

d`
E
[∣∣∣z̃k,`[m]Tb̂i,jk,`[m]

∣∣∣2]︸ ︷︷ ︸
Ĩi,jk,`[m]

+
NP

d`
E
[∣∣∣w̃k,`[m]Tb̂i,jk,`[m]

∣∣∣2]︸ ︷︷ ︸
Îi,jk,`[m]

)
.

(3.46)

In the following Sections 3.5.2 and 3.5.3, we will show that the first and sec-

ond terms in (3.45) and (3.46) are caused by the channel prediction error and the

quantization error, respectively.

3.5.2 Leakage Interference Due to Channel Prediction Error

Defining [q̂i,jk,k[m]T,qi,jk,k[m]T]T = DH
N b̂i,jk,k[m]∗, where q̂i,jk,k[m] ∈ CS×1 and qi,jk,k[m] ∈

C(N−S)×1, and [ẽxk,k[m]T,01×(N−S)]
T = DH

N z̃k,k[m], the first term of the inter-stream
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interference Ĩ i,jk,k[m] in (3.45) can be written as

Ĩ i,jk,k[m] =
NP

dk
E
[∣∣∣z̃k,k[m]Tb̂i,jk,k[m]

∣∣∣2]
=
NP

dk
E
[∣∣ẽk,k[m]Hq̂i,jk,k[m]

∣∣2] (3.47)

≈NP
dk

E
[
q̂i,jk,k[m]HE

[
ẽk,k[m]ẽk,k[m]H

]
q̂i,jk,k[m]

]
(3.48)

=
N2P

Sdk
E
∥∥q̂i,jk,k[m]

∥∥2 ·MSE

[
m,D,

NP

S

]
(3.49)

=J̃ i,jk,k[m]

where (3.47) is due to Parseval’s theorem. In order for tractable results, we arrive

at (3.48) by assuming the independence of q̂i,jk,`[m] and ẽk,`[m], which is the case

for the MMSE predictor (q̂i,jk,`[m] is a function of ĥk,`[m] and therefore h̃k,`[m]. The

prediction error ẽk,`[m] is independent of h̃k,`[m]). For our reduced-rank predictor, it

still provides a good approximation due to the close relation between a reduced-rank

predictor and the MMSE predictor (see discussion in Remark 1). Equation (3.49)

follows from E
[
ẽk,k[m]ẽk,k[m]H

]
=

E‖ẽk,k[m]‖2
S

IS, where ‖ẽk,k[m]‖2 = ‖z̃k,k[m]‖2. The

MSE per subchannel E
[
|z̃k,k [m,n] |2

]
, ∀n ∈ {1, . . . , N}, is the sum of a square bias

and a variance term [66] MSE[m,D, SNR] = bias2[m,D]+var[m,D, SNR] where the

variance can be approximated by

var[m,D, SNR] =
f [m]TG−1f [m]

SNR
. (3.50)

The square bias term is calculated as [66]

bias2[m,D] =

1
2∫

− 1
2

∣∣∣∣∣1− f [m]TG−1
∑
`∈P

f [`]e−j2πν(m−`)

∣∣∣∣∣
2

Sh(ν)dν (3.51)

where Sh(ν) denotes the actual power spectral density of the fading process. Due to

the removal of the noise terms in (3.24), the noise variance is reduced by a factor of

N/S, therefore resulting in an SNR of NP
S

in equation (3.49).

A similar result can be obtained for the first term of the inter-user interference in

(3.46), i.e.

Ĩ i,jk,`[m] ≈ J̃ i,jk,`[m] =
N2P

Sd`
E
∥∥q̂i,jk,`[m]

∥∥2
MSE

[
m,D,

NP

S

]
. (3.52)
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3.5.3 Leakage Interference Due to Channel Quantization Error

To obtain tractable expressions, we restrict the subsequent analysis to a flat PDP,

such that the vector to be quantized η̆k,k is isotropically distributed with uncorre-

lated entires. The interference leakage caused by the quantization error Î i,jk,k[m] in

(3.45) can be rewritten as

Î i,jk,k[m] =
NP

dk
E
[∣∣∣w̃k,k[m]Tb̂i,jk,k[m]

∣∣∣2]
=
NP

dk
E
[∣∣∣h̃k,k[m]Hq̂i,jk,k[m]

∣∣∣2] (3.53)

=
NP

dk
E
[∣∣q̂i,jk,k[m]HFk,k[m]Λk,kη̆k,k

∣∣2] . (3.54)

Since η̂k,k is the quantized version of η̆k,k and
∥∥η̂k,k∥∥ = 1, from Parseval’s theorem

we have q̂i,jk,k[m]HFk,k[m]Λk,kη̂k,k = 0. We can define an orthonormal basis in CDS

as {
η̂k,k,

Λk,kFk,k[m]Hq̂i,jk,k[m]∥∥Λk,kFk,k[m]Hâi,jk,k[m]
∥∥ , a1, a2, . . . , aDS−2

}
, (3.55)

where [a1, a2, . . . , aDS−2] is an orthonormal basis of

null

([
η̂k,k,

Λk,kFk,k[m]Hq̂i,jk,k[m]

‖Λk,kFk,k[m]Hq̂i,jk,k[m]‖

]H
)

. We can decompose η̆k,k into the above

orthonormal basis, i.e.

∥∥η̆k,k∥∥2
=
∣∣η̂H

k,kη̆k,k
∣∣2 +

∣∣∣∣∣ q̂i,jk,k[m]HFk,k[m]Λk,k∥∥q̂i,jk,k[m]HFk,k[m]Λk,k

∥∥ η̆k,k
∣∣∣∣∣
2

+
DS−2∑
m=1

∣∣aH
mη̆k,k

∣∣2 .
Inserting (3.56) into (3.54) yields

NP

dk
E
[∣∣q̂i,jk,k[m]HFk,k[m]Λk,kη̆k,k

∣∣2] (3.56)

=
NP

dk
E

[∥∥q̂i,jk,k[m]HFk,k[m]Λk,k

∥∥2

(∥∥η̆k,k∥∥2 − |η̂H
k,kη̆k,k|2 −

DS−2∑
m=1

∣∣dH
mη̆k,k

∣∣2)]
(3.57)

=
NP

dk(DS − 1)
E
∥∥q̂i,jk,k[m]HFk,k[m]Λk,k

∥∥2 E
[∥∥η̆k,k∥∥2 − |η̂H

k,kη̆k,k|2
]

(3.58)

=
NP

dk(DS − 1)
E
∥∥q̂i,jk,k[m]HFk,k[m]Λk,k

∥∥2 E
∥∥η̆k,k∥∥2 E

[
d2

c

(
η̆k,k∥∥η̆k,k∥∥ , η̂k,k

)]
(3.59)
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where dc(x1,x2) =
√

(1− |xH
1 x2|2) is the chordal distance between two unit norm

vectors x1 and x2. Equation (3.58) follows from the fact that the quantization er-

ror is isotropic in the nullspace of η̂k,k and therefore the average power of η̆k,k in

each dimension of

{
Λk,kFk,k[m]Hq̂i,jk,k[m]

‖Λk,kFk,k[m]Hq̂i,jk,k[m]‖ ,d1,d2, . . . ,dDS−2

}
is equal. Equation (3.59)

follows from the independence of the norm and the angle of η̆k,k.

Equation (3.59) shows that the leakage interference can be bounded by the

chordal distance between the true and the quantized subspace coefficients. The term

Q(Nd) = E
[
d2

c

(
η̆k,`
‖η̆k,`‖

, η̂k,`

)]
in (3.59) is the expectation of the quantization error.

As shown in [80], for quantizing a vector arbitrarily distributed on the Grassman-

nian manifold GDS,1 using RVQ, the second moment of the chordal distance using

Nd quantization bits can be bounded as

Q(Nd) ≤
Γ( 1

DS−1
)

DS − 1
(c2Nd)

− 1
DS−1 , (3.60)

where Γ(·) denotes the Gamma function.

Furthermore, we have

∥∥q̂i,jk,k[m]HFk,k[m]Λk,k

∥∥2
=

S∑
s=1

∥∥q̂i,jk,k[m, s]λk,kfk,k[m]
∥∥2

=
∥∥q̂i,jk,k[m]

∥∥2 ‖λk,kfk,k[m]‖2 (3.61)

and

E‖η̃k,k‖2 = DS, (3.62)

according to Appendix 3.7.2. Plugging the above results into (3.59), the inter-stream

interference leakage caused by quantization error Î i,jk,k[m] can be finally bounded by

Î i,jk,k[m] ≤Ĵ i,jk,k[m]

=
NPDS

dk(DS − 1)
E
∥∥q̂i,jk,k[m]

∥∥2 ‖λk,kfk,k[m]‖2Q(Nd). (3.63)

Accordingly, the inter-user interference can be bounded as

Î i,jk,`[m] ≤Ĵ i,jk,`[m]

=
NPDS

d`(DS − 1)
E
∥∥q̂i,jk,`[m]

∥∥2 ‖λk,`fk,`[m]‖2Q(Nd). (3.64)

The only stochastic part in the equation is
∥∥q̂i,jk,`[m]

∥∥2
, whose value relies on the

applied IA algorithm.
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∆Rub <
1

NT

∑
k

∑
m∈T

dklog2

(
1 +NP

(
K − 1

dk

)
MSE [m,D]

)
+

1

NT

∑
k

∑
m∈T

dklog2

(
1 +NP

(
K − 1

dk

)(
DN − ζ(N − S)

P

)
ρ[m]Q(Nd)

)
(3.67)

Theorem 1. When the proposed prediction and limited feedback strategy is used for

IA CSI feedback, the average rate loss due to channel prediction and quantization

can be upper bound by

∆R . ∆Rub =
1

NT

∑
k

∑
m∈T

dklog2

(
1 +NP

(
K − 1

dk

)
·

(
N

S
MSE

[
m,D,

NP

S

]
+
DSζ[m]Q(Nd)

DS − 1

))
, (3.65)

where ζ[m] = ‖λk,`fk,`[m]‖2.

Proof. Equation (3.65) is obtained by inserting (3.49), (3.52), (3.63) and

(3.64) into (3.38) and using the fact
∥∥q̂i,jk,`[m]

∥∥2
< 1, ∀(i, k, j, `). This

can be shown as
∥∥q̂i,jk,`[m]

∥∥2 ≤
∥∥∥b̂i,jk,`[m]

∥∥∥2

=
∑N

n=1

∣∣ûkk[m,n]
∣∣2 ∣∣v̂``[m,n]

∣∣2 <∑N
n=1

∣∣ûkk[m,n]
∣∣2∑N

n=1

∣∣v̂``[m,n]
∣∣2 = 1.

Remark 2. We notice that the rate loss upper bound (3.65) derived using the method

[61] is known to be loose especially when CSI quality is poor, mainly due to the use of

Jensen’s inequality. Besides, we use the fact
∥∥q̂i,jk,`[m]

∥∥2
< 1, which further loosens the

bound. However, the term
∥∥q̂i,jk,`[m]

∥∥2
exists in both the prediction and quantization

errors, thus using this inequality is not critical for the purpose of deriving a subspace

switching algorithm in Section 3.5.4, especially at high SNRs.

Theorem 2. The sum rate loss due to the quantization error can be bounded by a

finite value when P −→∞, if the number of feedback bits per receiver grows as

Nd = (DS − 1) log2 P. (3.66)

Proof. The mean rate loss can be decomposed into the following two terms in (3.67)

due to log(1 + A + B) < log(1 + A) + log(1 + B) if A,B > 0. The first term and

second term of (3.67) are caused by estimation (prediction) error and quantization
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error, respectively. If the number of feedback bits per channel is Nd = (DS −
1) log2 P , the interference power due to quantization error Ĵ i,jk,k[m] and Ĵ i,jk,`[m] can

be upper bounded by a finite value independent of P . Accordingly, the rate loss due

to quantization error is also upper bounded.

3.5.4 Adaptive Subspace Dimension Switching Algorithm

When the subspace coefficients are unquantized, the optimal subspace dimension

that minimizes the prediction error is given by (3.22). However, for Dub > 1, a sub-

space dimension higher than one is favorable for channel prediction, while resulting

in a higher quantization error. Hence, a limited feedback system exhibits a tradeoff

between the quality of channel prediction and quantization. The selection of the

subspace dimension to find the best tradeoff becomes more relevant and thus, a

selection metric is needed for this purpose. The rate loss upper bound developed in

(3.65) is suitable. We propose an adaptive subspace dimension switching algorithm,

which finds the subspace dimension minimizing (3.65), i.e.

D = arg min
D∈{1,...,Dub}

∆Rub. (3.68)

3.6 Simulations

In this section, the sum rate of the proposed scheme is evaluated through Monte-

Carlo (MC) simulations. For the IA design in this section, we use the closed-form

IA algorithm [11] over N = 5 channel extensions with an additional precoding

subspace optimization [85], since it has been shown that the original closed-from

IA solution [11] yields low rate if no further optimization is performed [44, 85]. We

consider a K = 3 user interference channel, where each channel has S delay taps

and a flat PDP E{hk,`[m]hk,`[m]H} = N
S

IS. Each delay tap hk,`[m, s] is temporally

correlated according to Clarke’s model [86] with Rhk,` [m] = J0(2πνDm), where J0 is

the 0-th order Bessel function of the first kind. The OFDM symbol rate 1/Ts = 1.4×
104Hz is chosen according to the 3GPP LTE standard [87]. The carrier frequency

fc = 2.5GHz. In order to enable the performance analysis with exponentially large

codebooks, we replace the RVQ process by the statistical model of the quantization

error using random perturbations [88, Section VI.B], which has been shown to be a

good approximation of the quantization error using RVQ.
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3 Interference Alignment in Time-variant Channels

3.6.1 Validation of The Rate Analysis

First, we examine the effect of imperfect channel prediction and quantization.

Fig. 3.3 shows the power of leakage interference (for a specific (k, `) and (i, j))

versus the evolution of time for νD = 0.001 (6.05 km/h). The leakage powers due to

prediction error and quantization error are shown respectively for MC simulations of

Ĩ i,jk,`[m] and Î i,jk,`[m], and for the analytical upper bound J̃ i,jk,`[m] and Ĵ i,jk,`[m]. Note that

there still exists a stochastic part E
∥∥q̂i,jk,`[m]

∥∥2
in Ĵ i,jk,`[m] and J̃ i,jk,`[m]. However, as

explained in Remark 2, using the upper bound
∥∥q̂i,jk,`[m]

∥∥2
< 1 has only a minor im-

pact on the subspace switching algorithm, and thus the deterministic part of Ĵ i,jk,`[m]

and J̃ i,jk,`[m] are more relevant. Therefore, we take an empirical value of E
∥∥q̂i,jk,`[m]

∥∥2

from the simulation in order to make the comparison with the true leakage power.

We can observe that the leakage due to the prediction error increases over time due

to increased MSE. The leakage due to the quantization error is almost a constant

throughout the frame. In addition, the results corresponding to MC simulation and

the analytical upper bound are quite close. The sum of both leakage terms is slightly

higher than the true interference leakage power due to the ignorance of the last term

in (3.44). Note that the interference leakage with non-flat PDPs (not shown) is sim-

ilar to the one with flat PDP and matches well with the analytical bound as well.

3.6.2 Choice of Subspace Dimension

Fig. 3.4 shows contour lines of the subspace dimension obtained according to (3.68)

as a function of SNR and the number of feedback bits. It can be seen that a higher

subspace dimension is suggested when both SNR and the number of feedback bits

are high. This is because higher SNR allows for high subspace dimension for channel

prediction due to the relatively small variance of a reduced-rank predictor. This will

also result in more subspace coefficients, which in turn require more bits for feedback

to maintain a low quantization error. In case of a low feedback rate, a lower subspace

dimension is still favorable in order for a low quantization error, and therefore the

best tradeoff between prediction and quantization.

Fig. 3.5 illustrates the sum rate using the same setup as in Fig. 3.4, with subspace

dimension D ∈ {1, 2, 3}, respectively. It can be seen that the dimension suggested

in Fig. 3.4 matches well with the dimension that achieves a higher rate.

Fig. 3.6 shows the sum rate versus the number of feedback bits at an SNR=30dB

and the normalized Doppler frequency νD = 0.004 (24.2km/h). The lower bound of
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Figure 3.3: Evolution of Interference leakage with time at SNR=25dB and normal-

ized Doppler frequency νD = 0.001. The length of the pilot sequence M = 15. The

length of the payload T = 45. The number of channel taps S = 3. The number of

symbol extensions N = 5. The number of feedback bits Nd = 15.

the average achievable rate is defined as

Rlb = E
[
Rperfect

sum

]
−∆Rub. (3.69)

Due to the fact that the average sum rate given perfect CSI is a constant, we can use

this lower bound to examine the effectiveness of the subspace switching algorithm

(3.68). For such a setting, (3.22) suggests that the optimal subspace dimension Dub is

2 for unquantized feedback. However, as discussed earlier, higher subspace dimension

will lead to a larger quantization error. To find the best subspace dimension, we

present the achieved rate and the corresponding lower bound at both D = {1, 2}. It

can be observed that the achieved sum rate increases with the number of feedback

bits. For D = 1, it achieves an initial higher rate due to smaller quantization error.

The achieved rate becomes a constant with the increase of Nd due to the dominance

of the prediction error. When more than 15 bits are used, the two dimensional

subspace outperforms the one dimensional subspace due to the better capability

of channel prediction. The tradeoff between the quality of channel prediction and

quantization is well captured by the lower bounds, which exhibit almost the same

switching point as that obtained by MC simulation. Thus, the adaptive subspace

dimension switching algorithm (3.68), denoted by adpt.SDS, is efficient to find the
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Number of feedback bits
10 20 30 40 50 60 70 80

S
N

R
[d

B
]

0

10

20

30

40

50

60

70

80

D=3

D=2

D=1
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Figure 3.5: Sum rate with subspace dimension D ∈ {1, 2, 3}, as a function of SNR

and the number of feedback bits at normalized Doppler frequency νD = 0.004. The

length of the pilot sequence M = 15. The length of the payload T = 45. The number

of channel taps S = 2. The number of symbol extensions N = 5.

48



3.6 Simulations

Number of feedback bits N
d

5 10 15 20 25 30 35

S
um

 r
at

e[
bi

ts
/s

/H
z]

-10

-8

-6

-4

-2

0

2

4

6

quantized CSI η̃

adpt.SDS

lower bound (69)

unquantized feedback

5 10 15
0.5

1

1.5

2

D=1

D=2

D=1

D=2

Figure 3.6: Sum rate versus the number of feedback bits at SNR=30dB and the

normalized Doppler frequency νD = 0.004. The length of the pilot sequence M = 15.

The length of the payload T = 45. The number of channel taps S = 3. The number

of symbol extensions N = 5.

subspace dimension associated with a higher rate.

Fig. 3.7 shows the sum rate degradation as the increase of the normalized Doppler

frequency with a feedback delay TD = 7 (0.5 ms) ∀k, `. The performance is also

compared to the traditional non-predictive strategy (denoted as “quantized CIR”),

which feeds back the channel impulse response (CIR) and assumes the channel is

constant over the frame length. The estimate of the impulse response is obtained

using the solution presented in Section 3.3 and then averaged over all pilot positions.

At low Doppler frequency, a lower subspace dimension is selected. For D = 1, the

rates achieved by non-predictive and proposed algorithms are similar. This is due

to the first dimensional DPS sequence is almost a constant, therefore incapable

to predict the channel. As the Doppler frequency increases, the DPS sequences of

dimension D = 2 outperform when the rate increase due to better channel prediction

is higher than the rate decrease due to increased quantization error. It also can be

seen that the intersection point of the sum rate lower bound for D ∈ {1, 2} is almost

the same as the one for the MC simulation. Therefore, by evaluating the rate loss

upper bound, the adpt.SDS algorithm (3.68) is able to select the subspace dimension

with a higher rate.
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Figure 3.7: Sum rate degradation versus the increase of the normalized Doppler

frequency. A 0.5 ms feedback delay TD = 7 is considered ∀k, `. The length of the

pilot sequence M = 15. The length of the payload T = 45. The number of channel

taps S = 3. The number of symbol extensions N = 5.

3.6.3 Numerical Results on Sum Rate

Fig. 3.8 illustrates the sum rate at normalized Doppler frequency νD = 0.004

(24.2km/h) with feedback delay TD = 7 (0.5 ms) ∀k, `. The prediction algorithm

with adapt.SDS has a subspace dimension D = 1 at low SNRs, which results in a

similar performance to “quantized CIR”. For Nd = 30, the optimal subspace dimen-

sion D switches to 2 at SNR = 15 dB. For Nd = 15, the switch takes place later

at SNR = 20 dB. As a result, better channel prediction is achieved at higher SNR,

especially for a large number of feedback bits. The adaptive subspace dimension

switching algorithm is able to efficiently find the dimension associated with a higher

rate, which guarantees the superiority of the proposed feedback scheme over the

non-predictive strategy.
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3.7 Appendix

3.7.1 Grassmannian Manifold Basics

In this chapter, the proposed quantization and limited feedback algorithm exploits

the invariance properties of the cost function to minimize the required amount of

feedback exchange between receivers and transmitters. In particular, the considered

quantization variables represent the channel subspace information, which can be

efficiently represented on the Grassmannian manifold to adapt the transmission

over a certain subspace of the channel matrix. The Grassmannian Manifold concept

has been introduced in several fields of wireless communications, including capacity

evaluations in single user MIMO systems [89], codebook design for single- and multi-

user MIMO with limited feedback [60, 78], IA [38], metric design for opportunistic

transmission in interference broadcast channel [18], etc. Therefore, in this section a

short overview to the Grassmannian manifold is provided.

Definition of the Grassmannian Manifold

The Grassmannian manifold Gm,n(K) with n ≤ m is the set of all n-dimensional

subspaces in the m-dimensional vector space Km, for example with K = C. In
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this dissertation, the vector space K underlying the considered Grassmannian is

the Euclidean space of complex numbers C. For notational brevity, it is written as

Gm,n = Gm,n(C).

A point A ∈ Gm,n on the Grassmannian manifold can be represented by any matrix

A ∈ Cm×n whose columns span the subspace defined by A, i.e., A = span(A).

To unify this representation, orthonormal bases (truncated unitary matrices) are

employed throughput this thesis to identify points on the Grassmannian

A ∈ Gm,n ↔ AHA = In. (3.70)

Distance Measure on the Grassmannian Manifold

It is essential to determine the distance between points for quantizing a source

on the Grassmannian manifold. In MIMO wireless communications with limited

feedback, several distances between two subspaces represented by orthonormal bases

A,B ∈ Gm,n are defined, e.g. the chordal distance, the projection two-norm and the

Fubini-Study distance [90]. They are related to different design criteria for codebook

based precoder designs. In this thesis, the chordal distance is employed, which is

defined as

dc(A,B) =
√
n− tr(AHBBHA). (3.71)

3.7.2 Proof of (3.62)

The delay domain subspace vector η̃k,k can be written as

E‖η̃k,k‖2

=
S∑
s=1

E‖λ−
1
2

k,k γ̃
s
k,k‖2 (3.72)

=
S∑
s=1

E
[
tr
(
λ
− 1

2
k,k γ̃

s
k,kγ̃

sH
k,kλ

− 1
2

k,k

)]
(3.73)

= tr

(
λ
− 1

2
k,k

S∑
s=1

E{γ̃sk,kγ̃sHk,k}λ
− 1

2
k,k

)
(3.74)

= DS (3.75)

where

E{γ̃sk,kγ̃sHk,k} = G−1U(P)H
(
psk,kR

(P)
hk,k

+
1

P
IM
K

)
U(P)G−1 (3.76)
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and (3.75) is obtained using the fact
∑S

s=1 p
s
k,` = N .
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4 Opportunistic Interference
Alignment

Interference alignment (IA) requires global channel state information (CSI) at trans-

mitters to realize the degrees of freedom (DoF) gain. To relief the global CSI bur-

den, a lot of efforts have been put on developing iterative IA algorithms based on

the reciprocity between uplink and downlink channels [41, 47] in time-division du-

plex (TDD) systems, limited feedback [30,38,55] and analog feedback [61] algorithms

in frequency-division duplex (FDD) systems.

As an alternative to IA, opportunistic interference alignment (OIA) has been

proposed [13–18], which exploits channel randomness and multiuser diversity by

user selection. Contrary to IA, global channel knowledge at each transmitter is not

required, instead each receiver just needs to feed back a scalar indicating the degree

of alignment. In this Chapter, we investigate threshold-based feedback schemes,

which further reduce the amount of feedback for OIA. The choices of threshold, user

scaling law and the achievability of DoF are investigated.

4.1 Background

To relief the global CSI constraint, OIA has been studied lately [13–18]. The key idea

of OIA is to exploit the channel randomness and multiuser diversity by proper user

selection. In [13–18], signal subspace dimensions are used to align the interference

signals. Each transmitter opportunistically selects and serves the user whose interfer-

ence channels are most aligned to each other. The degree of alignment is quantified

by a metric. To facilitate a user selection algorithm, all potential users associated

with the transmitter are required to calculate and feedback the metric value based

on the local CSI. Perfect IA can be achieved asymptotically if the number of users

scales fast enough with signal-to-noise ratio (SNR). The corresponding user scaling

law to obtain the optimal DoF is characterized for multiple access channels in [13,14]

and for downlink interference channels in [16–18].

The work in [16] decouples a multiple-input multiple-output (MIMO) interference

channel into multiple single-input multiple-output (SIMO) interference channels and
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guarantees each selected user with one spatial stream. Since each stream is associated

with one metric value, therefore multiple metric values have to be fed back from each

user. The work of [17] reduces the number of users to achieve the optimal DoF at

the expense of increased feedback information from each user. In [17], each user has

to feed back a metric value and a channel vector to cancel intra-cell interference. To

enable multiple spatial streams for each selected user, the authors of [18] investigate

the required user scaling in 3-cell MIMO interference channels and show that the

optimal DoF d is achieved if the number of users N is scaled as N ∝ SNRd2 .

Therefore, at higher SNR, a larger number of users is required to achieve the optimal

DoF. Clearly, the level of required total CSI feedback also increases proportionally

to the number of users. However, in practical systems, the feedback is costly and the

bandwidth of the feedback channel is limited. As a result, the feedback rate should

be kept as small as possible.

For opportunistic transmission in point-to-point systems, the problem of feedback

reduction is tackled in [91–93] by selective feedback. The solution is to let the users

threshold their receive SNRs and notify the transmitter only if their SNR exceeds a

predetermined threshold. The work in [91,92] reduces the number of real-valued vari-

ables that must be fed back to the transmitter in single-input single-output (SISO)

and MIMO multiuser channels respectively. But [91,92] do not directly address the

question of feedback rate since transmission of real-valued variables requires infi-

nite rate. The work in [93] investigates the performance of opportunistic multiuser

systems using limited feedback and proves that 1-bit feedback per user can capture

a double-logarithmic capacity growth with the number of users. Note that [91–93]

consider interference-free point-to-point transmissions.

Unlike point-to-point systems where the imperfect CSI causes only an SNR offset

in the capacity, the accuracy of the CSI in interference channels affects the slope

of the rate curve, i.e., the DoF. Thus, for OIA, a relation to the DoF using selec-

tive feedback is critical. Can we reduce the amount of feedback and still preserve

the optimal DoF? In this chapter, we consider this problem for 3-user interference

broadcast channels.

In Section 4.4, we address this problem using real-valued feedback. We show that

the amount of feedback can be dramatically reduced by more than one order of

magnitude while still preserving the essential DoF promised by conventional OIA

with perfect real-valued feedback.

In Section 4.5, the achievability of the optimal DoF with limited feedback is

investigated. We prove that only 1-bit feedback per user is sufficient to achieve the

full DoF (without requiring more users than real-valued feedback) if the one-bit

quantizer is chosen judiciously. We provide an optimal choice of the 1-bit quantizer
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4.2 3-User Interference Broadcast Channels

to achieve the DoF of 1, which captures most of the capacity provided by a system

with real-valued feedback. To achieve a DoF d > 1, an asymptotic threshold choice

is given by solving an upper bound for the rate loss. The DoF achievable threshold

is not unique. We generalize the design of the threshold choices and provide the

mathematical expression.

In Section 4.6, we compare OIA and IA with the same amount of feedback and

present the comparison in terms of complexity and achievable rate. We show that

OIA has a simpler quantizer and provides a higher sum rate in the practical operation

region of a cellular communication system.

4.2 3-User Interference Broadcast Channels

Let us consider the system model for the 3-user MIMO interference broadcast chan-

nel, as shown in Fig. 4.1. It consists of 3 transmitters with NT antennas, each serving

N users with NR antennas. The channel matrix from transmitter ` to receiver n in

cell k is denoted by Hn
k,` ∈ CNR×NT , ∀k, ` ∈ {1, 2, 3} and n ∈ {1, . . . , N}. Every ele-

ment of Hn
k,` is assumed as an independent identically distributed (i.i.d.) symmetric

complex Gaussian random variable with zero mean and unit variance.

For a given transmitter, its signal is only intended to be received and decoded

by a single user for a given signaling interval. The signal received at receiver

n ∈ {1, . . . , N} in cell k at a given time instant is the superposition of the sig-

nals transmitted by all three transmitters, which can be written as

ynk = Hn
k,ksk +

3∑
`=1,` 6=k

Hn
k,`s` + nnk , (4.1)

where vector s` ∈ Cd×1 denotes d transmitted symbols from transmitter ` with

power constraint E{s`sH
` } = P

d
Id. The additive complex symmetric Gaussian noise

nnk ∼ CN (0, INR
) has zero mean and unit variance. Thus, the SNR becomes SNR =

P . In this paper, we confine ourselves to the case of NR = 2d and NT = d. This is

interesting because it is the minimum setup to achieve the full DoF d at each receiver.

In case the number of receive antennas NR > 2d, NR − 2d DoF can be obtained

with probability one even without interference management because uncoordinated

interference signals will span a subspace with a maximum of 2d dimensions in the

space CNR . On the other hand if NR < 2d, the full DoF d is not achievable because

the interference signals will span at least a d dimensional subspace even when they

are perfectly aligned. The model in (4.1) is statistically equivalent to the case when

NT ≥ d and a linear precoding matrix V` ∈ CNT×d is applied to each transmitter as

ynk = Hn
k,kVksk +

∑3
`=1,` 6=k Hn

k,`V`s` + nnk .
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Figure 4.1: Three-user interference broadcast channel with N candidates in each cell

Defining Un
k ∈ CNR×d as the postfiltering matrix at receiver n in cell k, the received

signal of user n in cell k becomes

Un
k

Hynk = Un
k

HHn
k,ksk +

3∑
`=1,`6=k

Un
k

HHn
k,`s` + n̄nk (4.2)

where n̄nk = Un
k

Hnnk denotes the effective spatially white noise vector. The achievable

instantaneous rate for user n in cell k becomes

Rn
k =log2det

(
Id +

P

d
Un
k

HHn
k,kH

n
k,k

HUn
k

(P
d

3∑
`=1,` 6=k

Uk
k

H
Hn
k,`H

n
k,`

HUn
k + Id

)−1
)

(4.3)

= log2det

(
Id +

3∑
`=1

P

d
Un
k

HHn
k,kH

n
k,k

HUn
k

)
︸ ︷︷ ︸

Rgain
n
k

− log2det

(
Id +

3∑
`=1,` 6=k

P

d
Un
k

HHn
k,`H

n
k,`

HUn
k

)
︸ ︷︷ ︸

Rloss
n
k

(4.4)

where in (4.4) we decompose the achievable rate into a rate gain term Rgain
n
k and a

rate loss term Rloss
n
k . Therefore, the DoF achieved for user n in cell k can be written
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4.2 3-User Interference Broadcast Channels

as

DoFnk = lim
P→∞

E[Rn
k ]

log2 P
(4.5)

=d− lim
P→∞

E[Rloss
n
k ]

log2 P︸ ︷︷ ︸
DoFloss

n
k

(4.6)

where (4.6) is obtained due to limP→∞
E[Rgain

n
k ]

log2 P
= d. Therefore, in the rest of the

paper, we will focus on the rate loss and DoF loss terms in order to analyze the

achieved DoF.

4.2.1 Conventional OIA

Without requiring global channel knowledge, OIA is able to achieve the same DoF

as IA with only local CSI feedback within a cell. In this section, we describe the

selection criteria and the design of the postfilter for the conventional OIA algorithm.

The key idea of OIA [18] is to exploit the channel randomness and the multi-user

diversity, using the following procedure:

• Each transmitter sends out a reference signal.

• Each user equipment measures the channel quality using a specific metric.

• Every user feeds back the value of the metric to its own transmitter.

• The transmitter selects a user in its own cell for communication according to

the feedback values.

We denote the index of the selected user in cell k by n∗. The transmitters aim

at choosing a user, who observes most aligned interference signals from the other

transmitters. The degree of alignment is quantified by a subspace distance measure,

named chordal distance. It is defined as

dc(A,B) =
√
d− tr(AHBBHA) (4.7)

= 1/
√

2
∥∥AAH −BBH

∥∥
F

(4.8)

where A, B ∈ CNR×d are the orthonormal bases of two subspaces and dc
2(A,B) ≤ d.

For OIA, each user finds an orthonormal basis Q of the column space spanned by the

two interference channels respectively, i.e., Qn
k,p ∈ span(Hn

k,p) and Qn
k,q ∈ span(Hn

k,q)

where p = (k + 1 mod 3) and q = (k + 2 mod 3). Then the users calculate the
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4 Opportunistic Interference Alignment

distance between two interference subspaces using the obtained orthonormal basis,

yielding

Dnk = d2
c(Qn

k,p,Q
n
k,q), (4.9)

where Dnk is the distance measured at user n in cell k. For conventional OIA, all

users feed back the distance measure to their own transmitter and the user selected

by transmitter k is given by

n∗ = arg min
n
Dnk . (4.10)

Therefore, the metric value of the selected user becomes Dn∗k . Defining the received

interference covariance matrix of the selected user n∗ as

Rn∗

k = Hn∗

k,pH
n∗

k,p

H
+ Hn∗

k,qH
n∗

k,q

H
, (4.11)

the decoder applied at the selected user becomes

Un∗

k = [~ud+1(Rn∗

k ), · · · , ~uNR
(Rn∗

k )] (4.12)

where ~ua(R) represent the singular vector corresponding to the a-th largest singular

value of R.

4.2.2 Achievable DoF of Conventional OIA

As shown in [80], for quantizing a source A arbitrarily distributed on the Grass-

mannian manifold GNR,d(C) by using a random codebook Crnd with N codewords,

the second moment of the chordal distance can be bounded as

Q(N) = E
[

min
Cn∈Crnd

d2
c(A,Cn)

]
(4.13)

≤
Γ( 1

d(NR−d)
)

d(NR − d)
(NcNR,d)

− 1
d(NR−d) (4.14)

where Γ(·) denotes the Gamma function and the random codebook Crnd ⊂ GNR,d(C).

The constant cNR,d is the ball volume on the Grassmannian manifold GNR,d(C), i.e.

cNR,d =
1

Γ(d(NR − d) + 1)

d∏
i=1

Γ(NR − i+ 1)

Γ(d− i+ 1)
. (4.15)

The problem of selecting the best user out of N users is equivalent to quantizing

an arbitrary subspace with N random subspaces on the Grassmannian manifold

GNR,d(C) [18, Lemma 4]. Therefore, we have E [Dnk ] = Q(1) and E
[
Dn∗k

]
= Q(N).
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4.3 Metric Distribution

We briefly revisit the results obtained in [18], which will be used for comparison

with our 1-bit feedback OIA. A finite number of users N results in residual interfer-

ence. When the cell k has N users, the average rate loss at the selected user n∗ can

be bounded as

E[Rloss
n∗

k ] ≤d · log2

(
1 +

P

d
· E[Dn∗k ]

)
(4.16)

=d · log2

(
1 +

P

d
·Q(N)

)
, (4.17)

where (4.16) is obtained due to [18, Lemma 6].

The achievable DoF of transmitter k using OIA can be expressed by d −
limP→∞

E[Rloss
n∗
k ]

log2 P
. In order to achieve the DoF of d′, the number of users per cell

has to be scaled as [18, Theorem 2]

N ∝ P dd′ . (4.18)

4.3 Metric Distribution

This section provides general definitions for the distribution of the underlying metric.

These definitions will be used for the designs of the thresholds in Sections 4.4 and

4.5.

We first denote the cumulative density function (CDF) of Dnk by FD(x), which is

defined as

FD(x) = Pr(Dnk ≤ x) (4.19)

= Pr(d2
c(A,Cn) ≤ x) (4.20)

≈


0, x < 0

cNR,d · xd(NR−d), 0 ≤ x ≤ x̂

1, x > x̂

(4.21)

where x̂ satisfies cNR,d · x̂d(NR−d) = 1 and x̂ ≤ d. If d = 1, the CDF of (4.21) becomes

exact. If d > 1, the CDF in (4.21) is exact when 0 ≤ x ≤ 1. When 1 < x < d, the

CDF provided by (4.21) deviates from the true CDF [80]. However, we are mainly

interested in small x < 1 for the purpose of feedback reduction by thresholding.

The scheduling outage probability corresponds to the event where all N users
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Figure 4.2: The CDF of Dn∗k with varying number of users N in each cell. The

number of receive antennas NR = 2. The number of transmitted symbols d = 1.

exceed x, which is denoted by

Pout = Pr(min
n
Dnk ≥ x) (4.22)

= Pr( min
Cn∈Crnd

d2
c(A,Cn) ≥ x) (4.23)

= (1− FD (xth))N . (4.24)

4.4 Real-valued Feedback Reduction by Thresholding

For OIA, the user selected for transmission is the one with the smallest chordal

distance measure. For a reasonable number of users N , it can rarely happen that

a user with a ”bad” channel will be selected by the transmitter. Therefore, the

feedback channel bandwidth provisioned for such a user is wasted. In fact, only the

users experiencing good enough conditions have a good chance to be selected and

should feedback their channel quality. To this end, we propose a threshold-based

feedback strategy where only a subset of users, whose chordal distance measure is

smaller than a predetermined threshold, send feedback to the transmitter. Impor-

tantly, users decide locally whether they should attempt to access the channel and

send feedback to the transmitter or not. Hence, only a fraction of the users are re-
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4.4 Real-valued Feedback Reduction by Thresholding

quired to send feedback and the required bandwidth of the feedback channel can be

reduced substantially.

For the selected user, the CDF of Dn∗k , defined as FN
D (x), corresponds to the

complement of the event where all N users exceeds x, which can be written as

FN
D (x) = Pr(min

n
Dnk < x) (4.25)

= 1− (1− FD (xth))N . (4.26)

Fig. 4.2 shows the CDF of Dn∗k with NR = 2 receive antennas and d = 1 trans-

mitted symbols. The analytical and empirical results are presented with different

number of users N ∈ {1, 10, 100}. It can be observed that the analytical results

obtained from (4.26) agree perfectly with empirical results. When N = 1, FN
D (x)

=FD(x) is the CDF of chordal distance before user selection. The chordal distance

measure of the best user Dn∗k becomes smaller with the increasing N . Intuitively

speaking, with a relatively large N , the chordal distance measure of the best user

is very small and has a more concentrated distribution, as shown in Fig. 4.2. This

observation gives rise to our proposed selective feedback scheme for OIA. For in-

stance, When N = 10, a threshold of 0.4 guarantees with nearly probability one

that the best user would fall below the threshold and sends feedback to the trans-

mitter. Therefore, only 40% of the users will feed back a value to the transmitter

(since FD(x) = x for 0 ≤ x ≤ 1 when NR = 2 and d = 1). On the other hand, a

scheduling outage occurs if no user sends feedback to the transmitter. In such an

event, a random user will be selected.

4.4.1 Selective Feedback by Thresholding

OIA is able to achieve the optimal DoF, if the number of users in each cell scales with

P d2 . For threshold-based OIA, it is unknown how to set a threshold such that the

DoF is still achievable. In this section, we characterize the threshold as a function

of the transmit power for different MIMO configurations. We define the probability

density functions (PDFs) of Dnk and Dn∗k as fD(x) and fND (x) respectively, where∫ x
−∞ fD(x)dx = FD(x) and

∫ x
−∞ f

N
D (x)dx = FN

D (x). In order to distinguish from

the previous conventional OIA, we employ n† as the index of the selected user

with threshold-based selective feedback. Denoting the feedback threshold by xth,
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4 Opportunistic Interference Alignment

the expected metric value of the selected user n† can be expressed as

E[Dn†k ] = FN
D (xth)

∫ xth
0

fND (x)xdx

FN
D (xth)

+
(
1− FN

D (xth)
) ∫ dxth fD(x)xdx

1− FD(xth)
(4.27)

≤
∫ d

0

fND (x)xdx+
(
1− FN

D (xth)
) ∫ dxth fD(x)xdx

1− FD(xth)
(4.28)

≤
∫ d

0

fND (x)xdx+ d
(
1− FN

D (xth)
)

(4.29)

= Q(N) + d
(
1− FN

D (xth)
)

(4.30)

where fD(x)
1−FD(xth)

and
fND (x)

FND (xth)
are the normalized truncated PDFs of Dnk and Dn∗k

satisfying

∫ d
xth

fD(x)dx

1−FD(xth)
= 1 and

∫ xth
0 fND (x)dx

FND (xth)
= 1. The first term in (4.27) represents the

event where the selected user falls below the threshold and the second term denotes

a scheduling outage. Equation (4.28) follows from the fact 0 ≤ xth ≤ d. Equation

(4.29) is obtained by taking the upper limit of the integration. Since the achievable

DoF of transmitter k is d − limP→∞
E[Rloss

n∗
k ]

log2 P
, applying the upper bound derived in

(4.30) to (4.16), the full DoF d is achieved if N ∝ P d2 and the scheduling outage

probability (
1− FN

D (xth)
)
∝ 1

P
⇔
(
1− FN

D (xth)
)

=
α

P
(4.31)

where α is a positive constant. Therefore, the average rate loss E[Rloss
n∗

k ] is upper

bounded by a constant when P → ∞. By taking the equality of (4.31) with α = 1

and using the results obtained in (4.26) and (4.21), the threshold which achieves the

full DoF d is given by

xth ≈

(
1− P −1

N

cNR,d

) 1
d(NR−d)

, (4.32)

where the approximation becomes exact for 0 ≤ xth ≤ 1.

4.4.2 Average Feedback Load

We are interested in characterizing the required feedback load to achieve the full

DoF using the proposed threshold-based selective feedback for OIA. Let us define

the average feedback load Nfb as the average number of feedback users per cell.

The normalized feedback load nfb is the ratio of the average feedback load Nfb to

the total number of users N , which is equal to nfb = FD(xth). Invoking the result
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obtained from (4.26) to (4.31), the normalized feedback load achieving full DoF d

is given by

nfb = FD(xth) = 1− P
−1
N (4.33)

where N ∝ P d2 . Therefore, the average feedback load Nfb can be calculated as

Nfb = nfbN = N
(

1− P
−1
N

)
. (4.34)

4.4.3 Other Threshold Choices for OIA

The choice of the threshold xth can be made according to various criteria. The

threshold which satisfies a given feedback ratio nfb is given by

xth ≈
(
nfb

cNR,d

) 1
d(NR−d)

. (4.35)

In case if the capacity of the feedback channel is limited, the threshold satisfying a

given total feedback load N is given by

xth ≈
(

Nfb

NcNR,d

) 1
d(NR−d)

. (4.36)

For both (4.35) and (4.36), the approximation is exact if 0 ≤ xth ≤ 1.

4.4.4 Simulation results

In this section, we provide numerical results of OIA in terms of sum rate using the

feedback approaches abbreviated as follows:

• OIA-F: OIA with full feedback [18]

• OIA-S: OIA with our new threshold-based selective feedback

Fig. 4.3 shows the achievable sum rate versus SNR of the above schemes with

NR = NT = 2, d = 1 and the number of users N = P d2 . The thresholds xth =

{0, 0.305, 0.206, 0.103, 0.045, 0.018, 0.007} are adaptively chosen at different SNRs

according to (4.32). We can see that OIA with selective feedback achieves almost

the same performance as OIA with full feedback. Both of these two schemes achieve

DoF d = 1 compared to the reference line. However, by using the adaptive threshold

(4.32), we can reduce the feedback significantly, which can be seen in Fig. 4.4. One

interesting observation is that the feedback load grows very slightly with the increase
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Figure 4.3: Achievable sum rate for

NR = NT = 2, d = 1 and N = P d2 .
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Figure 4.4: Average feedback load for

NR = NT = 2, d = 1 and N = P d2 .

of SNR. At SNR=30 dB, the average feedback load is reduced to less than 1% of the

full feedback OIA. In addition, the analytical results from (4.34) perfectly matches

to the simulation results.

Fig. 4.5 shows the achievable sum rate as a function of the normalized feedback

load nfb with NR = NT = 2, d = 1 and the number of users N ∈ {10, 30, 50, 70}.
The corresponding thresholds are calculated using (4.35). We see that for N ≥ 30,

a 10% feedback load results in a negligible loss in sum rate.

In Fig. 4.6, the achievable sum rate is evaluated with NR = NT = 4, d = 2 and

N ∈ {10, 50, 100}. For OIA with selective feedback, a feedback load of nfb = 10%

is used. The corresponding threshold xth = 0.669 is obtained using (4.35). With a

finite number of users, interference is inevitably leaked to the signal subspace. We

can observed that the sum rate increases as the number of users increases. For N ∈
{50, 100}, OIA with 10% feedback load guarantees almost the same performance as

OIA with full feedback.

4.5 One-Bit Feedback by Thresholding

In this section, we introduce the concept of 1-bit feedback for OIA. The achievability

of DoF is proven for d = 1 first, where a closed-form solution exists. We generalize

the result to all d > 1 based on asymptotic analysis.
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Figure 4.5: Achievable sum rate at SNR=20 dB for NR = NT = 2, d = 1 and

N ∈ {10, 30, 50, 70}.

4.5.1 One-Bit Feedback by Thresholding

For conventional OIA, the user selected for transmission is the one with the small-

est chordal distance measure. This requires that the transmitter collects the perfect

real-valued chordal distance measures from all users. However, the feedback of real

values require infinite bandwidth. The question of how to efficiently feedback the

required CSI is still not solved for OIA. To address this problem, we propose a

threshold-based 1-bit feedback strategy where each user compares the locally mea-

sured chordal distance to a predefined threshold xth and reports 1-bit information

to the transmitter about the comparison. In such a way, the transmitter can parti-

tion all the users into two groups and schedule a user from the favorable group for

transmission. Therefore, we propose the following steps for OIA using 1-bit feedback:

• Each transmitter sends out a reference signal.

• Each user equipment measures the channel quality using the chordal distance

measure.

• Each user compares the locally measured chordal distance to a threshold. In

case the measured value is smaller than the threshold, a ’1’ will be fed back;

otherwise a ’0’ will be fed back.
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• The transmitter will randomly select a random user whose feedback value is

’1’ for transmission.

We define the PDFs of Dnk as fD(x), where
∫ x

0
fD(x)dx = FD(x). The expected

metric value of the selected user n† can be expressed as

E[Dn†k ] = (1− Pout)

∫ xth

0

fD(x)x

FD(xth)
dx+ Pout

∫ d

xth

fD(x)x

1− FD(xth)
dx, (4.37)

where fD(x)
FD(xth)

and fD(x)
1−FD(xth)

are the normalized truncated PDFs of Dnk in the corre-

sponding intervals [0, xth) and [xth, d], satisfying

∫ xth

0

fD(x)dx

FD(xth)
= 1 and

∫ d

xth

fD(x)dx

1− FD(xth)
= 1. (4.38)

The first term in (4.37) represents the event where at least one user falls below the

threshold and reports ’1’ to the transmitter. The second term denotes a scheduling

outage, where all the users exceed the threshold and report ’0’.

4.5.2 Achievable DoF and User Scaling Law When d = 1

For a given N , Pout is uniquely determined by the choice of the threshold xth. We

intend to find the optimal xth, such that (4.37) is minimized. The function is convex
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in the range of [0, 1]. Thus, E[Dn†k ] has an unique minimum within the interval

[0, 1]. To find the minimum value and the corresponding threshold, we need to solve

the equation
∂E[Dn†k ]

∂xth
= 0. For d = 1, according to (4.21) we have FD(x) = x and

fD(x) = 1 in the interval [0, 1]. The expected metric value E[Dn†k ] in (4.37) can be

simplified as

Dk(xth) = E[Dn†k ]

= (1− Pout)

∫ xth

0

xdx

xth

+ Pout

∫ 1

xth
xdx

1− xth

= (1− (1− xth)N)
xth

2
+ (1− xth)N(

1 + xth

2
). (4.39)

The optimal xth which minimizes E[Dn†k ] can be found by solving ∂Dk(xth)
∂xth

= 0,

i.e. −N(1− xth)N−1 + 1 = 0. Thus we have the optimal threshold

x̂th = 1− (
1

N
)

1
N−1 . (4.40)

Applying x̂th to (4.39), the minimum of Dk(xth) can be written as a function of N

as

Dk(x̂th) =
1

2

(
1

N

) N
N−1

− 1

2

(
1

N

) 1
N−1

+
1

2
. (4.41)

This leads us to the following lemma, which will then be used for the proof of the

achievable DoF.

Lemma 1. When the number of users N goes to infinity, i.e. N → ∞, Dk(x̂th) is

asymptotically equivalent to logN
2N

, such that

lim
K→∞

Dk(x̂th)
logN
2N

= 1. (4.42)

Proof. According to (4.41), the left hand side of (4.42) can be written as

lim
N→∞

(
1
N

) N
N−1 −

(
1
N

) 1
N−1 + 1

logK
K

(4.43)

= lim
N→∞

(
1
N

)
−
(

1
N

) 1
N + 1

logN
N

(4.44)

= lim
M→0

MM(logM + 1)− 1

logM + 1
(4.45)

= lim
M→0

MM − lim
M→0

1

logM + 1
(4.46)

= 1
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where (4.45) is obtained by letting M = 1/N and applying the L’Hôpital’s rule.

Thus, the proof is complete.

Theorem 3. For d = 1, if the number of users is scaled as N ∝ P d′ , 1-bit feedback per

user is able to achieve a DoF d′ ∈ [0, 1] per transmitter if the threshold is optimally

chosen according to (4.40).

Proof. The achievable DoF of transmitter k using OIA can be expressed as 1−dloss.

If N ∝ P d′ , the DoF loss term can be written as

dloss = lim
P→∞

E[Rloss
n†

k ]

log2 P
(4.47)

≤ lim
P→∞

log2 (1 + PDk (x̂th))

log2 P
(4.48)

= lim
P→∞

log2 (PDk (x̂th))

log2P
(4.49)

= lim
P→∞

log2

(
P · logN

2N

)
log2P

(4.50)

= (1− d′) + lim
P→∞

1

logP +O(1)
(4.51)

= (1− d′). (4.52)

The inequality (4.48) is obtained by using the upper bound in (4.16) and invoking

(4.41). Equality (4.50) is due to the asymptotic equivalence in Lemma 1. Equality

(4.51) is obtained using the relationship N ∝ P d′ and the L’Hôpital’s rule. Therefore,

the DoF d′ is obtained at each transmitter.

Remark 3. Compared to conventional OIA in [18], the user scaling law achieving

DoF d′ remains the same. The second term in (4.51) does not exist for conventional

OIA. However, it goes to 0 when P → ∞, and thus does not change the DoF.

Therefore, 1-bit feedback neither degrades the performance in terms of DoF nor

requires more users to achieve the same DoF.

4.5.3 Achievable DoF and User Scaling Law When d > 1

Now we want to generalize the result to any d values. However, for d > 1, a closed-

form solution does not exist. In this section, we will base our investigation on asymp-

totic analysis. To ease the notation, we drop the dependence of cNR,d on d and let
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4.5 One-Bit Feedback by Thresholding

NR = 2d. First, we simplify (4.37) using the following upper bound

E[Dn†k ]

= (1− Pout)

∫ xth

0

fD(x)x

FD(xth)
dx+ Pout

∫ d

xth

fD(x)x

1− FD(xth)
dx

≤ (1− Pout)xth + Poutd (4.53)

= xth + (d− xth)(1− FD(xth))N (4.54)

= xth + (d− xth)(1− cxth
d2)N (4.55)

where (4.53) is obtained by taking the upper limit of the integration. To find the min-

imum value and the corresponding threshold, we need to solve the partial derivative

of (4.55) with respect to xth, i.e.

1− (1− cxth
d2)N − cNd2(d− xth)xth

d2−1(1− cxth
d2)N−1 = 0. (4.56)

where an explicit solution does not exist for d > 1 to the best of our knowledge.

Therefore, instead of an explicit solution, we will find an asymptotically close

solution. We simplify equation (4.55) by letting y = cxth
d2 , i.e.

E[Dn†k ] ≤ xth + (d− xth)(1− cxth
d2)N

=
(y
c

) 1
d2

+

(
d−

(y
c

) 1
d2

)
(1− y)N (4.57)

≤ (
y

c
)

1
d2 + d

∞∑
a=0

(−1)a
(
N

a

)
ya (4.58)

where (4.58) is obtained by neglecting (y
c
)

1
d2 in the second term and applying the

Maclaurin series expansion to the following binomial function

(1− y)N

= 1−Ny +
N(N − 1)y2

2!
· · ·+ (−1)n

N · · · (N − a+ 1)ya

a!

=
∞∑
a=0

(−1)a
(
N

a

)
ya. (4.59)

To proceed our proof, we give the following lemma.

Lemma 2. When the number of users N goes to infinity, i.e. N →∞, the binomial

coefficient (
N

a

)
=
Na

a!

(
1 +O

(
1

N

))
. (4.60)
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Proof. By definition of
(
N
a

)
, we have(

N

a

)
=

N !

a!(N − a)!

=
(N − a+ 1)(N − a+ 2) · · ·N

a!
(4.61)

The numerator in (4.61) can be expanded as

(N − a+ 1)(N − a− 1)...N

= Na + c1(a)Na−1 + c2(a)Na−2 + · · ·+ ca(a) (4.62)

where ci(a) are polynomial functions dependent only on N . When N →∞, we can

extract Na to obtain

Na(1 +
c1(a)

N
+
c2(a)

N2
+ · · ·+ ca(a)

Na
) = Na

(
1 +O

(
1

N

))
and thus

(
N
a

)
= Na

a!

(
1 +O

(
1
N

))
.

Therefore, when N →∞, (4.58) can be written as

E[Dn†k ] ≤
(y
c

) 1
d2

+ d
∞∑
a=0

(−1)n
(
N

a

)
ya

=
(y
c

) 1
d2

+ d

(
1 +O

(
1

N

)) ∞∑
a=0

(−1)a
Naya

a!
(4.63)

=
(y
c

) 1
d2

+ d

(
1 +O

(
1

N

))
e−Ny (4.64)

=
(y
c

) 1
d2

+ de−Ny︸ ︷︷ ︸
D̃k(y)

(4.65)

where (4.63) follows from lemma 2. Equality (4.64) is obtained by utilizing the

Maclaurin series expansion of the exponential function

e−Ny = 1−Ny +
N2y2

2!
− N3y3

3!
+ · · ·+ (−1)n

Naya

a!

=
∞∑
a=0

(−1)a
Naya

a!
. (4.66)
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4.5 One-Bit Feedback by Thresholding

Equality (4.65) is obtained by neglecting O
(

1
N

)
due to the fact N →∞. We define

D̃k(y) as the upper bound obtained in (4.65). The y which minimizes D̃k(y) is the

solution to

∂D̃k(y)

∂y
=

1

d2

(y
c

)( 1
d2
−1)
− dNe−Ny = 0. (4.67)

For (4.67), the real solutions should exist in (0,∞), which can be found by numerical

approximation. However, for general d (expect for d = 1), an explicit solution is still

mathematically intractable. The solver can be written in the form of the Lambert

W function [94], which is a set of functions satisfying W (z)eW (z) = z. To this end,

we first rewrite (4.67) as

N

α
ye

N
α
y =

Nc (d3N)
1
α

α
(4.68)

where α = 1
d2
− 1. The possible real solutions to this equation are given by

ŷ =

α ·Wζ

(
Nc(d3N)

1
α

α

)
N

, ζ ∈ {0,−1}, (4.69)

where the function W0(·) and W−1(·) are two real branches of the Lambert W func-

tion defined in the intervals [−1
e
,∞) and [−1

e
, 0), corresponding to the maximum

and minimum value of D̃k(y). We are interested in the minimum of D̃k(y) when

ζ = −1. The Lambert W function Wζ(z) is asymptotic to [94]

Wζ(z) = log z + 2πiζ − log (log z + 2πiζ) + o(1). (4.70)

Therefore, for ζ = −1 and large N →∞, we arrive at an asymptomatic solution for

ŷ, which is given by
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ŷ =
α

N

 log

(
Nc (d3N)

1
α

α

)
− 2πi− log

(
log

(
Nc (d3N)

1
α

α

)
− 2πi

)
+ o(1)


(4.71)

=
α

N

 log

(
−Nc (d3N)

1
α

α

)
︸ ︷︷ ︸

w(N)

− log log

(
−Nc (d3N)

1
α

α

)
+ o(1)

 (4.72)

=
α

N
(w (N)− o (w (N)) + o(1)) (4.73)

=
1

N

(
(α + 1)︸ ︷︷ ︸

A

logN + log
(
d3cα

)
− α log (−α)− αo (w(N)) + αo(1)︸ ︷︷ ︸

B

)
(4.74)

=
1

N
(A logN +B) (4.75)

where w(N) = log

(
−Nc(d3N)

1
α

α

)
, A = α + 1 and B =

log (d3cα)− α log (−α)− αo (w(N)) + αo(1). Equality (4.72) is obtained due

to natural logarithm function of a negative value m < 0 is logm = log(−m) + 2πi.

Equality (4.73) follows from the fact limN→∞ = log(w(N))
w(N)

= 0. Therefore, the

corresponding choice of a threshold that minimizes D̃k(y) can be calculated as

x̂th =

(
ŷ

c

) 1
d2

=

(
A logN +B

cN

) 1
d2

. (4.76)

Using this result, we arrive at the following lemma, which will be used for the

calculation of the achievable DoF.

Lemma 3. If we choose the threshold x̂th such that ŷ = 1
N

(A logN +B), the upper

bound D̃k(ŷ) in (4.65) is asymptotically equivalent to (A logN
cN

)
1
d2 when the number

of users N →∞, such that

lim
K→∞

D̃k(ŷ)

(A logN
cN

)
1
d2

= 1. (4.77)
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Proof. Plugging (4.75) into the left hand side of (4.77), we have

lim
K→∞

( ŷ
c
)

1
d2 + de−Nŷ

(A logN
cN

)
1
d2

(4.78)

= lim
K→∞

(A logN+B
cN

)
1
d2

(A logN
cN

)
1
d2

+ lim
N→∞

de−BN
1
d2
−A

(A logN
c

)
1
d2

(4.79)

= 1.

The second term of (4.79) equals to zero due to 1
d2
− A = 0, so the numerator is a

constant and the denominator goes to infinity. Thus, the proof is complete.

Theorem 4. If the number of users is scaled as N ∝ P dd′ , the feedback of only 1-bit

per user is able to achieve the DoF d′ ∈ [0, d] per transmitter if the threshold x̂th is

chosen such that

cx̂d
2

th =
1

N
(A logN +B) . (4.80)

Proof. The proof is similar to the proof of Theorem 3. The achievable DoF of trans-

mitter k using OIA can be expressed as d − dloss. If N ∝ P dd′ , the DoF loss term

can be written as

dloss = d · lim
P→∞

E[Rloss
n†

k ]

log2 P

≤ d · lim
P→∞

log2

(
1 + P

d
D̃k(ŷ)

)
log2 P

(4.81)

= d · lim
P→∞

log2

(
1 + P

d

(
A logN
cN

) 1
d2

)
log2 P

(4.82)

= d · lim
P→∞

log2

(
P

dN
1
d2

)
+ 1

d2
log2

(
A logN

c

)
log2P

(4.83)

= (d− d′) + lim
P→∞

1

logP +O(1)
(4.84)

= (d− d′). (4.85)

The inequality (4.81) is obtained by using the upper bound of (4.65). Equality

(4.82) follows from the asymptotic equivalence proved in Lemma 3. Equality (4.84)

is obtained using the relationship N ∝ P dd′ and the L’Hôpital’s rule. Therefore,

DoF d′ can be achieved at each transmitter.
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Remark 4. The achieved DoF is independent of the specific value of B. Therefore,

theorem 4 is valid for all B ∈ R. For d = 1, the optimal threshold obtained in (4.40)

is a special case of the above result x̂th = ŷ = 1
N

(A logN +B) when A = 1. The

asymptotic equivalence can be shown as follows

lim
N→∞

1
N

(logN +B)

1−
(

1
N

) 1
N−1

= lim
M→0

−M logM

1−MM
(4.86)

= lim
M→0

1

MM
(4.87)

= 1

where M = 1
N

replaces N for simplicity. Equality (4.87) follows from the L’Hôpital’s

rule.

Theorem 5. When the transmit power is a finite value and the number of users

tends to infinity i.e. P = O(1) and N →∞, OIA with 1-bit feedback and OIA with

perfect real-valued feedback achieve the same rate.

Proof. When P = O(1) and N →∞, the achievable rate of OIA with perfect real-

valued feedback becomes the ergodic capacity of the d × d point-to-point MIMO

system without interference [18]. To complete our proof, we just need to show that

OIA with 1-bit feedback achieves the same ergodic capacity of the d × d point-to-

point MIMO system without interference. Therefore, we proof as follows.

When N →∞, the rate loss in (4.16) can be written as

E[Rloss
n†

k ] ≤d · log2

(
1 +

P

d
· D̃k(y)

)
(4.88)

using the upper bound obtained in (4.65). If we choose the threshold x̂th such that

ŷ = 1
N

(A logN +B), we have

lim
N→∞

D̃k(ŷ) = lim
N→∞

(
A logN

cN

) 1
d2

(4.89)

=

(
lim
N→∞

A

cN

) 1
d2

(4.90)

= 0

where (4.89) follows from lemma 3 and (4.90) is due to L’Hôpital’s rule. Correspond-

ingly, the rate loss term E[Rloss
n†

k ] goes to zero due to finite P . Therefore, when the

number of users N → ∞, we can see from (4.4) that OIA with 1-bit feedback
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achieves the interference-free rate at the selected user, i.e.

E[Rn†

k ] = E

[
log2det

(
I + Un†

k

H
Hn†

k,k︸ ︷︷ ︸
H̄n†
k,k

Hn†

k,k

H
Un†

k︸ ︷︷ ︸
H̄n†H
k,k

)]
(4.91)

where H̄n†

k,k = Un†

k

H
Hn†

k,k is a d× d matrix. Every element of H̄n†

k,k is an i.i.d. sym-

metric complex Gaussian random variable with zero mean and unit variance. This

is due to the fact that the NR × d truncated unitary matrix Un†

k is independent on

Hn†

k,k. Therefore, the rate achieved in (4.91) becomes the ergodic capacity of the d×d
point-to-point MIMO system. This also completes our proof.

4.5.4 Simulations Results

In this section, we provide numerical results of the sum rate and the threshold

choices of OIA using 1-bit feedback.

Fig. 4.7 shows the achievable sum rate versus SNR of OIA with perfect real-

valued feedback and OIA with 1-bit feedback, for NR = 2, d = 1 and the number

of users N = dP e. We include also the sum rate achieved by closed-form IA in a

3-user 2 × 2 MIMO interference channel. The threshold of our feedback scheme is

calculated according to (4.40). We can see that OIA with 1-bit feedback achieves a

slightly lower rate than OIA with perfect feedback. At 30 dB SNR, it can achieve

90% of the sum rate obtained by perfect feedback OIA. Importantly, OIA with 1-bit

feedback is able to capture the slope and achieve the DoF d = 1 (see the reference

line in Fig. 4.7).

The feedback mechanism can be designed in a way where any user whose distance

measure is above the prescribed threshold will stay silent, and only eligible users

will attempt to feedback [95]. In such a mechanism, since only the eligible users

feed back information, the feedback must consist of user identity and be performed

on a shared random access channel, e.g., using a contention-based approach [95]. It

should be noted that any feedback information cannot be decoded when more than

two users collide simultaneously using the same feedback resource. Therefore, the

number of users that compete for the same feedback resource will have an impact

on the successful transmission of the feedback information. We can establish the

average number of eligible users as follows

Nbits = NFD (xth) . (4.92)

Fig. 4.8 also shows the number of eligible users per cell when the total number of

users N = dP e. It can be seen that the average number of eligible users is almost a
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Figure 4.7: Achievable sum rate for NR = 2, d = 1. The number of users N = dP e
for OIA.

linear function with SNR (in dB) and the average number of eligible users at 30 dB

is less than 1% of the total number of users. Therefore, the small number of eligible

users may ease the design of a contention-based feedback protocol.

Fig. 4.9 compares the threshold as a function of the number of users N for NR = 4,

d = 2. The thresholds are obtained by numerical minimization of (4.55), (4.69)

with ζ = −1 and the asymptotic expression A logN
N

as mentioned in Remark 4. The

thresholds obtained by the numerical approach and by (4.69) are very close, even

for a small number of users N . The asymptotic threshold A logN
N

is smaller than the

others since we neglect B in (4.75). However, B has no impact on the achieved DoF

as explained in Remark 4. It can be seen that these thresholds are getting closer to

each other as N increases. These results validate the calculation of the thresholds.

Fig. 4.10 presents the sum rate versus SNR of OIA with perfect feedback and OIA

with 1-bit feedback, for NR = 4, d = 2 and the number of users N ∈ {10, 50, 100}.
The number of users does not scale with SNR, thus the sum rates saturate as SNR

increases. With the increase of number of users, a higher rate is achieved. Impor-

tantly, 1-bit feedback promises about 90% of the rate achieved by OIA with perfect

feedback.
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Figure 4.8: The average number of eligible users for NR = 2, d = 1 and N = dP e.

4.6 Comparison of OIA AND IA with Limited

Feedback

OIA achieves interference alignment by proper user selection. With the help of our

proposed 1-bit quantizer, each user feeds back just 1 bit. Therefore, the relationship

between the number of users and the amount of feedback can be established. On the

other hand, IA requires CSI feedback at the transmitters to align the interference

signals. The CSI is usually obtained by channel quantization on the Grassmannian

manifold, where the index of the selected codeword is fed back to the transmitters.

Due to the fact that the capacity of the feedback channel is usually very limited, it

would be interesting to have a comparison of OIA and IA using the same amount of

feedback. The work in [96] partially addressed this issue and compared the perfor-

mance OIA and limited feedback IA. However, a comparison under the same amount

of feedback has not been done since no limited feedback scheme was proposed by

prior works for OIA to the best of our knowledge. In this section, we will present

the comparison in terms of complexity and achievable rate.

We quantify and compare the computational complexity of OIA and IA in terms

of number of floating point operations (FLOPs). We will pay particular attention

to the quantization process. One FLOP is one floating point operation, which cor-

responds to a real addition, multiplication, or division [97]. A complex addition and

multiplication require 2 FLOPs and 6 FLOPs, respectively. For a complex-valued
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Figure 4.9: Comparison of the threshold obtained by numerical minimization of

(4.55), (4.69) and the asymptotic solution A logN
N

for NR = 4, d = 2.

matrix A ∈ Cm×n (m ≥ n), the FLOP counts, denoted by Ξ, of some basic matrix

operations are given as follows.

• Frobenius norm of ‖A‖F: ΞF(m,n) = 4mn

• Gram-Schmidt orthogonalization (GSO) of A: ΞGSO(m,n) = 8n2m− 2mn

• Matrix multiplication of AAH: Ξ⊗(m,n) = 8n2m− 2mn

For OIA, each user needs to calculate the chordal distance between two NR × d
interference channels. According to (4.8), the calculation of the chordal distance

requires two GSOs to calculate the orthonormal bases of the two interference chan-

nels, two matrix multiplications of the truncated unitary matrices, a matrix addition

of two truncated unitary matrices and a Frobenius norm operation. We ignore the

scalar operations. Therefore, the total FLOPs per cell are counted as

ΞOIA−1bit

= Nbits(2ΞGSO(NR, d) + 2Ξ⊗(NR, d) + 2NRd+ ΞF(NR, d))

= Nbits(32NRd
2 − 2NRd). (4.93)

where Nbits = N is the number of feedback bits since each user feeds back 1 bit.
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Figure 4.10: Achievable sum rate for NR = 4, d = 2. The number of users N ∈
{10, 50, 100} (for the curves from bottom up).

For IA with limited feedback, the squared distance is used for the selection of

the quantized channel matrix (see Section 2.4.2). Thus, 2Nbits squared distance cal-

culations will be performed in order to find the codeword. The squared distance

calculates twice the chordal distance between two NRNT× 1 vectors. Therefore, the

total FLOP counts are given by

ΞIA−joint = 2Nbits(64NRNT − 4NRNT). (4.94)

Since the joint quantization over the composite Grassmannian manifold yields

a high complexity for decoding, then the quantizations of h̄k,` (defined in Section

2.4.2) over individual Grassmannian manifold GNRNT,1(C) could be used to reduce

the complexity at the expense of lower quantization resolution. Assuming equal

division of the total Nbits quantization bits, the total FLOP counts of individual

quantization are given by

ΞIA−indv = 2
Nbits

2 (64NRNT − 4NRNT). (4.95)

The computational complexity of OIA and IA versus the number of feedback bits

is given in Fig. 4.11. The codebook for IA with joint quantization contains 2Nbits

codewords, which results in an exponentially increased FLOP counts. Individual

quantization reduces the exponent to Nbits

2
. On the contrary, the complexity of OIA

increases linearly with Nbits.
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Figure 4.11: Feedback Complexity per cell of OIA and IA for NR = 2, d = 1 (NT = 2

for IA). The FLOP counts of OIA sum over all N users in a cell.

Fig. 4.12 presents the sum rate of OIA with 1-bit feedback and IA with individual

quantization. To satisfy the feasibility condition, we choose NT = 2 for IA. The

codewords for IA are generated through random vector quantization (RVQ). In order

to enable the performance analysis with exponentially growing codebook, we replace

the RVQ process by a statistical model of the quantization error using random

perturbations [57, Sec. VI.B], which has shown to be a good approximation of the

quantization error using RVQ. It can be observed that OIA outperforms IA when the

amount of feedback is lower than 30 bits and the rate difference increases with SNR.

This is due to the fact that the IA algorithm is highly sensitive to the imperfection

of CSI, thus leading to a significant rate loss. At 20 dB SNR with 10 feedback bits

per cell, it can be observed that OIA compared to IA increases the sum rate by 100%

while reducing the computational complexity by more than one order of magnitude.

When the number of feedback bits is larger than 30, IA starts to outperform taking

advantage of the accurate CSI provided by the exponentially increased codebook

size. However, the performance improvement of IA also comes with an exponentially

increased computational complexity and storage, which poses a strong practical

limit. From an implementation point of view, OIA with 1-bit feedback provides

a better performance in the favorable operation region and enjoys a much lower

complexity.
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feedback bits per cell.
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5 Vehicular Channel Modeling using
GSCM

The on-board safety systems in today’s vehicles mostly rely on sensors, which use

visible light or radar for detection. Therefore, these systems are limited in detec-

tion range and proximity coverage. Vehicular communication systems based on ra-

dio technology promise to increase coverage of location and behavior awareness.

The idea is that all vehicles exchange information, e.g., position and speed, with

other vehicles periodically via cooperative awareness message (CAM). This might

enable new safety-related applications, e.g. cross-traffic assistance and traffic con-

dition warnings, that warn drivers about dangerous situations before they become

visible. Among all safety critical applications, the cross-traffic assistance in urban

road intersections is one of the most challenging use-cases due to the obstruction of

the line of sight (LOS) by surrounding buildings.

In this chapter, we aim at evaluating the communication performance between

vehicles at road intersections. There exist a number of studies on traffic safety at

road intersections [98–102]. A non-line of sight (NLOS) path-loss model for urban

intersections is proposed in [99], and validated in [100]. The measured performance

of IEEE 802.11p at intersections is studied in [101] and [102]. However, the measured

results are only available at particular positions and speeds. In this chapter, we aim

at building up a controlled environment, such that the influences due to different

factors, e.g. speed, position and channel estimation techniques, can be decoupled.

For this purpose, we first derive a geometry-based stochastic channel model (GSCM)

for road intersections by extending the existing highway channel model [3]. Using the

proposed GSCM for intersections, we evaluate the communication performance in

terms of frame error rate (FER) at various transmitter (TX)/receiver (RX) locations

and velocities with three different types of channel estimators. The influence of each

factor is analyzed. In order to overcome the low signal-to-noise ratio (SNR) due to

NLOS, we propose to deploy a relay at the intersection to enhance the reliability of

communications and present the performance evaluation with the aid of a decode-

and-forward (DF) relay. We show that a relay at the road intersection can strongly

improve the SNR.
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5.1 Geometry Based Stochastic Model for Road

Intersections

In order to obtain realistic simulation results, we need a channel model that re-

sembles the true propagation conditions. As shown by vehicular radio channel mea-

surements at 5 GHz, the channel impulse response of vehicular channels is mainly

composed of: LOS, deterministic scattering, and diffuse scattering. The LOS compo-

nent contains a strong power if there exists a direct connection between the TX and

the RX. The power may drop due to shadowing effects and obstruction of interact-

ing objects. In urban intersection scenarios, diffuse scattering also has a significant

contribution to the channel gain. Moreover, the statistical properties of the vehicular

channel change over time and therefore the channel is non-stationary [70]. For this

reason, the commonly used tapped delay line channel model [20] is not suitable for

vehicular communications.

To obtain realistic simulation results, we need a non-stationary channel model that

resembles the true propagation conditions. Because of that, we use a non-stationary

GSCM for road intersections and parameterize it from vehicular measurements [99],

[103]. As shown in Fig. 5.1, we generate a typical road crossing scenario, which

consists of a moving TX, a moving RX, some mobile and static discrete scatterers

(MD and SD) and diffuse scatterers (D) at the two sides of the road. The MD

scatterers represent other cars moving on the road, while the SD scatterers represent

traffic signs and parked cars. The diffuse scattering wall models buildings, foliage

and other objects along the road.

The function that maps the subcarrier index q ∈ {0, . . . , Q− 1} into the discrete

frequency index is defined as ϕ(q) = ((q + Q/2 mod Q) − Q/2). The time-variant

channel frequency response is generated as

h[m, q] =α(LOS)(mts)γ
(LOS)(mts) exp[−j2π∆fϕ(q)τ (LOS)(mts)]+

NSD−1∑
`=0

α
(SD)
` (mts)γ

(SD)
` (mts) exp[−j2π∆fϕ(q)τ

(SD)
` (mts)]+

NMD−1∑
`=0

α
(MD)
` (mts)γ

(MD)
` (mts) exp[−j2π∆fϕ(q)τ

(MD)
` (mts)]+

ND−1∑
`=0

α
(D)
` (mts)γ

(D)
` (mts) exp[−j2π∆fϕ(q)τ

(D)
` (mts)]

(5.1)

where γ
(·)
` denote the complex-valued attenuation coefficients of different paths,

which takes into account the effects of path loss, antenna radiation patterns and
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Figure 5.1: Scatterers distribution of the proposed channel model.

large-scale fading, τ
(·)
` denote the delays of the paths, and N(·) are the numbers of

SD, MD and D scatterers, respectively. The existence of different paths is repre-

sented by α
(·)
` , which equals to 0 if the path is blocked by the buildings, and to 1

otherwise.

5.1.1 Validation of the Proposed Model

In order to parametrize and validate the model, we need real-world radio channel

measurements. For that, we use the measurements collected in a V2V measurement

campaign carried out in an urban crossing environment in Lund city, Sweden [103],

shown in Fig. 5.2. The measurements in [103] are collected using a center frequency

of 5.6 GHz and a bandwidth of 240 MHz. Therefore, we first need to tune our GSCM

to these RF parameters and then proceed with the parametrization and validation

of the scattering coefficients. Once the GSCM parameters are set and validated, we

re-tune the center frequency and the bandwidth to the ones defined in the 802.11p

standard for link-level simulations.

As shown in Fig. 5.2, the investigated intersection consists of two streets, each

having a width of 17 m. The distance to the wall on the right side is 6 m. The

TX and RX are traveling towards the intersection from 50 m away with a speed of

20 km/h and 30 km/h, respectively. The time duration of each run is 8 s. In Tab. 5.1

we list the modifications of the parameters relative to [3, Tab. 1].

We use two metrics to validate this parametrization: the path-loss and the root
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5 Vehicular Channel Modeling using GSCM

Table 5.1: Modifications to the parameters relative

to [3, Tab. 1]

Parameter1 LOS MD SD D

G0[dB] -5 −89 + 24n −89 + 24n 50

n 1.8 U [3.5, 5.5] U [3.5, 5.5] 5.4

χ[m−1] - 0.01 0.3 1

WDI[m] - - - 2
1 The detailed definition of the parameters can be found

in [3].

mean square (RMS) delay spread. First, we compare in Fig. 5.3 the normalized

path-gain of our simulated channel to the measurement based path-loss model for

road intersections derived in [99] using the same data. For simulated channels, we

show 20 independent simulation runs. The small scale fading has been removed by

averaging the data over the stationary region using the local scattering function

estimator [70], whereas the large-scale fading is still preserved, which results in the

fluctuations around the curve of the path-loss model. By comparing to the pathloss

model, we observe that the distance-dependent decay of the path gain in the NLOS

region is greater for intersection scenarios than for highway scenarios [3]. Thus, we

modify the distribution of the pathloss exponents to U [2, 5.5] for discrete scatterers

in order to get a better fit.

Tx

Figure 5.2: Top view of the investigated intersection (N55o42′38′′, E13o11′14′′) in the

city of Lund with the trajectories of TX and RX respectively.

Subsequently, we validate the model using the RMS delay spread. The delay spread

has a strong impact on the RX performance [104]. However, in most channel models,
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Figure 5.3: Comparison of the normalized path-loss of the measurement based

pathloss model and the simulated channel.
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Figure 5.4: Comparison of the RMS delay spread of the measured channel and the

simulated channel.

it is assumed to be constant. Non-stationary vehicular channels result in a time-

varying delay spread [70]. Thus, we calculate the RMS delay spread, and compare

it with the result obtained from channel measurements [103] performed in the city

of Lund, Sweden. The selected intersection with the trajectories of the TX and the

RX is shown in Fig. 5.2. In Fig. 5.4, it can be observed that the delay spread of

the simulated channel fits well with the measurements in the NLOS region and

is slightly smaller than the measurements in the LOS region. This is due to the

richness of multipath components present near the intersection. In order to maintain

a low computational complexity in the GSCM, we only include first-order reflection

paths. Nevertheless, the results obtained from simulation and measurements are

close enough to consider the model valid.
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5 Vehicular Channel Modeling using GSCM

5.2 Relaying for IEEE 802.11p at Road Intersection

In this section we give a brief overview of the 802.11p standard, and describe the used

relaying protocol, channel estimation techniques, and the non-stationary vehicular

channel model.

5.2.1 System Description

We implemented a standard compliant IEEE 802.11p physical layer orthogonal fre-

quency division multiplexing (OFDM) transmission chain [104]. The transmission

is frame based with frame length M using Q subcarriers. The sampling rate is Rc.

A minimum mean square error (MMSE) filter is used as the equalization method.

Furthermore, due to the large carrier spacing ∆f = Rc/N defined for 802.11p, the

inter-carrier interference is small enough to be neglected for the processing at the

RX side [71]. Accordingly, the received signal at subcarrier q and time instant m

can be written as

y[m, q] = h[m, q]x[m, q] + z[m, q], (5.2)

where x[m, q] is the transmitted symbol, and h[m, q] denotes the channel at time

indexm and subcarrier q. Additive complex symmetric Gaussian noise at the receiver

is denoted by z[m, q] ∼ CN (0, σ2).

5.2.2 Channel Estimation Techniques

The frame structure of IEEE 802.11p is shown in Fig. 5.5. All 52 subcarriers of the

first two OFDM symbols are dedicated to pilots (block pilots). Afterwards, only 4

subcarriers contain pilots throughout the whole frame duration. They are known as

comb pilot subcarriers, with subcarrier indices Ic = {6, 20, 33, 47}. In the simulation

of this paper, we consider the following three channel estimators.

• Block-type least square (BLS) channel estimator [105]: An estimate of the

channel is calculated from the block pilots. This estimation technique is cur-

rently used for most commercial off-the-shelf receivers. Let us define the vectors

containing the block pilot symbols as

xb1 = [x [0, 0] , . . . , x [0, Q− 1]]T , (5.3)

xb2 = [x [1, 1] , . . . , x [1, Q− 1]]T , (5.4)

and the concatenated vector of the received signal at block pilot positions as

yb =[y [0, 0] , . . . , y [0, Q− 1] ,

y [1, 0] , . . . , y [1, Q− 1]]T.
(5.5)
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5.2 Relaying for IEEE 802.11p at Road Intersection

Figure 5.5: Frame structure of IEEE 802.11p.

The channel estimates are obtained as

ĥ = (XH
b Xb)−1XH

b yb, (5.6)

where Xb = [diag(xb1), diag(xb2)]T. The estimated channel coefficients are

then used for the whole frame assuming a block fading channel.

• Block-comb-type MMSE (BC-MMSE) channel estimator [104]: An initial esti-

mate of the channel is calculated from the comb pilots using the least square

estimation. Subsequently, a linear MMSE filtering is performed in the time

domain. The channel coefficients at comb pilot positions are defined as

hci = [x [0, Ic(i)] , . . . , x [M − 1, Ic(i)]]
T . (5.7)

The MMSE estimate of the channel matrix is obtained as

Ĥ = R̂XH
b (XbR̂XH

b + σ2I)−1Y, (5.8)

where Y is the matrix containing the received symbols at pilot positions. The

channel time correlation matrix is estimated as

R̂ =
1

4

4∑
i=1

ĥciĥ
H
ci (5.9)

where ĥci is the least square estimate of hci.

• Iterative channel estimator based on discrete prolate spheroidal sequences

(DPSs) in the time and frequency domain [71] [67] (referred to as iterative

DPS channel estimator in the rest of the paper): The channel estimation is
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5 Vehicular Channel Modeling using GSCM

performed using a reduced-rank MMSE equalizer. The output of the equalizer

is used as input to a BCJR decoder [106] after de-mapping and de-interleaving.

The soft-output information from the BCJR decoder is used iteratively to ob-

tain a better channel estimate.

5.2.3 Relaying Techniques

Placing a relay node at the intersection may enhance the reliability of communica-

tions. We confine ourselves to the DF protocol. From a practical implementation

point of view, we consider only half duplex relays, meaning that the relay is not

able to transmit and receive simultaneously. In the relaying context, TX and RX

are referred to as source and destination, respectively. We consider a system with

a moving source, a static relay and a moving destination. The relay is static at the

intersection in which the exchange of information can be safety critical. The moving

source and destination travel at velocities vs and vd, respectively. In this paper, we

consider a time-division duplex (TDD) relaying strategy, where the data transmis-

sion consists of two phases with equal time duration. During the first phase, the

source broadcasts the modulated signal towards the relay and the destination. The

received signals at the relay and the destination are

ySR[m, q] = hSR[m, q]x[m, q] + zSR[m, q] (5.10)

ySD[m, q] = hSD[m, q]x[m, q] + zSD[m, q] (5.11)

where hSR[m, q] and hSD[m, q] denote the channels from source to relay (SR) and

source to destination (SD) at time index m and subcarrier q, respectively. Addi-

tive complex symmetric Gaussian noise at the relay and destination is denoted as

zSR[m, q] ∼ CN (0, σ2) and zSD[m, q] ∼ CN (0, σ2).

Then, the detected symbols x̂[m, q] at the relay are re-encoded and transmitted

to the destination in the second phase. The received signal at the destination is

yRD[m, q] = hRD[m, q]x̂[m, q] + zRD[m, q], (5.12)

where hRD[m, q] denotes the channel from relay to destination (RD) at time index

m and subcarrier q. Additive complex symmetric Gaussian noise at the destination

is denoted by zRD[m, q] ∼ CN (0, σ2).

At the destination, the signal received from the source during the first phase, and

the signal received from the relay during the second phase, are combined using max-

imum ratio combining (MRC) [107]. Defining y = [yRD, ySD]T and z = [zRD, zSD]T,

the combined signal at the destination is

r[m, q] = uH[m, q]y[m, q]. (5.13)
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Table 5.2: Parameters for transmission
Parameter Value

Transmit power [dBm] 20

Antenna gain [dB] 0

System loss [dB] 5

Data rate [Mbps] 6 (QPSK)

Frame length [Bytes], M 200

Bandwidth [MHz], Tc 10

Noise power [dBm], σ2 -104

The combining weights are calculated as

u[m, q] =

[
ĥRD [m, q] , ĥSD [m, q]

]T∥∥∥[ĥRD [m, q] , ĥSD [m, q]
]∥∥∥ , (5.14)

where ĥSD and ĥRD are the estimates of hSD and hRD.

5.3 Simulation Results

Using the channel model parameterized in Section. 5.1, we re-tune the center fre-

quency and bandwidth according to the 802.11p system parameters. The simulation

is performed at varying TX/RX positions and velocities. For each different combi-

nation, 100 frames are simulated. We choose the 802.11p coding and modulation

scheme achieving 6 Mbps, which is one of the most robust transmission schemes.

It employs quadrature phase shift keying (QPSK) modulation and a convolutional

code with constraint length 7 at a coding rate of 1/2. Tab. 5.2 lists the detailed

parameters of the simulation. The communication performance in terms of FER is

presented in this section.

5.3.1 Performance without Relaying

In this section, we present the result of direct transmission without relaying. Fig. 5.6

shows the FER result using the different channel estimators at varying TX and

RX positions with different velocities. For the investigated scenario, the LOS is

only available at the lower left corner when both vehicles are 10 m away from the

intersection. As expected, the FER is strongly distance dependent. For BLS, when

both cars are far away from the intersection (> 50 m), almost no frame can be

successfully delivered due to the low SNR (power-limited scenario). It is noteworthy
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Figure 5.6: FER results without relaying using BLS, BC-MMSE and DPS estimators,

at different TX and RX positions ({10, 30, 50, 70, 90}m to the center).

that if one vehicle is close to the intersection, e.g., < 10 m, a high enough SNR

can be guaranteed regardless of the position of the other vehicle. Thus, the FER

is almost independent of the position of the other vehicle. In this region, the FER

increases with the velocities of the vehicles (velocity-limited scenario). This is due to

the fact that the channel estimates are acquired only from the block pilots and used

for the whole frame. However, the channel changes after the transmission of pilots

which leads to an increased FER due to the use of outdated channel estimates.

The increase of FER due to high mobility is relieved using BC-MMSE channel

estimator. The estimated time-correlation matrix provides a good estimate of the

time evolution for channels with low delay spread. This improves the performance

of a block pilot based channel estimator.

To further combat the degradation caused by high mobility, a more advanced

signal processing algorithm at the RX has to be used. In Fig. 5.6, we show the FER

results using the iterative DPS channel estimator with 5 iterations. It can be seen

that the DPS channel estimator is robust to higher velocities. Compared to the BLS

estimator, the FER is improved, which gives an extended possible communication

region. As indicated in [108], a brake warning should be given at approximately

3 s to a potential collision. If the vehicles travel at 70 km/h, the communication

between vehicles has to be established at a distance of around 60 m, which is still

very challenging for the current setup.
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Figure 5.7: FER results with relaying using BLS, BC-MMSE and DPS estimators,

at different TX and RX positions ({10, 30, 50, 70, 90}m to the center).

5.3.2 Performance with a Relay at the Intersection Center

In order to further enhance the communication performance, we place a fixed DF

relay at the center of the intersection (at the origin in Fig. 5.1) and assume LOS

between the relay and the two vehicles. The transmission parameters of the relay are

given in Tab. 5.2. MRC is used at the RX to combine the signals received from the TX

and relay. Fig. 5.7 shows the FER with relaying using different channel estimators.

It can be seen that the entire region becomes almost distance-independent because

the relay guarantees a high SNR for the SR link and the RD link. In this region,

almost all frames are successfully received at a speed of 10km/h, while for the

vehicle velocity of 70 km/h the error rate increases to around 70% using the BLS

estimator. Therefore, in the high SNR regime with high mobility of the TX and the

RX, the use of the BLS estimator limits the performance. The BC-MMSE estimator

provides better performance by accounting for the time variability of the channel.

The improvement is considerable compared to BLS estimation, especially if all sub-

channels fade similarly (e.g., a channel with strong LOS component and low delay

spread). We can observe slightly higher FER when a vehicle is near the intersection.

This is because more multipath components are enabled near the intersection, which

degrades the performance due to the increase of delay- and Doppler-spreads. If the

iterative DPS estimator is used together with a relay in the intersection center,
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almost error-free transmission can be achieved even at 70km/h.
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6 Vehicular Channel Modeling using
a Cluster Based Approach

A geometry-based stochastic channel model (GSCM) is investigated in Chapter 5,

where the scatterers causing the multipath components (MPCs) are randomly placed

according to a spatial distribution. However, the complexity of a GSCM is high due

to the summation of a large number of complex exponentials.

In this chapter, we propose a cluster based vehicular channel model resulting in a

much lower computational complexity. The reduction of complexity comes in two-

fold: 1) We model only the relevant MPCs above a certain power level. The MPCs

with weak power contribution will be masked by the noise, thus they can neither

be exploited by the receiver (RX) nor have an impact on the RX performance.

2) Moreover, we further reduce the complexity by clustering the MPCs exhibiting

similar properties.

In Section 6.1, we first present a joint cluster identification-and-tracking approach

based on the power spectral density in delay and Doppler. The algorithm is applied

to vehicular channel measurement data, which is described in Section 6.2. We char-

acterize the cluster lifetime, delay and Doppler spreads based on vehicular channel

measurements data and present the corresponding results for line of sight (LOS) ob-

struction scenario in Section 6.3. Finally, in Section 6.4, we develop a cluster-based

vehicular channel model with low computational complexity suitable for a real-time

implementation.

6.1 Cluster Identification-and-Tracking Approach

As indicated in [104], the delay and Doppler spreads have a strong impact on the

RX performance, which makes channel modeling in these two domains more impor-

tant. Therefore, we perform the clustering algorithm using a delay-Doppler power

spectrum estimate in form of the local scattering function (LSF) [70]. MPCs having

similar delay and Doppler shift will form a cluster. In order to develop an accurate

cluster based channel model, the knowledge of cluster parameters, including life-

time, delay and Doppler spreads, is of great importance. The vehicular environment
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changes rapidly due to high velocities of the transmitter (TX) and RX. This also

results in fast changing cluster parameters.

In order to consistently characterize the evolution of cluster parameters over time,

we introduce our cluster identification and tracking algorithm in this section. We

firstly calculate the LSF from measurement data in Section 6.1.1. In Section 6.1.2,

we distinguish relevant MPCs based on the defined thresholds. The density-based

spatial clustering of applications with noise (DBSCAN) clustering algorithm is in-

troduced for identification in Section 6.1.3. In Section 6.1.4, we introduce the cluster

tracking algorithm based on the distance between the clusters’ centroids.

6.1.1 LSF Estimator

The vehicular propagation conditions measured by the time-variant frequency re-

sponse g(t, f) change rapidly due to the high velocities of the TX and RX. Thus, the

observed sampled fading process g[m, q] = g(mts, qB/N) is non-stationary, where ts
is the sampling interval in time, B is the channel bandwidth, Q denotes the num-

ber of samples in the frequency domain, m is the discrete time index and q is the

frequency index, respectively.

Due to the finite rate of the environment changes, the non-stationarity can be

overcome by approximating the fading process to be locally wide-sense stationary

for a region with finite extent in time and frequency [109]. The local stationarity

region is defined as having M ×N samples in time and frequency, respectively. For

each stationarity region we are now able to calculate the LSF [70,110], see Fig. 6.1

(a) and (c).

The total number of snapshots and frequency bins within one measurement run

are denoted by S and Q, respectively. Therefore, the time index of each stationarity

region is kt ∈ {0, · · · , bS/M − 1c}, and the frequency index of each stationarity

region is kf ∈ {0, · · · , bQ/N − 1c}. kt and kf correspond to the center of each

stationarity region. The relative time index within each stationarity region is m′ ∈
{−M/2, . . . ,M/2 − 1}. The relationship between the relative and absolute time

index is given by m = ktM +m′. Similarly, the relative frequency index within each

stationarity region is q′ ∈ {−N/2, . . . , N/2 − 1}. Its relationship to the absolute

frequency index is given by q = kfN + q′.

An estimate of the discrete LSF is defined as Ĉ[kt, kf ;n, p] [70], where n ∈
{0, · · · , N − 1} is the delay index, and p ∈ {−M/2, · · · ,M/2 − 1} is the Doppler

index. In our work, we are interested in Ĉ[kt;n, p], where kf = 0 because of Q = N .

The LSF Ĉ[kt;n, p] is a time-varying representation of the delay-Doppler spectral

density. In order to consistently characterize the evolution of cluster parameters over
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(a) Local scattering function at kt,0

Delay [μs]
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

D
op

pl
er

 [H
z]

-1500

-1000

-500

0

500

1000

1500

1

2
4

5

(b) Cluster identification kt,0

(c) Local scattering function at kt,1

Delay [μs]
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

D
op

pl
er

 [H
z]

-1500

-1000

-500

0

500

1000

1500

 1

 5

14

13

 9

(d) Cluster identification kt,1

Figure 6.1: Local scattering function and identified clusters at two different time

instants kt,0 and kt,1

time, a cluster identification and tracking algorithm is needed.

6.1.2 Data Preprocessing

We are only interested in relevant MPCs above a certain power level. In the first step,

we identify these MPCs in the LSF, employing the power threshold criterion [28],

where two power thresholds are used. A MPC exists if both of the following two

criteria are satisfied: (1) the power of the MPC is γ dB above the noise floor, and

(2) the power of the MPC is not more than κdB below the highest detected peak.

In this work, we choose γ = 10 and κ = 25. The MPCs which do not satisfy the

above criteria are set to zero.
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6 Vehicular Channel Modeling using a Cluster Based Approach

6.1.3 Cluster Identification

In order to identify the clusters formed by the relevant MPCs, the DBSCAN algo-

rithm [111] is used, which is a density-based clustering algorithm to discover clusters

of arbitrary shape. The key idea of the DBSCAN algorithm is that for each point

of a cluster, the neighborhood of a given radius Eps for each point ` in one cluster

has to contain at least a minimum number of points minPts [111]. DBSCAN does

not require one to specify the number of clusters in the data a priori, as opposed to

the KPowerMeans [112]. DBSCAN requires only two input parameters, i.e. neigh-

borhood radius eps and the minimum number of objects in a neighborhood minPts.

The user can determine an appropriate value for it. The DBSCAN algorithm finds

clusters with the following steps.

• It starts with an arbitrary starting point and finds all the neighbor points

within distance eps of the starting point. A cluster will be formed if the number

of neighbors is greater than or equal to minPts. The starting point and its

neighbors are included in this cluster and the starting point is marked as

visited.

• The algorithm then repeats the evaluation process for all the neighbors recur-

sively. If the number of neighbors is less than minPts, the point is marked as

noise.

• If a cluster is fully expanded (all reachable points are visited) then the algo-

rithm proceeds with the remaining unvisited points in the dataset.

In this work, we use minPts=2 and eps=8.

6.1.4 Cluster Tracking Approach

The purpose of tracking is to capture the evolution of the cluster centroid movement

and the time-variant cluster parameters. The algorithm is based on the multipath

component distance (MCD) [25] measure of the cluster centroids. At time index kt,

I[kt] cluster centroids µi[kt] = [µτi [kt], µ
ν
i [kt]]

T are detected, where i ∈ {0, . . . , I[kt]−
1}. Let us consider L[kt] MPCs at time kt. Every single MPC l is associated with

power Pl[kt] and parameter vector xl[kt] = [τl[kt], νl[kt]]
T containing the delay and

Doppler, where l ∈ [0, . . . , L − 1]. Denoting the set of MPCs indices belonging to

cluster i at time instant kt by Li[kt], the centroid of cluster i for stationarity region
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kt is calculated as

µi[kt] = [µτi [kt], µ
ν
i [kt]]

T (6.1)

=
1∑

l∈Li[kt] Pl[kt]

[ ∑
l∈Li[kt] Pl[kt]τl[kt]∑
l∈Li[kt] Pl[kt]νl[kt]

]
. (6.2)

The current stationarity region is denoted by kt and the previous one by kt−1. The

subsequent sets of new I[kt] and old I[kt−1] cluster centroids µµµinew [kt] and µµµiold [kt−1],

are considered, where inew ∈ {0, · · · , I[kt]− 1} and iold ∈ {0, · · · , I[kt − 1]− 1} are

the cluster centroids’ indices at kt and kt − 1, respectively. The MCD between the

centroids µµµinew [kt] and µµµiold [kt − 1] is defined as [25]

dinewiold = MCD(µµµinew [kt],µµµiold [kt − 1])

=
√
|µτinew [kt]− µτiold [kt − 1]|2 + |µνinew [kt]− µνiold [kt − 1]|2

(6.3)

It can be seen that the MCD combines parameters that come in different units. The

tracking algorithm proceeds as follows:

1. The MCD between any old (at time kt − 1) and any new centroids (at time

kt) is calculated.

2. If the distance between a new centroid and its closest old centroid is larger

than a predefined threshold, the new centroid is regarded as a newly detected

centroid.

3. For each old centroid, the number of new centroids within the threshold c is

checked:

• If c = 1, the old centroid is moved.

• If c > 1, the old centroid splits. The closest new one is regarded as old

moved centroid. All others are treated as new centroids.

Fig. 6.1 shows the local scattering function and the identified clusters of an ex-

emplary vehicular channel measurement in the delay-Doppler domain at two dif-

ferent time instants. Each cluster is color-coded according to the cluster ID given

by the tracking algorithm. At time instant kt,0, four clusters are detected. Cluster

1 corresponds to the LOS component, which exists in both time instants. Cluster

5 stemming from the vehicle in the opposite direction, appears also in both time

instants. However the position of cluster 5 is changed due to the movements of the

vehicles. Cluster 2 disappears and splits into several clusters at kt,1.
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6 Vehicular Channel Modeling using a Cluster Based Approach

6.2 Measurement Data

The measurements used in the present work were collected in the DRIVEWAY’09

measurement campaign [103] conducted in Lund, Sweden. The channel impulse re-

sponse is measured with a time resolution of ts = 307.2µs. The total time interval

is around T = 10 s. Therefore, there are S = 32000 snapshots in total. The carrier

frequency is fc = 5.6 GHz with a bandwidth of B = 240 MHz and Q = 769 frequency

bins. Both TX and RX car are equipped with a linear array with four circular polar-

ized patch antennas perpendicular to the driving direction. The antennas cover the

four main propagation directions due to their main lobes [113]. In order to achieve

a 360◦ coverage in the azimuth plane, we consider to combine the antenna radiation

pattern.

We select two scenarios to analyze: (i) A truck obstructing LOS scenario, where

the TX and RX drive in the same direction on a highway at around 75 km/h. The

TX drives in front. There is one truck in between TX and RX on the same lane and

a car drives by on the left lane. In addition, there is a truck in the front of the TX.

A 2-D top view of this scenario is shown in Fig. 6.2(a). (ii) A LOS scenario shown

in Fig. 6.2(b), where the TX and RX also drive in the same direction on a highway

at around 90 km/h. One truck is driving on the left lane, while the other truck is

in front of TX. For both scenarios, there are some traffic signs along the highway.

Meanwhile, some vehicles drive in the opposite direction on the other lane of the

highway.

(a) LOS Obstruction Scenario

(b) LOS Scenario

Figure 6.2: 2-D top view of the measurements scenarios.
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6.3 Simulation Results

We characterize the cluster lifetime, delay and Doppler spreads, which are defined

as follows:

Cluster Lifetime

We can observe that the unique cluster ID CID is assigned to a new cluster, while

the moved cluster inherits the same CID from its predecessor. Based on this, we are

able to analyze the cluster lifetime, which indicates how many stationarity regions

the cluster exists.

Cluster Spread

Denoting the set of MPCs indices belonging to cluster i at time kt by Li[kt], the

joint cluster spread is given by

Ci[kt] =

∑
l∈Li[kt] Pl[kt]

(
xl[kt]− µi[kt]

)(
xl[kt]− µi[kt]

)T∑
l∈Li[kt] Pl[kt]

. (6.4)

The 2 × 2 covariance matrix Ci[kt] is symmetric where its main diagonal entries

represent the root mean square (RMS) cluster spread in the delay and Doppler

domain and off-diagonal entries represent the respective correlation between these

spreads. The noise associated with MPCs are greatly filtered out by averaging over

each individual covariance matrix.

For cluster i, we extract the RMS values of delay spread Sτi [kt] and Doppler spread

Sνi [kt] from the Ci[kt], where

Sτi [kt] =
√

Ci[1,1][kt] and Sνi [kt] =
√

Ci[2,2][kt]. (6.5)

In this section, The result and fitting of the empirical distributions will be demon-

strated for the LOS obstruction scenario. Then, we perform the same analysis for

the more measurement data and provide the results in Appendix 6.5.

6.3.1 Analysis of Cluster Lifetime

We calculate the LSF from measurement data firstly, where S = 32000 snapshots are

divided in stationarity regions of M = 128 samples each. The stationarity regions

are indexed by kt ∈ {0, . . . , 249} for our case. The relevant MPCs are detected and

the identification-and-tracking approach is applied.

In order to analyze the time-variant cluster spreads, we plot in Fig. 6.3 the move-

ment of cluster centroids during the entire 10 s measurement run. We append the
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Figure 6.3: Movement of cluster centroids in a 10s measurement run. The centroids

with the same color are from the same cluster.

IDs to the clusters which exist for more than 15 stationarity regions (0.59 s). A

close-up 3-D view of these clusters is also included in Fig. 6.3. According to the

geometrical information of measurements, we divide the clusters into three cate-

gories: (i) The detected cluster CID = 1, related to the obstructed LOS component,

remains throughout the entire measurement run and contributes the highest gain.

Its Doppler shift is around 0 Hz. (ii) For the clusters CID ∈ {5, 13, 53, 108}, the delay

and Doppler shift values change slowly during their lifetimes. In addition, due to the

negative Doppler shifts, we consider that these clusters come from the contribution

of traffic signs and other static objects. (iii) For the clusters CID ∈ {32, 101}, it

can be seen that their Doppler shifts are almost constant, while their delay values

are changing considerably during their cluster lifetimes. These clusters are from the

contribution of big trucks in the opposite lane behind the TX and RX vehicles.

For the LOS obstruction scenario, there are 132 clusters detected over the total

time duration. Fig. 6.4(a) shows the number of detected clusters per stationarity

region. More clusters are detected during the second half of the measurement. The

tracked cluster lifetimes are shown in Fig. 6.4(b), where the length of the horizontal

lines indicate the lifetime of the relevant cluster. It can be observed that many

clusters exist only for one stationarity region, which can not be tracked. We mark

the clusters who exist more than 15 stationarity regions, equivalent to 0.59 s, in

Fig. 6.4(b). In total, there are 7 marked clusters. Without considering the longest
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Figure 6.4: Number of clusters per stationarity region, cluster lifetimes and its log-

normal distribution for the LOS obstruction scenario.

and shortest lifetimes, the distribution of the probability density of cluster lifetimes

obeys a lognormal distribution with a mean µ = 1.46 and a standard deviation

σ = 0.72, shown in Fig. 6.4(c).

The characterization results of the cluster lifetime for highway scenario with LOS

is provided in Appendix 6.5.1.

6.3.2 Analysis of Cluster Joint Spread

We have 12 measurement runs performed in the highway scenario with obstructed

LOS. In this section we will demonstrate the results and fitting of the empirical

distributions for one measurement. Then, we perform the same analysis for the

whole data set and provide the fitting parameters in Appendix 6.5.2.

In Fig. 6.5, we plot the delay and Doppler spreads of clusters CID ∈ {1, 101} in

107



6 Vehicular Channel Modeling using a Cluster Based Approach

Time [s]
0 1 2 3 4 5 6 7 8 9 10

D
el

ay
 s

pr
ea

d 
[μ

s]

0

0.1

0.2

0.3

0.4

Cluster 1
Cluster 101

(a) Delay spread

Time [s]
0 1 2 3 4 5 6 7 8 9 10

D
op

pl
er

 s
pr

ea
d 

[H
z]

0

50

100

150

200

250

Cluster 1
Cluster 101

(b) Doppler spread

Figure 6.5: Delay and Doppler spread of cluster 1 and culster 101 in their corre-

sponding lifetime

their corresponding lifetime. Cluster 1 exists throughout the entire measurement

run, while Cluster 101, stemming from the vehicle in the opposite direction, appears

only from 5.5 s to 6.5 s. We can observe that the spread of cluster 1 changes rapidly

in the time interval from 1 s to 6 s. This is due to the richness of MPCs that appear

around the origin. From 1 s to 6 s, two big trucks traveling in the opposite direction

are right in between the TX and RX. The MPCs due to the contribution of these

scatterers locate very close to the position of the LOS component. The clustering

algorithm will not separate them, thus resulting in a large delay and Doppler spreads

of the merged cluster. On the other hand, the spreads of cluster 101 are relatively low

due to the small size of the cluster and remain almost unchanged over the lifetime.

The cluster corresponding to LOS exhibits different characteristics from the other

clusters. Hence, we will analyze the distribution of cluster 1 (the cluster correspond-

ing to the LOS component) and the rest of clusters separately to obtain a better fit.

We employ lognormal distribution for the fitting, which gives a reasonable fit. For

the delay spread of cluster 1, a mean of 2.52 and standard deviation of 0.43 gives a

good fit. For the Doppler spread, a lognormal with a mean of 3.82 and a standard

deviation of 0.52 fits the empirical result. The distributions of delay and Doppler
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Figure 6.6: Scatter plot of the delay spread versus Doppler spread for cluster 1 (

corresponding to the LOS component) with a least-squares linear regression line.

spreads of the other clusters (except for cluster 1) follows lognormal distributions

with mean values 3.34 and 3.05, and standard deviation 1.9 and 1.74, respectively.

In general, these clusters have smaller spreads compared to cluster 1.

In order to find the relationship between delay spread and Doppler spread, Fig. 6.6

and 6.7 show the scatter plots of the delay spread versus Doppler spread for LOS

cluster and the other clusters, respectively. We can observe that delay and Doppler

spreads are correlated for the cluster associated with LOS. This indicates that the

extension of the LOS cluster occurs in both domains simultaneously for the investi-

gated measurement. Moreover, a least-squares linear regression line is superimposed

on the scatter plot, which satisfies Sν = aSτ + b with a = 634 and b = −4. For

the rest of the clusters, the delay and Doppler spreads concentrate more on small

values, which can be seen in Fig. 6.7. Moreover, we observe a similar correlation as

in Fig. 6.6.

6.4 Simplified cluster-based vehicular channel model

Vehicular communication channels are characterized by a time- and frequency-

selective non-stationary fading process. We have analyzed the clustering of MPCs

in the delay-Doppler domain using the LSF of channel measurement data. A gen-

eral characterization of cluster parameters has been presented in Section 6.3. In
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Figure 6.7: Scatter plot of the delay spread versus Doppler spread for other clusters

with a least-square linear regression line.

this section, we will devise a simplified cluster-based vehicular channel model by

dividing the cluster locations in the delay-Doppler plane into different characteristic

regions. The time-variant cluster parameters, including cluster birth rate, relation-

ship between delay and Doppler shift, and the distribution of the lifetime and of

the cluster gain in each region, are characterized. For low complexity emulation,

the cluster parameters are randomly drawn from this pre-computed distributions.

Our model is validated with measurement data using the cumulative distribution

function (CDF) of the RMS delay spread and Doppler spread. A close match of our

numeric model with measurement results is demonstrated. In this section, we use

the LOS obstruction scenario as shown in Fig. 6.2(a).

6.4.1 Non-Stationary Cluster Model

We represent the sampled time-variant frequency response as superposition of clus-

ters for the stationarity region kt

g[m, q] = g[ktM +m′, q] = gTX[q]gRx[q] ·
I[kt]−1∑
i=0

αi[kt]e
−j2πθi[kt]qej2πηi[kt]m

′
, (6.6)

where i is the cluster index, I[kt] denotes the number of clusters, θi[kt] = µτi [kt]B/N

is the normalized delay of the centroid of the i-th cluster for the stationarity region
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Table 6.1: Conditional probability

Newly Born Clusters

J 0 1 2 3

1 0.750 0.212 0.019 0.019

2 0.667 0.289 0.044 0

3 0.696 0.130 0.174 0

4 0.500 0.389 0.111 0

5 0.425 0.375 0.125 0.075

6 0.421 0.474 0.105 0

7 0.500 0.500 0 0

8 1 0 0 0

kt, αi[kt] is the average amplitude, and ηi[kt] = µνi [kt]ts is the normalized Doppler

shift.

For comparison purposes, we employ a bandwidth B = 240 MHz and Q = 769

frequency bins in accordance to the bandwidth and number of frequency samples of

the measurement.

6.4.2 Cluster Parameters

For the cluster model (6.6) we need to obtain the cluster parameters I[kt], α, µτ ,

and µν for each stationarity region kt from the associated LSF. We do not model the

number of clusters I[kt] directly. The birth-death process of a cluster is represented

by the birth rate J [kt] and the lifetime of the cluster.

6.4.2.1 Birth Rate Evaluation

Firstly, the birth rate J [kt] represents the number of newly born clusters for time

kt. In order to model the trend of the number of clusters more accurately, we eval-

uate the birth rate J [kt] of the the newly born clusters at kt based on the number

of clusters I[kt − 1]. With I[kt − 1], we can obtain the conditional probabilities of

having different number of new clusters at stationary region kt. In Tab.6.1, the con-

ditional probabilities are shown. The obtained conditional probabilities will be used

to generate the number of clusters at each stationary time region in the proposed

model.
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6.4.2.2 Relationship Between Delay and Doppler Shift

Considering two vehicles moving on a highway with constant speeds, two vehicles

can be placed on the x-axis as shown in Fig. 6.8, where the origin of the coordinate

system is placed halfway between vehicles.

30m

lanesd

signsd

txv rxv

0v

 

d

x

Figure 6.8: Setup of the environment. TX and RX are moving on a highway. An

ellipse with the two vehicles as its foci represents locations of scatterers causing the

same delay.

Due to the movement of the both vehicles, their positions are changing with time.

The position z(t) = [x(t), y(t)]T of both vehicles can be expressed as

zTx(t) = zt0 + vTxt (6.7)

zRx(t) = zr0 + vRxt (6.8)

where zt0 = [−d/2, 0]T and zr0 = [d/2, 0]T are the initial positions of the TX and RX

vehicles, vTX and vRX are the corresponding velocity vectors. The distance dSC(z, t)

is the distance where the transmitted signal travels between the moving TX and RX

over a scatterer located at z. Depending on the geometrical description, dSC(z, t)

can be expressed as

dSC(z, t) = dt(z, t) + dr(z, t) (6.9)

where dt(z, t) is the distance between TX and the scatterer and dr(z, t) is the dis-

tance between RX and the scatterer, respectively. Therefore, the transmitted signal

experiences a delay

τSC(z, t) = dSC(z, t)/c0 , (6.10)

where c0 is the speed of light. In Fig.6.8, an ellipse with two vehicles in its foci

represents locations of scatterers causing the same delay. In addition, the transmitted
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Figure 6.9: Exemplary relationship between delay and Doppler shift.

signal also experiences a Doppler shift due to the movement of vehicles, which can

be obtained by

νSC(β(t), t) = (||vTx|| cos(β(t)) + ||vRx|| cos(ϕ(t))) fc/c0 (6.11)

where β is the angle between the velocity vector vTX and the line connecting the

TX and the scatterer, ϕ is the angle between the velocity vector vRX and the line

connecting the RX and the scatterer, and fC is the center frequency. Thus, the delay

and Doppler shift has a certain relationship, which depends on the positions and

velocities of the TX and RX, and the location of the scatterer. In Fig. 6.9, we give an

example of the relationship between the delay and Doppler shift. The contributions

of different scatterers lie on different ’U’ shapes on the delay Doppler plane. We can

use this concept to obtain the delay and Doppler shift values of the cluster in our

proposed model. The premise is that the velocities of TX and RX, and the location

of the cluster are known.

6.4.2.3 Region Division

Based on the relationship between delay and Doppler shift, we can divide the cluster

locations into four regions as shown in Fig. 6.10. In Tab. 6.2, we obtain the proba-

bilities of clusters located in different regions according to the number of detected

clusters in each region. These probabilities can help to decide the cluster locations

in the proposed channel model.

113



6 Vehicular Channel Modeling using a Cluster Based Approach

Parameter Setting (IV)
 Divide into four regions based on the relationship between delay and

Doppler shift.
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Figure 6.10: Cluster locations division.

Table 6.2: Cluster probability for the different regions

Region 1 2 3 4

Probability - 0.69 0.24 0.07

We place a LOS cluster in the proposed model due to the fact that the cluster

related to the LOS component in ’Region 1’ exists throughout the whole measure-

ment run. Therefore, in Tab. 6.2, we do not calculate the probability of the cluster

located in ’Region 1’.

6.4.2.4 Distributions of Lifetime and Gain in Different Regions

After dividing the cluster locations into four regions, we analyze the distributions of

cluster lifetime and gain in each region. Since the LOS cluster appears throughout

the whole measurement, we only need to evaluate the distribution of the cluster

gain for ’Region 1’. We found that the distribution of cluster lifetime obeys a log-

normal distribution, and the distribution of cluster gain obeys a generalized extreme

value distribution for the other three regions. The detailed parameters are given in

Tab. 6.3.
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Table 6.3: Distribution parameters for cluster lifetime and gain

lifetime (log normal) gain (gen. extreme value)

Region µ σ k σ µ

1 - - -0.35 2.60e-5 10.2e-5

2 0.81 0.85 0.56 2.24e-6 2.88e-5

3 1.55 0.82 0.25 6.23e-6 3.40e-5

4 1.14 1.07 0.1 8.06e-7 2.75e-5

6.4.3 Implementation of the Non-Stationary Cluster Model

To be able to incorporate our model in a practical environment, we make the fol-

lowing assumptions. We consider two vehicles on a highway moving parallel to each

other with constant velocities vTX and vRX. The vehicles on the opposite direc-

tion travel at the same speed of v0. To simplify the problem, we assume a distance

of dlanes = 10 m between the two lanes according to the environment, and a dis-

tance d = 60 m between the TX and the RX. We assume the traffic signs are also

dsigns = 10 m away next to the lane of the TX and the RX.

6.4.3.1 LOS Cluster

We observed that the LOS exists throughout the whole measurement run. Therefore,

we assume a permanently existing LOS cluster in the delay-Doppler plane. The delay

is given by the distance between the TX and RX vehicles. The power of the LOS

cluster for each kt is randomly drawn from the fitted power distribution.

6.4.3.2 Other Clusters

The rest of the clusters are generated according to the Fig. 6.11. For each stationary

time region kt, we draw a random number of newly born clusters J [kt] according to

the conditional probabilities obtained in Tab. 6.1. For each newly born cluster, it

will be associated with four key parameters, i.e., delay µτ , Doppler µν , lifetime and

amplitude α following the next steps:

1. We allocate each new cluster to a region according to probabilities in Tab. 6.2.

2. The lifetime of the cluster is drawn from the corresponding fitted distributions

obtained in Tab. 6.3.

3. The gain of the cluster is drawn from the corresponding power distribution in

Tab. 6.3.
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Figure 6.11: Flow Diagram of the Model.

4. We place the new cluster in a random position in the region. The relationship

between delay and Doppler follows from (6.10) and (6.11).

5. If the lifetime of a new cluster is longer than one stationarity region, the

geometrical position and the movement of the cluster in the delay-Doppler

plane is updated using (6.7)-(6.11).

The same process is repeated for all J [kt] new clusters for every stationary region

kt. The parameters obtained for each cluster are inserted in (6.6) to generate the

channel impulse response.
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Figure 6.12: Cluster locations on a 2D plot in Delay-Doppler domain.

6.4.4 Simulation Results

In order to resemble the true environment, we assign the following velocities vTX =

65 km/h, vRX = 65 km/h, v0 = 70 km/h. To evaluate the accuracy of our proposed

channel model, we compare the simulation results with the measurements data based

on the following statistical parameters.

We would like to confirm whether the generated cluster locations in the pro-

posed channel model agrees with the clusters obtained by the measurements data.

In Fig. 6.12, we plot the cluster locations in delay-Doppler domain in LOS obstruc-

tion and LOS scenarios. Comparing with the results obtained by the measurements

data, it can be seen that the cluster locations in the simulation and measurements

data can be matched with each other very well.

We compare the CDFs of the RMS delay and Doppler spread based on the pro-

posed model and the measurements data in Fig. 6.13. The CDFs match quite well

with the measurements.

6.4.5 Discussion

The proposed cluster-based vehicular channel model incorporates the ideas from

both the tapped delay model and GSCM. In this section, we summarize the main

properties of the proposed cluster based modeling approach in comparison with the

tapped delay line model and GSCM.
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Figure 6.13: RMS delay spread CDF.
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Figure 6.14: RMS Doppler spread CDF.

As discussed earlier, due to the mobility of the TX and RX in vehicle-to-vehicle

(V2V) environments, the radio channel variants over time. This variation applies

not only to the channel impulse response (CIR), but also to the statistics. Since

statistical models, e.g. the tapped delay line model, usually have the advantage of low

computational effort, they are widely used for V2V environments. Although many

statical models are proposed and adopted for V2V communications, most of the
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models do not consider time-variant fading statistics, e.g. delay, Doppler and power.

The parameters of a statistical model stay fixed over different stationarity regions,

which makes it insufficient to model the dynamic change of the environment. The

proposed cluster based model introduces non-stationarity by having dynamically

changing channel parameters, such as delay and Doppler. The number of clusters is

modeled by a birth/death process of the cluster.

The GSCM is accurate and generates the CIR for different environments by us-

ing different parameter sets. However, the computational complexity is high since a

large number of scatters are required to reproduce the contribution of diffuse com-

ponents. Compared to GSCM, the proposed cluster based model considers only the

significant MPCs and group the MPCs with the same properties, and thus yields

a lower complexity. The assumed geometric information comes into play when we

calculate the evolution of a cluster’s delay and Doppler over different stationarity

regions. Therefore, the proposed model is non-stationary and maintains a relatively

low complexity.
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6.5 Appendix: More Results

This appendix provides results of the cluster lifetime for highway scenario with LOS

in Section 6.5.1. In Section 6.5.2, Fitting parameters for cluster spreads are collected

for 12 different measurement runs in LOS obstruction scenario.

6.5.1 Cluster Lifetime for LOS Scenario

For the LOS scenario, there are 47 clusters detected over the total time interval.

During the whole measurement, 2 or 3 coexisting clusters are more often detected,

as shown in Fig. 6.15(a). Although less clusters are detected compared to the LOS

obstruction scenario in Fig. 6.4, there are 13 clusters that remain for more than 15

stationarity regions in Fig. 6.15(b). Eliminating the longest and shortest lifetimes,

the distribution of cluster lifetimes, shown in Fig. 6.15(c), also obeys a lognormal

distribution with its mean µ = 2.04 and standard deviation σ = 1.05.

The cluster centroids tracking for the LOS scenario is shown in Fig. 6.16. As for the

LOS obstruction scenario, we select the clusters who exist more than 15 stationarity

regions as well. Moreover, we can also observe three categories of clusters: (i) The

cluster 1 is corresponding to the LOS component. Comparing the close-up 3-D view

of the relevant clusters in Fig. 6.3 to Fig. 6.16, it can be seen that the contributed

gain by cluster CID = 1 in the LOS scenario is higher than the one in the LOS

obstruction scenario. (ii) For the clusters CID ∈ {2, 3, 9, 12, 13, 24, 32, 39, 42, 44, 46},
their Doppler shifts are around 0 Hz, which means that the clusters have the same

speed as the RX vehicle or the direction of the propagation path is orthogonal to

the driving direction of the TX and RX vehicles. Meanwhile, their delays are almost

constant during their existing time, respectively. It indicates that the propagation

path length stays the same for each cluster. Thus, we think these clusters come

from the vehicles driving on the left lane in the same direction and the road signs

where the RX passing by at t = 8s. (iii) For the cluster CID = 27, its delays are

approximately constant, while its Doppler shifts become larger during its lifetime.

It mostly comes from a big moving vehicle driving on the left lane, whose speed is

increasing.

6.5.2 Cluster Spreads for Obstructed LOS Scenario

We performed the same analysis as in Section 6.3.2 for the whole set of measure-

ments. Tab. 6.4 presents 1) the mean value and the standard deviation for log-

normal distribution, and 2) the parameters a and b for the linear regression line.

These parameters are provided for delay and Doppler spreads for cluster 1 and the
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Figure 6.15: Number of clusters per stationarity region, cluster lifetimes and its

lognormal distribution for the LOS scenario.

other clusters respectively. It is noteworthy that the relationship between delay and

Doppler spreads vary significantly for different measurements. For measurements 5

and 9 where one strong LOS component exists, we may also have negative values

for a occasionally, which suggests that the increase of the delay spread may result

in a decrease of the Doppler spread.
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Figure 6.16: Cluster centroids tracking for the LOS obstruction scenario, where the

clusters who exist more than 15 stationarity regions are marked. A 3-D view of the

relevant clusters is also included.

Table 6.4: Fitting parameters for all 12 measurement runs
Parameters Cluster 1 Other clusters

Delay Doppler Delay/Doppler Delay Doppler Delay/Doppler

mean std mean std a b mean std mean std a b

Meas1 -2.51 0.43 3.82 0.52 633.52 -4.00 -3.34 1.90 3.05 1.74 429 7.37

Meas2 -2.15 0.30 3.50 0.27 199.05 10.65 -3.32 1.78 3.05 0.70 132 16.2

Meas3 -2.42 0.46 3.66 0.83 1085.62 -47.17 -3.36 1.87 3.09 1.34 426 7.48

Meas4 -2.99 0.28 3.29 0.17 32.85 25.50 -3.78 2.07 2.94 0.73 231 12.6

Meas5 -2.78 0.22 3.25 0.14 -51.57 29.29 -4.09 2.34 2.90 0.36 649 1.4

Meas6 -3.19 0.16 3.06 0.08 143.91 15.42 -3.31 0.17 3.07 0.18 377 8.08

Meas7 -2.55 0.41 3.66 0.39 480.16 1.36 -3.64 1.94 2.82 2.16 712 1.78

Meas8 -2.71 0.32 3.41 0.30 299.74 10.93 -3.52 1.86 3.08 1.12 665 0.525

Meas9 -3.02 0.19 3.27 0.14 -19.40 27.45 -3.87 2.18 2.90 0.70 207 12.5

Meas10 -3.01 0.22 3.34 0.12 86.53 24.00 -2.93 0.86 3.30 0.98 192 19.2

Meas11 -3.10 0.17 3.33 0.13 34.28 26.64 -3.47 0.87 2.93 0.87 131 15.8

Meas12 -2.66 0.23 3.25 0.13 111.80 18.00 -3.36 1.67 3.04 0.24 80.9 17.8

122



7 Conclusions

7.1 Summary

In this thesis, we devised, assessed and analyzed interference management techniques

for interference channels. We devised non-stationary vehicular channel modeling

approaches and evaluated the communication performance.

In the first part of the thesis, we revisited the background and basics of interference

alignment (IA) in K-user interference channels. We gave an overview of different

interference management schemes for K-user interference channels.

Global channel state information (CSI) is required by IA to reduce the interference

signal dimensions and thus achieve the optimal degrees of freedom (DoF). Hence, we

proposed a channel estimation feedback and prediction framework for single-input

single-output (SISO) IA in time-variant channels. The algorithm enables reduced-

rank channel prediction and is efficient to choose the subspace dimension associated

with a higher rate by trading off prediction error and quantization error. We have

characterized the scaling of the required number of bits in order to decouple the rate

loss due to channel quantization from the transmit power.

To relief the global CSI feedback burden, we investigated opportunistic inter-

ference alignment (OIA) algorithms, exploiting channel randomness and multiuser

diversity by user selection. We proposed threshold-based feedback schemes for OIA

algorithms, which reduce the amount of feedback. We investigated different choices

of threshold, user scaling law and the achievability of DoF for real-valued feedback

and 1-bit feedback, respectively. For OIA with real-valued feedback, we character-

ized the threshold and the corresponding feedback load to achieve the optimal DoF.

For OIA with 1-bit feedback, we provided an optimal choice of the 1-bit quantizer to

achieve the DoF d = 1. For DoF d > 1, we derived an asymptotic threshold choice

by solving an upper bound for the rate loss.

In the second part of the thesis, we focused our attention on channel modeling and

performance analysis for vehicular communications. We developed a geometry-based

stochastic channel model (GSCM) for road intersections.

We evaluated the communication performance in terms of frame error rate (FER)

at various transmitter (TX)/receiver (RX) locations and velocities with three differ-
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ent types of channel estimators. In order to overcome the low signal to noise ratio

(SNR) due to non-line of sight (NLOS), we deployed a relay at the intersection to

enhance the reliability of communications.

In order to reduce the complexity of the GSCM, we developed a cluster-based

vehicular channel model with low computational complexity suitable for a real-time

implementation. We presented a joint cluster identification-and-tracking approach

based on the power spectral density in delay and Doppler. We characterized the clus-

ter parameters, e.g. lifetime, delay and Doppler spreads based on vehicular channel

measurements. We devised a simplified cluster-based vehicular channel model by

dividing the cluster locations in the delay-Doppler plane into different characteristic

regions.

7.2 Key Findings

In this section, I will list the main results of the thesis.

CSI Feedback for IA

We observed that the accuracy of CSI significantly influences the performance of

interference management techniques. In time-variant channels, we showed that the

channel evolution can be described by only a few subspace coefficients. For IA, we

showed that the subspace coefficients can be quantized and fed back using vector

quantization, which greatly reduces the redundancy of the codebook by exploiting

the rotational invariance. We introduced a whitening process to match the second

order statistics of the subspace vector to the quantization codebook. We derived an

upper bound of the rate loss due to the channel prediction- and quantization-error.

The upper bound is accurate and used to facilitate an adaptive subspace dimension

switching algorithm. We demonstrated the tradeoff between quantization error and

prediction error. This tradeoff can be efficiently captured by our proposed subspace

dimension switching algorithm. Simulation results suggested that a higher subspace

dimension is preferred for high SNR regime with an adequate number of feedback

bits. By adaptively choosing the dimension, a rate gain over the non-predictive

strategy can be obtained.

Threshold-Based CSI Feedback for OIA

Using threshold-based real-valued feedback, both theoretical analysis and simu-

lation results showed that the amount of feedback can be dramatically reduced by

more than one magnitude, while preserving the essential DoF promised by conven-

tional OIA with full feedback.
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7.2 Key Findings

To further answer to question of how to transfer the feedback information to the

TXs, we considered finite-rate feedback and proved that 1-bit feedback per user is

sufficient to achieve the optimal DoF if the one-bit quantizer is chosen judiciously.

Importantly, the required user scaling law remains the same as for OIA with perfect

real-valued feedback.

We found that the threshold that achieves the optimal DoF is not unique. We

provided a generalized expression for the threshold achieving DoF d. We showed the

equivalence between the asymptotic threshold and the optimal threshold for DoF

d = 1. We showed that the threshold-based 1-bit feedback captures most of the

capacity provided by a system with real-valued feedback.

We compared OIA and IA with the same amount of feedback and presented the

comparison in terms of complexity and achievable rate. We found that OIA has a

much simpler quantizer and provides a higher sum rate in the practical operation

region of a cellular communication system. For instance, at 20dB SNR with 10 bits

feedback per cell for both, OIA and IA, we demonstrated that OIA reduces the

complexity by more than one order of magnitude while increasing the sum rate

by a factor of 2. Therefore, we concluded that when there are adequate number of

users in each cell, OIA provides a passive interference alignment capability with

lower complexity for quantization.

Evaluation of Vehicular Communication Performance at Road In-

tersection Using a GSCM

We implemented a vehicular non-stationary channel model for road intersections

using the concept of a GSCM. We parameterized and verified the proposed GSCM

by comparing it with a measurement based path-loss model and real-world vehicle-

to-vehicle (V2V) channel measurements. We showed link level simulation results for

IEEE 802.11p at road intersections with varying TX/RX locations using different

channel estimation techniques. We demonstrated that a relay at the intersection

greatly extends the reliable communication region. Furthermore, we found that

the velocity of the TX and the RX has a strong impact on the achieved FER if

the block-type least square channel estimator is used. For velocities higher than

50 km/h, a block-comb-type estimator or an advanced iterative DPS channel estima-

tor ensures a low FER and a large distance range in safety critical crossing scenarios.

Characterization of Time-Varying Cluster Parameters for the Vehicular

Channel

We evaluated the time-varying cluster lifetime based on vehicular channel mea-

surements. We found that the cluster corresponding to the line of sight (LOS) com-
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ponent stays throughout the entire measurement run and contributes the highest

gain. Without considering the longest and shortest lifetimes, we found that the

probability density of cluster lifetime obeys a lognormal distribution.

By analyzing the time-variant spreads of clusters, we found that the cluster as-

sociated with LOS component usually consists of multipath components (MPCs)

coming from several different scatterers, thus resulting in more dynamically chang-

ing spreads. Other clusters, stemming from a single scatterer, stay more stable in

the delay-Doppler domain.

For the purpose of low complexity emulation, we devised a simplified cluster-based

vehicular channel model by dividing the cluster locations into different character-

istic regions based on the relationship between delay and Doppler shift. The clus-

ter parameters are randomly drawn from pre-computed distributions obtained from

measurements. We validated our model with measurement data in terms of the RMS

delay spread and Doppler spread. A close match between our numeric model and

measurement results was demonstrated.
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A Acronyms

AWGN additive white Gaussian noise

CAM cooperative awareness message

CDF cumulative distribution function

CIR channel impulse response

CSI channel state information

CSIT channel state information at the transmitter

DBSCAN density-based spatial clustering of applications with noise

DF decode-and-forward

DoF degrees of freedom

DPS discrete prolate spheroidal

FDD frequency-division duplex

FDMA frequency division multiple access

FER frame error rate

GSCM geometry-based stochastic channel model

IA interference alignment

IoT internet of things

LOS line of sight

LSF local scattering function

MC Monte-Carlo
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MCD multipath component distance

MIMO multiple-input multiple-output

ML maximum-likelihood

MMSE minimum mean square error

MPC multipath component

MRC maximum ratio combining

NLOS non-line of sight

OFDM orthogonal frequency division multiplexing

OIA opportunistic interference alignment

PDF probability density function

QPSK quadrature phase shift keying

RMS root mean square

RVQ random vector quantization

RX receiver

SIMO single-input multiple-output

SISO single-input single-output

SNR signal-to-noise ratio

TDD time-division duplex

TDMA time division multiple access

TX transmitter

V2I vehicle-to-infrastructure

V2V vehicle-to-vehicle

WSSUS wide sense stationary uncorrelated scattering
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B Notation

The following notation is used throughout this dissertation:

Symbol Description

a scalar

|a| magnitude of a scalar

a vector (lowercase boldface)

A matrix (uppercase boldface)

IN N ×N identity matrix

0M×N M ×N all zero matrix

E[·] expectation operator taken over the variable x

(·)∗ complex conjugate operator

(·)T transpose operator

(·)H Hermitian transpose operator (transpose + complex conjugate)

tr(·) trace of a matrix

det(·) determinant of a matrix

d·e ceiling operation

‖ · ‖ Euclidean norm

‖ · ‖F Frobenius norm

∼ distributed as

R set of real numbers

C set of complex numbers

N (a, σ2) Gaussian distribution of mean a and variance σ2

CN (a, σ2) complex Gaussian distribution of mean a and variance σ2

Pr(A) probability of an event A

[A](k:l,m:n) a submatrix of A containing the elements of rows k − l and

columns m− n
diag(a) diagonal matrix with the main diagonal a

Re(a) the real part of a ∈ C
null(A) null space of A

span(A) space spanned by the columns of A
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DN N ×N DFT matrix, where

[DN ]i,j = 1√
N
e−j2π(i−1)(j−1)/N , ∀i, j ∈ {1, . . . , N}.

log natural logarithm function

Γ(·) Gamma function

A ≺ B the column space of A is a subset of the column space of B

g(N) = O(f(N)) limN→∞ |g(N)/f(N)| is bounded

g(N) = o(f(N)) limN→∞ |g(N)/f(N)| = 0

Table B.1: Definition of the employed mathematical no-

tation.

130



Bibliography

[1] Ericsson, “Ericsson traffic exploration tool,” 2016. [Online]. Available:

https://www.ericsson.com/TET.

[2] ——, “Ericsson Mobility Report,” Tech. Rep. June, 2016. [Online]. Available:

https://www.ericsson.com/res/docs/2016/ericsson-mobility-report-2016.pdf.

[3] J. Karedal, F. Tufvesson, N. Czink, A. Paier, C. Dumard, T. Zemen, C. F.
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