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Abstract

Exhaust aftertreatment systems based on selective catalytic reduction (SCR) have been introduced
on a broad scale to cope with nitrogen oxides (NOx) emissions of diesel engines and to comply with
emission legislation. In automotive SCR applications urea water solution (UWS) has been established
as a carrier substance for the reducing agent ammonia, the preparation of which happens in the form
of a multi-stage decomposition process. However, during decomposition urea may undergo a num-
ber of undesired secondary reactions, leading to the formation of solid deposits. In order to ensure
robustness of SCR system designs against deposit formation, a profound knowledge of the underlying
mechanisms is an imperative. In addition, efficient SCR system design calls for a method that allows
to predict the deposit formation risk in the early design stages. The present work demonstrates the
mechanisms of deposit formation and provides a methodology for the numerical assessment of the
deposit formation risk with computational fluid dynamics (CFD).

Wall wetting was confirmed as a precursor of deposit formation. As primary impingement targets
mixing elements show a high risk of deposit formation and therefore were put into the focus of this
work. The critical injection rate, i.e. the maximum UWS mass the system was able to decompose
without residue, increased exponentially with the mixing element temperature level. The consecut-
ive steps of deposit formation were wall wetting, liquid film accumulation, deposit nucleus formation,
and deposit accumulation. In areas of initial wall wetting continuous dilution and intense mixing of
the film effectively impeded deposition regardless of the temperature. However, as soon as the film
left these areas deposit formation had to be expected. Deposition was impeded only locally if wall
films trickled with high velocities and/or were particularly thick, e.g. in areas of accumulation. Wall
film was extensively distributed at geometric inconsistencies, such as edges, holes, or blade joints.
Most frequently, deposits formed at rear blade edges. Once a deposit nucleus had formed it could act
as a starting point for further deposit accumulation both at its upstream and peripheral borders. De-
posits formed over a wide range of operating conditions corresponding to mixer temperatures in the
range 180...310 ◦C. The deposition temperature rose with the exhaust enthalpy flux and laid within a
narrow temperature band. The area of solidification was determined by the balance between exhaust
enthalpy flux and injection rate without altering the general liquid film pathways. Solidification oc-
curred rapidly and deposits grew especially fast if the temperature level exceeded 290 ◦C. Deposits
formed up to a temperature of 250 ◦C maintained a low and constant amount of temperature-stable
components. Above 250 ◦C their fraction increased with temperature. Systematic decomposition
experiments showed that the former required a moderate temperature increase to at least 350 ◦C
whereas the latter needed temperatures exceeding 600 ◦C (DPF regeneration) to decompose fast.

The evolution of the wall film pathways on the mixing element was simulated using a validated CFD
model. Based on the experimental results a model was derived to assess the local deposit forma-
tion risk based on the interpretation of the combined impact of wall film pathways, impingement,
wall film dynamics, thickness, velocity, and temperature level together with the local urea and HNCO
concentration. Similarity principles were applied to lower the timescales of solid cooling. The model
can predict the deposit formation risk as a function of the operating conditions and of fundamental
design features, such as spay and mixing element geometry. The presented methodology can easily
be implemented as an extension of state-of-the-art simulations of the ammonia homogenisation in
realistic SCR system geometries.





Kurzfassung

Zur Absenkung der Stickoxidemissionen von Dieselmotoren und um die gesetzlich festgelegten Emis-
sionsgrenzen einzuhalten, wurden in den vergangenen Jahren Abgasnachbehandlungssysteme auf
Basis der SCR-Technologie (Selektive Katalytische Reduktion) eingeführt. Im Bereich automobiler
Anwendungen hat sich die Verwendung einer Harnstoff-Wasser-Lösung (HWL) als Trägersubstanz
für das Reduktionsmittel Ammoniak bewährt. Die Aufbereitung der HWL läuft im Rahmen eines
mehrstufigen Zersetzungsprozesses ab. Während der Zersetzung des Harnstoffs können jedoch eine
Reihe unerwünschter Sekundärreaktionen auftreten, die in der Folge zur Bildung fester Ablagerungen
führen. Um sicherzustellen, dass Systeme nicht zur Bildung von Ablagerungen neigen, ist es not-
wendig ein Verständnis über die zugrundeliegenden Mechanismen aufzubauen. Darüber hinaus
trägt die Verfügbarkeit von Methoden, die die Vorhersage von Ablagerungsbildung bereits in einem
frühen Stadium des Entwicklungsprozesses ermöglichen, sehr zu einer effizienten Systemauslegung
bei. Die vorliegende Arbeit zeigt die Mechanismen der Ablagerungsbildung auf und beschreibt eine
Methode, um das Ablagerungsrisiko mit Hilfe numerischer Strömungssimulation (CFD) beurteilen
zu können.

Die Ergebnisse bestätigen, dass Wandfilm ein Vorläufer von Ablagerungsbildung ist. In der vorlie-
genden Arbeit wurde ein besonderes Augenmerk auf die Untersuchung von Mischelementen gelegt,
da diese als primäres Tropfenaufprallziel einem hohen Risiko für Ablagerungsbildung ausgesetzt sind.
Die kritische Injektionsmenge, d.h. die maximale HWL-Menge, die vom System rückstandsfrei auf-
bereitet werden konnte, stieg mit steigender Mischertemperatur exponentiell an. Die aufeinander-
folgenden Schritte der Ablagerungsbildung waren Wandfilmbildung, Wandfilmakkumulation, Ab-
lagerungskeimbildung und Ablagerungsakkumulation. Auf Flächen, die bereits beim ersten Tropfen-
aufprall benetzt wurden, wurde die Bildung von Ablagerungen durch kontinuierliche Verdünnung
und intensive Durchmischung des Films unabhängig von der Temperatur verhindert. Sobald der Film
diese Bereiche jedoch verließ, musste mit der Bildung von Ablagerungen gerechnet werden. Wenn
der Wandfilm mit hoher Geschwindigkeit rann und/oder besonders dick war, dann verhinderte dies
lokal die Ablagerungsbildung. An geometrischen Störungen, wie z.B. Kanten, Löchern oder Schaufel-
verbindungen, kam es zu einer starken Verteilung des Wandfilms. Ablagerungen bildeten sich in der
Regel ausgehend von Schaufelhinterkanten. Sobald sich ein Ablagerungskeim gebildet hatte, kon-
nte es sowohl stromaufwärts, als auch an seinen seitlichen Rändern zu einer weiteren Akkumula-
tion kommen. Ablagerungen bildeten sich über einen weiten Bereich von Betriebsbedingungen, ent-
sprechend Mischertemperaturen im Bereich 180...310 ◦C. Der genaue Ablagerungsort ergab sich aus
der Balance zwischen Abgasenthalpiestrom und Injektionsrate, ohne dass sich dabei die grundsätz-
lichen Flüssigfilmpfade veränderten. Wenn das Temperaturniveau 290 ◦C überschritt, kam es rasch
zur Solidifikation des Wandfilms und gebildete Ablagerungen wuchsen besonders schnell. Ablager-
ungen, die bei Temperaturen von bis zu 250 ◦C gebildet wurden, enthielten einen konstant niedrigen
Anteil von temperaturstabilen Komponenten. Oberhalb von 250 ◦C stieg deren Anteil mit der Tem-
peratur an. Systematische Zersetzungsexperimente zeigten, dass erstere einen moderaten Tempe-
ratursprung auf mindestens 350 ◦C benötigten, während letztere Temperaturen oberhalb von 600 ◦C
(DPF Regeneration) benötigten, um sich schnell zu zersetzen.



X Kurzfassung

Die Ausbildung der Wandfilmpfade auf dem Mischelement wurde mit Hilfe eines validierten CFD-
Modells simuliert. Auf Basis der experimentellen Ergebnisse wurde ein Modell abgeleitet, mit dem
das lokale Ablagerungsrisiko bewertet werden kann. Um das Risiko zu bestimmen, wurden sowohl
Wandfilmpfade, als auch Tropfenaufprall, Wandfilmdynamik, -dicke, -geschwindigkeit und -tempe-
raturniveau, als auch die lokalen Harnstoff- und HNCO-Konzentration miteinbezogen. Die Zeit-
skalen der Wandkühlung wurden mit Hilfe von Ähnlichkeitsprinzipien reduziert. Das Modell ist in
der Lage das Ablagerungsrisiko als Funktion der Betriebsbedingungen sowie in Abhängigkeit von
grundsätzlichen Designmerkmalen, wie dem Spray und der Mischergeometrie, vorherzusagen. Die
vorgestellte Methodik kann als Erweiterung von Ammoniak-Gleichverteilungsberechnungen imple-
mentiert werden und eignet sich zur Simulation realistischer SCR-Systemgeometrien.
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Chapter 1

Introduction

Diesel engines continue to dominate the worldwide market for light and heavy duty commercial
vehicles as well as for off-road and marine applications. In Europe they have also found widespread
acceptance among passenger car customers. This is reflected for example in the market share of
newly registered, diesel powered passenger car vehicles, which on average exceeded 50 % in Western
Europe during the past decade [1].

Theoretically, ideal combustion of (sulphur-free) diesel fuel yields carbon dioxide (CO2) and water
(H2O) as reaction products. However, as a consequence of the imperfection of real combustion pro-
cesses, undesired by-products are generated. Among these are unburned hydrocarbons (HC), carbon
monoxide (CO), nitrogen oxides (NOx), and particulate matter (PM). The latter can be significantly
reduced with the application of a diesel particulate filter (DPF). In order to cope with HC and CO
emissions, a diesel oxidation catalyst (DOC) is used. Unfortunately, the availability of excess oxygen
in the diesel exhaust impedes the use of three-way-catalytic converters, as applied in gasoline fuelled
SI engines. Therefore, a number of engine-based measures were implemented, such as exhaust gas
recirculation (EGR), high pressure injection, and multiple injection techniques. In addition, exhaust
aftertreatment systems, such as lean-NOx traps (LNT) or the urea-based selective catalytic reduction
(SCR or urea-SCR), have been developed [2–4]. It is widely recognised that NOx emissions impose a
considerable risk for human health and for the environment. Therefore, legislative emission stand-
ards are continuously tightened in and outside of Europe [5–7]. Initially, engine-based measures were
sufficient to meet these emission requirements. When Euro IV and Euro V became applicable in
Europe, urea-based SCR systems were introduced on a broad scale in the heavy-duty sector. Euro 5
and 6 made the use of exhaust aftertreatment technologies in the light-duty sector a necessity. How-
ever, since cost and packaging constraints limit the profitability of LNT systems to small diesel en-
gines, urea-based SCR systems or combinations of LNT and SCR systems have become the standard
solution to cope with NOx emissions [4, 8–11].

The reduction of nitrogen oxides using selective catalytic reduction has been available for commer-
cial use for decades. In the stationary sector gaseous ammonia is used as a reductant [8,12]. However,
the transport of gaseous or liquefied NH3 is not feasible for mobile applications due to its high tox-
icity [13]. Hence, the use of a 32.5 wt % urea water solution (UWS)1 as a carrier substance has been
established for automotive SCR applications. UWS preparation proceeds in the form of a multi-stage
decomposition process. Initially, the water content is evaporated. At temperatures above 133 ◦C, urea
melts and decomposes into equal amounts of gaseous ammonia and isocyanic acid in a thermolysis

1Commercial names for UWS include AdBlue and DEF (diesel exhaust fluid).
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reaction, Eq. (1.1) [14–18]. Isocyanic acid is fairly stable in the gaseous phase but can easily be con-
verted into ammonia on typical SCR catalysts in a hydrolysis reaction, Eq. (1.2) [19].

(NH2)2(CO)(m)
urea

+heat −−→ NH3(g)
ammonia

+ HNCO(g)
isocyanic acid

(1.1)

HNCO(g)
isocyanic acid

+ H2O(g)
water vapour

−−→ NH3(g)
ammonia

+ CO2(g)
carbon dioxide

(1.2)

In the SCR catalyst and under the presence of ammonia the nitrogen oxides are converted into ele-
mentary nitrogen and water, Eqs. (1.3)-(1.6) [20–22]. The overall conversion rate is highly depend-
ent on the actual NO2/NO ratio: while an equimolar ratio is considered optimal, excess amounts of
NO2 may even promote undesired side reactions leading to the formation of nitrous oxide (N2O) [23].
In addition, the temperature-dependency of UWS preparation, catalytic activity including light-off,
and the NH3 storage behaviour affect the conversion efficiency and call for sophisticated control
strategies [9, 20, 24–26]. Evidently, the reduction of nitrogen oxides is subject to a complex inter-
action between physical and chemical processes in the DOC, mixing section and the SCR catalyst.
Aside from the selection of appropriate catalyst formulations and control strategies, it is therefore ne-
cessary to achieve fast and reliable urea decomposition and ammonia homogenisation in the mixing
section.

4NH3 +4NO+O2 −−→ 4N2 +6H2O (1.3)

4NH3 +6NO −−→ 5N2 +6H2O (1.4)

2NH3 +NO+NO2 −−→ 2N2 +3H2O (1.5)

8NH3 +6NO2 −−→ 7N2 +12H2O (1.6)

The major steps of UWS preparation are illustrated in Fig. 1.1. Urea water solution is injected into the
hot exhaust upstream the SCR catalyst. Primary breakup yields a polydisperse spray which then inter-
acts with the exhaust flow and the hot system walls. Droplet wall interaction provokes the formation
of wall film and/or secondary droplets. In a first step, water evaporates from the liquid phase. Sub-
sequently, urea melts, evaporates and decomposes into ammonia and isocyanic acid in a thermolysis
reaction, Eq. (1.1). The produced vaporous and gaseous species are then mixed with the exhaust by
convective and diffusive transport processes. Isocyanic acid is rapidly hydrolysed in the SCR catalyst,
Eq. (1.2), and the nitrogen oxides are reduced to elementary nitrogen and water vapour, Eqs. (1.3)-
(1.6). Typically, mixing elements are employed as a primary impingement target in order to enhance
the preparation process [27–29]. Apart from promoting droplet breakup effects, mixers absorb ex-
haust enthalpy more efficiently than outer system walls [30], which is what raises their temperature
level and accelerates liquid film evaporation. Moreover, the diversion of the exhaust flow and the
increase of the turbulence level promote convective and turbulent species mixing [31, 32].

During decomposition urea may undergo a number of undesired secondary reactions leading to the
formation of solid deposits. Such deposits have been found in virtually any location between the
point of injection and the SCR catalyst [16, 30, 33–39]. Their formation and accumulation is undesir-
able for a number of obvious reasons: ammonia cannot readily participate in the NOx reduction pro-
cess if stored into urea-based deposits, liquid, or crystallised urea [20, 29, 40, 41]. Reducing agent
which has been stored may be uncontrolledly released during temperature sweeps, which renders
precise system control impossible and results in NH3 slip [40]. Furthermore, deposit formation on
the injector can alter spray characteristics and targeting. In a similar way, the modification of sys-
tem surfaces through the deposition of urea decomposition residue may affect UWS preparation and
thus deteriorate the ammonia homogenisation performance. In addition, deposits on the SCR cata-
lyst, pipe walls, or the mixing element will reduce the cross section and hence increase the engine
backpressure, which in turn lowers engine efficiency and emissions performance [30]. Equally, block-
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Figure 1.1: Schematic overview of the major UWS preparation steps. Adapted from Fischer [32].

age or misuse of active catalyst surface reduces the area available for NOx reduction and NH3 stor-
age [20, 42, 43], increases the risk for ammonia slip, and may cause material deterioration, in particu-
lar washcoat loss [40], which may lead to a decrease of the catalyst lifetime [43]. All effects described
above eventually cause a higher NOx output, either by increasing the emissions level or by comprom-
ising the conversion efficiency of the catalyst. Moreover, system blockage resulting from deposit ac-
cumulation can lead to engine failure [44] and waste of the reducing agent may trigger early service
events [37].

Despite the fact that SCR systems have been successfully applied in diesel exhaust aftertreatment,
their design remains a major challenge. Increasingly tightened emission legislations put high require-
ments on the NOx reduction performance of future SCR systems. At the same time, it is necessary to
minimise UWS consumption while maximising system reliability in order to maintain customer ac-
ceptance. In order to ensure robustness of SCR system designs against deposit formation, a profound
knowledge of the underlying mechanisms is an imperative. A number of questions arise: first, under
which circumstances are deposits formed? Second, what are the relevant impact factors? Third, how
can the formation of urea-based deposits be prevented? Fourth, which kinds of deposits are critical
with respect to reliable system operation, if deposit formation cannot completely be prevented? In
addition, efficient SCR system design calls for a method that allows to predict the deposit formation
risk in the early stages of the design process.

In the present work, a detailed literature study was conducted with a focus on the impact of SCR sys-
tem design on deposit formation as well as the chemistry and physics of urea decomposition. A review
of available modelling approaches concluded the survey. In a first step, the formation of solid deposits
was examined on a series exhaust system to determine crucial deposition locations under common
conditions. Subsequently, deposit formation and accumulation were studied under a wide range of
operating conditions in order to gain a deeper understanding of the mechanisms which provoke or
prevent deposition. The deposit content and the decomposition behaviour of individual components
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were analysed in order to determine their temperature-stability. Eventually, the data was combined
to assess the severity of the individual deposits with respect to their impact on reliable system opera-
tion. In a second step, the evolution of wall film pathways was simulated using an existing CFD model
for the prediction of ammonia homogenisation, as proposed by Fischer [32] and extended by Smith
et al. [45]. Using the experimental and literature data a model was derived which assesses the deposit
formation risk based on the properties of the simulated wall film. Finally, the ability of the model to
accurately predict the risk of deposit formation was verified with measurement data.



Chapter 2

Literature Review

The impact of individual design parameters on deposit formation is well understood. Despite this,
a major problem lays in the limited transferability of these findings from one setup to another. The
complex interaction of the involved components and the strong dependency on the operating and
boundary conditions renders the derivation of universal relationships difficult. This literature review
aims at clarifying the dependency of deposit formation in SCR systems on temperature and design
aspects, such as system layout and insulation, mixing element and mixing section design as well as
doser integration and characteristics. Relevant works are reviewed and the uncertainties are identi-
fied. Furthermore, this literature review sheds light on the complex chemical and physical processes
involved in deposit formation, including the pathways of urea decomposition, their dependency on
the boundary conditions, and the most important deposit components as well as the formation of
fluid film as a precursor of deposit formation. Finally, a survey is conducted on available methods for
the prediction of deposit formation, which includes a discussion of both applicability and limitations
of approaches based on reaction kinetics and CFD.

2.1 Impact of Operation and Design on Deposit Formation

Various works consistently reported deposits at the injector tip and inside the injector dome, on the
mixing element and pipe walls as well as down to the catalyst inlet cone and frontal surface [16, 30,
33–37]. These results prove that deposit formation may occur in virtually any location between the
point of injection and the SCR catalyst. The process of deposit formation is affected by a multitude of
influence factors, which can be categorised as follows [30, 37]:

• thermal and flow-related factors, such as flow field, heat transport, temperature level, system
insulation, ambient conditions as well as deposit formation chemistry

• geometry-related factors, such as exhaust pipe design, injector dome geometry, mixer type,
orientation and location as well as SCR catalyst inlet geometry

• engine-related factors, such as operating conditions and raw emissions

• injector-related factors, such as spray characteristics and production quality

• control-related factors, such as dosing strategy, injection pulse width and frequency

The influence of single parameters is often measured based on the amount of generated deposits. In
order to quantify the severity of deposit formation, Strots et al. [34] introduced the deposit yield

ηd = md

32.5 % tUWS ṁUWS
(2.1)
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where md represents the deposit weight, tUWS the dosing time and ṁUWS the UWS injection rate. It
describes the fraction of the injected urea that is converted into deposits.

2.1.1 Operating Conditions and System Insulation

Strots et al. [34] investigated the influence of temperature and injection rate on deposit formation,
based on experiments with a heavy-duty SCR system. The authors varied one parameter at a time
while maintaining all other boundary conditions constant. An increase of the exhaust or ambient
temperature reduced the deposit yield significantly, Fig. 2.1 (columns 1 and 2). Raising the injec-
tion rate promoted deposit formation at all temperatures. As expected, the tolerance against high
injection rates was much more pronounced at elevated exhaust temperatures, Fig. 2.1 (columns 3
and 4). In a similar manner, Becker et al. [44] studied the impact of the injection rate by gradually
increasing ṁUWS from 201 mg/s to 229 mg/s while maintaining the exhaust temperature constant at
326 ◦C. Although deposit formation was observed from 215 mg/s, the overall deposit yield after 4 h
of dosing showed that accumulation was very slow. The described results prove that deposit forma-
tion is strongly temperature-dependent. Among the influence factors, the exhaust enthalpy flux has
the biggest impact. Systems readily suffer from urea deposition at low exhaust temperatures whereas
excessive dosing is necessary to provoke the latter at elevated temperatures. Low ambient temper-
atures and high injection rates both lower the temperature of system walls and therefore promote
deposition.

Schütte [35] argued that deposits formed at constant load conditions do not resemble those formed
during realistic long-term test cycles with respect to type, consistency and the location of their initial
formation. The author compared the amount of deposits formed during long-term test cycles of a
vehicle operated at low load (urban traffic) against high load conditions. While the former showed
considerable deposit formation, the latter was practically deposit free. Besides, deposits which were
formed during low load cycles could be degenerated on high load cycles. These observations un-
derline the temperature dependency of deposit formation and confirm that an increase of the tem-
perature level reduces the deposit formation risk. Cycle-based experiments might be more realistic
but complicate the isolation of single influence factors and impair the comparability of experimental
results.
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Figure 2.1: Deposit yield as a function of the exhaust temperature Te, ambient temperature Ta, and
UWS injection rate ṁUWS. Investigated parameter documented on the individual bars,
(constant) boundary conditions specified below, total amount of injected UWS was 720 g
in all experiments. Data taken from Strots et al. [34].
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In order to limit the drop of the temperature level within the exhaust system, various authors have
investigated the influence of an additional insulation on deposit formation. Strots et al. [34] wrapped
the pipe section containing the mixing element with an additional insulation and Munnannur et
al. [37] mounted a ceramic fibre insulator between injector and injector dome. Both works observed
a further reduction of the deposit yield as a result of the local system wall temperature increase. As
a consequence, Munnannur et al. [37] considered active injector tip cooling as a substantial contrib-
utor to deposit formation. Zheng et al. [30] concluded that "skin temperature largely affects deposit
formation" and therefore recommend heat retention mechanisms, such as pipe insulation or air gap,
in order to minimise heat loss.

Aside from insulation measures, the development of close-coupled type SCR systems has contributed
to an increase in the temperature level [46]. In comparison to the classic underbody type setups
these systems are shifted closer to the engine, and typically entail shorter mixing lengths as well as
the integration of DPF and SCR catalyst, the so-called SDPF or SCR on filter (SCRoF) [46–52]. This
trend compensates at least to some extent the continued reduction of diesel exhaust temperatures
downstream the turbocharger during the last decade [5].

In summary, most authors come to the conclusion that deposits are formed on surfaces with em-
phasised wall wetting and on particularly cold surfaces of the exhaust system, e.g. [35]. However, the
investigations of Strots et al. [34] and Becker et al. [44] prove that deposit formation is not necessarily
limited to low temperatures. In fact, the considered range has to cover temperatures between start of
injection (SOI) and at least 350 ◦C. Deposit formation is often studied over timescales of several hours,
e.g. [37, 44]. Although this provides insights into deposit accumulation, the investigation of shorter
timescales, e.g. [30], might be more realistic as mobile diesel engine operation is usually highly transi-
ent. Aside from that a direct correlation between deposit formation and exhaust temperature appears
to be unfeasible as it does not allow a conclusion as to the actual surface temperature in the depos-
ition area. In fact, this temperature will depend on the balance between exhaust temperature, mass
flow, and UWS injection rate as well as the overall SCR system setup. Hence, there is no alternative
to the direct measurement of such temperatures. Moreover, even though weighing was shown to be
an excellent way of quantifying deposit formation, its optical assessment appears to be essential to
clarify both mechanisms and timescales of deposit formation.

2.1.2 System Layout and Doser Integration

Zheng et al. [30] further investigated the influence of injector mounting and mixing elements on de-
posit formation. Common doser integration schemes have been compiled in Fig. 2.2. The baseline
setup featured a 45◦ injector mounting and no mixing element. A deposit yield of 58 % was obtained
in a worst case scenario at Te = 200 ◦C, Fig. 2.3 (first column). Raising the exhaust temperature to
320 ◦C gradually reduced the deposit yield to negligible amounts. Adding a mixer to this setup re-
duced the amount of formed deposits significantly and lowered the depletion temperature to 280 ◦C,
Fig. 2.3 (second column). It was interesting to notice that similar performance could be achieved us-
ing an S-bend type injection without mixing element, Fig. 2.3 (third column). Adding a mixer further
reduced the deposit yield to a maximum of just above 10 % at Te = 200 ◦C, Fig. 2.3 (fourth column).
In addition, Zheng et al. [30] found that the temperature of the outer wall was increased by 20 ◦C if
a mixing element was installed. Compared to the 45◦ injection, the S-bend type injection combined
with a mixer yielded the advantage of less spray wall interaction with the (cooler) outer pipe walls.
Even if a mixing device was not applied, the tangential injection still increased the surface area which
was used for spray wall interaction. The results confirm the fundamental temperature-dependency
and demonstrate the sensitivity of deposit formation towards the geometrical implementation of the
UWS preparation section. The usage of mixing elements reduced the amount of deposit formation
in all cases. Two major reasons contribute to this fact: mixers effectively increase the surface area
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(a) (b) (c) (d)

Figure 2.2: Rough classification of common doser integration schemes: elbow injection (a), S-bend
injection (b), 45◦ injection/cross-flow injection (c). Modified doser integration: 45◦ injec-
tion with open injector dome geometry (d).

available for spray wall interaction and accelerate UWS preparation as they absorb exhaust enthalpy
more efficiently than the outer pipe walls. As a result, the temperature level is increased not only on
the mixing element itself but also on the adjacent pipe walls.

Munnannur et al. [37] investigated the influence of the injector mounting geometry on deposit forma-
tion, based on an SCR system with cross-flow injection and inclination angles of approx. 30◦. Deposit
formation was reported in the area of the injector dome. It was initiated at the injector gasket and ac-
cumulated to a total amount of 160 g within 16 h. Subsequent CFD calculations revealed that a recir-
culation zone was formed inside the dome which was capable of trapping small droplets. The authors
inferred that these droplets may have deposited in the area of the injector tip, thus initiating deposit
formation. In a second step, the injector dome was enlarged in order to permit the upstream flow to
enter the cavity and eliminate the recirculation zone, compare Figs. 2.2(c) and 2.2(d). Munnannur et
al. [37] were able to reduce the amount of deposits to one fourth of the original value. The results are
consistent with the findings of Way et al. [33]. Seo [36] moreover suggested that gaps between injector
dome and pipe could be a starting point for deposit formation since they are likely to be isolated from
heat sources. The author also proposed an optimised injector dome geometry and demonstrated
the reduction of the recirculation zone size using CFD. These results corroborate that injector domes
are commonly prone to deposit formation. Recirculation zones consolidate the thermal isolation of
the cavities as well as poor exhaust and species exchange with the main flow. However, they can be
suppressed if the injector dome geometry is adapted in order to allow a continuous supply with fresh
exhaust. The latter effectively reduces the risk for deposit formation. In order to avoid overheating the
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injector tip, actively cooled injectors may have to be used and/or the injector tip protrusion adjusted.
Investigations by Smith et al. [53] furthermore indicate that the findings of Way et al. [33], Seo [36] and
Munnannur et al. [37] may easily be transferred to SCR systems with S-bend injection. In fact, CFD
results revealed the formation of a double vortex which must further deteriorate species exchange
and heat transfer, see Fig. 2.4. Munnannur et al. further concluded that recirculation zones in the
direct vicinity of spray cones should be avoided to prevent small droplets from getting trapped.
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Figure 2.4: Exhaust flow recirculation on a central cross section in the injector dome in an underbody
type SCR system, Te = 200 ◦C, ṁe = 100 kg/h. Adapted from Smith et al. [53].

Concludingly, both deposit yield and location can be manipulated extensively by modifying the sys-
tem layout. Geometric imperfections of system walls, such as recesses, seams, or elevations, are espe-
cially prone to deposit formation [35]. Common injector dome geometries often cause recirculation
zones which increase the deposition risk due to the deterioration of gaseous species exchange. Spray
targeting onto system walls and in particular the application of mixing elements usually contribute
significantly to UWS preparation. In all experiments specific design features were identified as major
reason for deposit formation. However, the diversity of the impact factors and the complexity of their
interaction also reveal that such correlations can hardly be generalised. In fact, a reasonable analysis
of the deposit formation risk must consider all aspects of their interaction.

2.1.3 Mixing Element Design

Conflicting optimisation criteria, such as backpressure increase, reductant mixing performance and
resistance against deposit formation, have led to the development of a broad variety of mixers, e.g. [27–
29, 53–55], see Fig. 2.5. It has been established in Section 2.1.2 that the usage of mixing elements can
substantially contribute to a reduction of the deposit yield. A number of works have aimed at identi-
fying mixer types and features which yield a high resistance against deposit formation. Zheng et
al. [30] demonstrated a reduction of the deposit yield with both a butterfly mixer and a grid mixer.
They concluded that the large surface area of the latter contributed to its good performance, sim-
ilar to a wiremesh mixer. Way et al. [33] compared different exhaust system configurations with swirl
as well as flapper type mixers and observed that only the supplementary application of a wiremesh
disc completely eliminated deposit formation. Schütte [35] minimised deposit formation by adapting
the mixing element in a manner which reduced the amount of wall film formation. In a qualitative
study, Schiller et al. [55] found that swirl mixers outperformed flapper mixers with respect to what
they called deposit performance, i.e. the resistance of the system against deposit formation. By op-
timising their baseline wiremesh, the authors were able to reduce the amount of formed deposits to
a negligible level. In contrast, the flapper-type mixer exhibited a noticeably higher deposit yield.
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(a) (b) (c)

Figure 2.5: Overview of typical mixing element geometries: two-stage blade mixer (a), swirl mixer (b),
and plate mixer (c). Adapted from Smith et al. [45, 53].

It is evident that it is not possible to provide a definitive answer to the question as to what kind of
mixer design yields the highest resistance against deposit formation. Two major reasons contribute
to this circumstance: firstly, system performance is not solely determined by the mixing element but
by the combination of mixer, mixing section and doser integration. Secondly, a comparative study,
which evaluates the deposit yield for a multitude of different mixing elements or single design para-
meters thereof, is not available to this date. Typically, only two or three models are compared against
each other [30, 55], operating conditions are inconsistent [30] or the studies fail to provide complete
data on the deposit yield [33, 55]. Furthermore, manufacturers are protective of the technical details
of their designs which makes it virtually impossible to identify single parameters improving the de-
posit performance, e.g. Schiller et al. [55]. Nevertheless, the findings confirm the previous conclusion
that the usage of mixing elements can substantially contribute to a reduction of the deposit yield, see
Section 2.1.2. Moreover, wiremesh mixers may be applied in addition to common mixing elements
in order to further reduce or eliminate the formation of deposits. In general, it appears that authors
agree on the fact that mixer designs with large surface areas mitigate the risk of deposit formation,
e.g. [30, 33]. This can most probably be attributed to the distribution of the wall film over a larger
area. In such cases both the surface to volume ratio of the wall film as well as the local ratio between
available exhaust enthalpy flux and wall film mass are increased which effectively accelerates UWS
preparation.

2.1.4 Mixing Section Design

In order to reduce the amount of deposits formed on outer pipe walls opposite to the injector or
on mixing elements, various authors have experimented with a local reduction of the exhaust pipe
cross section. Based on CFD calculations of a straight pipe geometry with cross-flow injection and a
number of splash plates, Munnannur et al. [37] found that a diameter reduction of the mixing section
effectively reduced the amount of wall film formation, compare Figs. 2.6(a) and 2.6(b). Experimental
results on a similar geometry confirmed that this measure can help to eliminate the formation of
deposits. The results are consistent with the findings of Seo [36] who conducted CFD calculations
and test bench measurements based on a similar geometry without mixer. By reducing the pipe cross
section in the injection area, he was able to considerably reduce the amount of formed deposits.
Brück et al. [56] avoided a complete redesign of the mixing section by simply adding a nozzle-shaped
insert upstream the mixing element to focus the enthalpy flux, compare Figs. 2.6(a) and 2.6(c). The
observations clearly show that a reduction of the cross section is closely related to a reduction of
the deposit formation risk. Munnannur et al. [37] mainly ascribed this to the local velocity increase
which in return increments the shear stresses and hence further spreads the liquid film. It can further
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(a) (b) (c)

Figure 2.6: Modification of the mixing section design: 45◦ injection reference design with open in-
jector dome geometry and mixing element (a), diameter reduction in the mixing section
(b), and integration of a nozzle-shaped insert upstream the mixing element (c). Mixing
elements shown in grey.

be concluded that owing to the constriction of the flow, the exhaust enthalpy flux is concentrated and
thus the local heat input enhanced. As a result, wall film evaporation is promoted which diminishes
the probability of secondary reactions.

Oesterle et al. [28, 29] found that the application of a mixing element can be complemented or at
least rudimentarily compensated by providing additional impingement surfaces. Evidence for this
behaviour can also be found in a recent work by Smith et al. [45]. The authors observed that droplets
which passed the mixing element easily reached the catalyst intake surface due to the lack of further
impingement surfaces. As a result, noticeable NH3 hot spots were formed which can be related to the
formation of deposits [16, 28, 40].

Again, the observations point out that both an increase of the wall film surface to volume ratio and the
local ratio between available exhaust enthalpy flux and wall film mass contribute to UWS preparation.
In any case, the mixing section should provide sufficient impingement surfaces to realise liquid phase
decomposition upstream of the catalyst substrate.

2.1.5 Spray and Doser Characteristics

During the injection process, UWS is atomised and a polydisperse spray is produced. The major spray
parameters can be adjusted through the design of the nozzle hole disc or the nozzle shape, in case of
hollow cone injectors. Single and multi-hole dosers can be realised with a large variety of injection
(cone) angles. The characteristics of the spray are determined by the nozzle shape(s) and diameter(s),
and can be modified by means of the injection pressure. Typically, the Sauter mean diameter (SMD
or d32) is specified in order to describe the droplet spectrum [57]. It relates the surface area of all
droplets to their volume and is therefore a characteristic quantity of the spray, especially in terms of
its evaporation behaviour. An increase of the injection pressure effects a reduction of the SMD while
the droplet injection velocity is increased [58]. The same behaviour can be observed for a reduction
of the nozzle diameter. On the one hand, droplets of smaller size evaporate more quickly [32, 59]. On
the other hand, their trajectories are manipulated by the exhaust flow more easily, which may signi-
ficantly affect the spray targeting and can lead to droplet trapping within recirculation zones [37]. The
term spray targeting may therefore not be reduced solely to the orientation of the spray cone axes. It
also includes the ability of the spray to resist a deflection by the flow field sufficiently in order to guar-
antee that the desired target surfaces are hit, e.g. on the mixing element. Both Schütte [35] and Smith
et al. [53] documented deposit formation on the nozzle hole disc and inside the injector dome. How-
ever, both areas are undesired as spray targets and a number of investigations has been conducted to
shed light on the mechanisms of their formation as well as the dominant impact factors.

Smith et al. [53] found caldera-shaped deposits on the nozzle hole disc throughout their entire study,
compare Figs. 5.2(a), 5.2(e) and 5.2(i). In contrast, Schütte [35] observed that such deposits were peri-
odically dissolved and purged or transported to adjacent surfaces. In his experiments, he was able to
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provoke dome-shaped deposits only by excessively increasing the temperature. This is plausible given
the fact that, at identical exhaust temperatures of 200 ◦C, Smith et al. [53] measured injector dome
wall temperatures around 140 ◦C while Schütte [35] reported average temperatures around 108 ◦C.
The author also documented that a further reduction of the temperature level caused a linear increase
of the deposit yield from just under 10 % at 101.5 ◦C to roughly 55 % at 50.3 ◦C. On the one hand, the
temperature drop of the wall below approx. 133 ◦C (urea melting temperature) shifted the dominance
of deposit formation pathways from chemical reaction products to crystallised urea, see Section 2.2.1.
On the other hand, the temperature drop further reduced the evaporation rate of the water content
and therefore promoted the continuous removal of deposits from the nozzle hole disc by mitigating
urea crystallisation locally. Potential deposits must have been continuously dissolved and shifted fur-
ther inside the system. The results underline the fundamental temperature-dependency of deposit
formation and confirm that the injector dome geometry has significant impact on the actual heat
exchange.

Four major mechanisms have been proposed in order to explain the relevant wall wetting mechan-
isms inside the injector dome. Droplet injection outside the spray cone (1) may not only be observed
during injector opening and closing but has to be considered as common for UWS injectors. Real
spray cones cannot be delimited sharply and are usually specified by optically determining the cone
angle which contains 90 % of the actual droplet mass. In case the distance between this core spray
cone and the injector dome walls is chosen too small, they may easily be wetted, see Fig. 2.7 (hy-
pothesis I). Droplet deflection by recirculation zones (2) occurs as the flow field inside the injector
dome is usually characterised by a an exhaust recirculation which is driven by the main flow, see Sec-
tion 2.1.2 and Fig. 2.4. In addition, small recirculation zones may be generated through entrainment
of the exhaust by the injection bursts. Small droplets are decelerated rapidly after injection and may
easily remain inside the dome until the next injection event. Such droplets may easily be caught in
recirculation zones and impinge on adjacent injector dome walls, see Fig. 2.7 (hypothesis II). Trick-
ling of wall films originating from a permanently wetted nozzle hole disc (3) triggers the wetting of
adjacent injector dome walls, and has been attributed to injector leakage and UWS remainders from
previous injection events [53, 60, 61], see Figs. 2.7 (hypothesis III) and 2.8. Delayed droplet release
(4) may be caused by rebound effects of the injector needle and can lead to the release of (large size)
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Figure 2.7: Schematic overview of hypotheses about the deposit formation mechanisms inside the
injector dome. Adapted from Schütte [35].
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droplets after injector closing [53,60–62]. Such droplets are usually characterised by arbitrary traject-
ories and low injection velocities. Therefore, they may easily be diverted towards the injector dome
walls by the local flow field or, in case of heavy droplets, by gravitation.

(a) (b) (c)

Figure 2.8: Gradual wetting of the nozzle hole disc by UWS leakage after injector closing: clean in-
jector prior to first injection event (a), and wetted nozzle hole disc prior to second (b) and
third (c) injection event. 3-hole injector, injector tip temperature 140 ◦C, UWS injection
rate ṁUWS = 13 mg/s. Wetted areas marked in red.

Dong et al. [16] and Schütte [35] experimentally assessed the impact of a number of operating para-
meters and doser characteristics on the formation of deposits in the injector dome. Schütte found
that a variation of the injection frequency at constant injection rate did not affect the deposit yield
up to 6 Hz. However, a considerable increase was observed at 8 Hz and may be attributed mainly to
amplification of phenomena related to injector opening and closing (mechanisms 1, 3, and 4) but
also to a more consistent excitation of recirculation zones by the spray bursts (mechanism 2). Be-
sides, the cooling efficiency of the evaporating wall film is also determined by its distribution, i.e. by
its surface to volume (or area to thickness) ratio. Injection with higher frequencies on average leads
to thinner films as the introduction of the liquid phase is more evenly distributed over time. As a
result the evaporation rate increases which in turn promotes the cooling efficiency. Eventually, the
local temperature drops to lower levels which correlates with higher deposit yields, see Section 2.1.1.
Both Dong et al. [16] and Schütte [35] also investigated the impact of the injection pressure on de-
posit formation and documented opposing trends. Schütte [35] observed emphasised wall wetting
and an exponential increase of the deposit yield if the pressure was raised from 3 bar to 7 bar. The en-
tailed reduction of the spray SMD facilitates droplet deflection by recirculation zones (mechanism 2).
Moreover, the pressure increase probably also brought along an increase of the spray cone angle and
might have led to direct droplet impingement or at least to an amplification of indirect wall wetting
by droplets injected outside the major spray cone (mechanism 1). In contrast, Dong et al. [16] showed
that injector operation with 8 bar instead of 2 bar eliminated deposit formation both on the pipe walls
and the SCR catalyst inlet. The pressure increase, in combination with a modified nozzle hole disc,
must have impeded deposit formation by improving liquid phase atomisation and by spreading the
spray targeting onto a larger surface. In separate measurement campaigns Schütte also quantified
the deposit yield as a function of the spray cone angle (at approx. constant SMD) and the SMD (at
constant spray angle). In line with previous findings the evidence suggests that, although an intens-
ified spray atomisation may theoretically help to mitigate deposit formation, the impact of the spray
targeting dominates the potentially accelerated droplet evaporation in finer sprays. This is due to
the fact that in typical SCR systems the timescales between droplet injection and impingement are
very short in comparison with the droplet depletion timescales [31, 32, 63]. The results confirm the
importance of optimising the combination of mixer, mixing section and doser integration in order to
prevent local areas of wall film accumulation.

Altogether, the four hypotheses provide a comprehensive outline of the mechanisms of deposit form-
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ation specific to the environment of the injector, which go beyond direct wall wetting: droplet in-
jection outside the spray cone (I), droplet deflection off the spray cone by recirculation zones (II), as
well as irregular dosing in the form of injector leakage (III), and delayed droplet release (IV). While
the behaviour and impact of single injector parameters and doser characteristics appears to be well
understood, generalised correlations cannot be derived. As in the case of the overall system layout,
a reasonable analysis of the deposit formation risk must consider all spray characteristics and their
interaction with other system components. A comparison of the findings described in Sections 2.1.1-
2.1.5 yields that deposits have to be classified into two categories: injector-related deposits and wall
wetting-related deposits. While the former can be linked to parasitic effects or malfunctioning of the
injector itself, such as leakage, the latter can be attributed to droplet impingement at the wall.

2.2 Chemistry and Physics of Deposit Formation

The review of deposit formation in Section 2.1 helps to understand general trends and the influence of
single design aspects. However, many underlying mechanisms cannot be identified in complete SCR
systems as chemical and physical subprocesses superimpose. The relevance and impact of these sub-
processes shall be clarified in this section and help to understand the root causes and mechanisms
of deposit formation. A comprehensive reaction scheme of urea decomposition is provided along-
side with crucial temperatures, components and off-gases. The influence of boundary conditions
on the outcome of the decomposition process are reviewed as well as the formation of wall film as a
precursor of deposits and crystallisation. Individual mechanisms which promote or impede deposit
formation are pointed out.

2.2.1 Urea Decomposition Pathways

The chemistry of urea decomposition has been investigated under laboratory conditions in numer-
ous works [14, 16, 17, 43, 64–68]. However, the most comprehensive outline of the urea decomposi-
tion chemistry has been presented by Schaber et al. [14, 67]. Based on thermogravimetric analyses
(TGA) the authors identified three major urea decomposition steps: room temperature to 250 ◦C,
250...360 ◦C and above 360 ◦C, associated with mass losses of approximately 72 %, 24 % and 4 % [14],
see blue curve in Fig. 2.9. Moreover, high performance liquid chromatography (HPLC) and Four-
ier transform infrared spectroscopy (FTIR) were applied to determine the contents of urea decom-
position residue and pyrolysis off-gases. Based on the combined experimental data and a review of
possible chemical pathways, Schaber et al. [14] classified the pyrolysis process into four reaction or
temperature regimes. In the present work, this scheme will be adopted, complemented wherever ap-
propriate, and extended to include the chemistry of even more temperature-stable deposit compon-
ents. The present section shall provide a general outline of urea decomposition, which has also been
summarised in a schematic overview, Fig. 2.10. The subsequent Section 2.2.2 will discuss the impact
of the experimental boundary conditions and draw a conclusion on the relevance of the individual
decomposition by-products.

Reaction Regimes

The urea melting and decomposition temperature has been reported around 133 ◦C [14, 69, 70]. It
can be seen as the onset of the first reaction regime even though urea does not exhibit noticeable
mass loss below approx. 152 ◦C [14]. Decomposition proceeds in the form of a thermolysis reaction,
Eq. (1.1), via ammonium cyanate [NH +

4 NCO – ] as an intermediate [14, 71, 72] and eventually yields
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Figure 2.9: Thermogravimetric analysis of urea, biuret, cyanuric acid, ammelide and ammeline de-
composition. Heating rate 10 ◦C/min, purge gas N2, sample mass 30 mg. Data taken from
Schaber et al. [14].

gaseous ammonia and isocyanic acid. It has been established that isocyanic acid can easily be hydro-
lysed on a typical SCR catalyst according to Eq. (1.2) [19,73,74]. However, in the absence of a suitable
catalyst, it remains stable in the gaseous phase up to temperatures in the range 700...1000 ◦C for sev-
eral seconds [19, 75]. The very high reactivity of isocyanic acid [71, 76] and its availability in close
proximity to the urea melt are the root causes for undesired secondary reactions. As a consequence,
biuret formation is initiated around 160 ◦C through reaction of intact urea with gaseous isocyanic
acid [14, 43, 68, 70, 77]. It is paralleled by small amounts of cyanuric acid as well as ammelide form-
ation from 175 ◦C [14, 43, 64, 66, 68, 70, 78]. Essentially, the first reaction regime is dominated by the
conversion of urea into biuret [14, 70].

The second reaction regime commences at temperatures exceeding 190 ◦C, when alternative chem-
ical pathways gain in importance. The onset of biuret melting and simultaneous decomposition has
been documented at approx. 193 ◦C [14, 33, 64, 79], see Fig. 2.9. Its decomposition proceeds via urea,
which is unstable at this temperature and rapidly undergoes thermolysis [14, 64, 68]. However, biuret
may also react to yield cyanuric acid and ammelide, which exhibit increased production in this tem-
perature range [14, 43, 64, 68]. The second reaction regime also marks the onset of ammeline and tri-
uret formation [14,17,64,70,71,80]. Moreover, the direct trimerisation of isocyanic acid has been doc-
umented in the literature [14,43,64,68], although the produced cyanuric acid will rather be dispersed
in the gas phase than deposited on system walls. Between 210 ◦C and 225 ◦C the urea and biuret de-
composition residue precipitate in the form of a sticky solid matrix [14, 64, 70]. This phenomenon
becomes visible in the form of a narrow plateau region during urea decomposition and is even more
prominent during biuret decomposition [14, 33, 37, 64–66, 70], see Fig. 2.9. At this point, urea decom-
position has left cyanuric acid and ammelide as the major components of the residue [14, 70]. Due
to the solidification of the melt, ammonia and isocyanic acid can hardly diffuse from the system but
get trapped in the matrix or are stored in the form of ammonium cyanate or hydronium cyanate [14].
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Likewise, urea and biuret can interact with cyanuric acid and be stored within the solid matrix. At
temperatures as low as 220 ◦C the decomposition of triuret is initiated and mainly yields cyanuric
acid [64, 70, 81]. Moreover, cyanamide formation might act as an intermediate during the production
of melamine [14]. Essentially, the second reaction regime is dominated by the conversion of urea and
biuret into cyanuric acid and ammelide [14, 70].

Another transition between the dominating chemical pathways marks the onset of the third reac-
tion regime at temperatures in excess of 250 ◦C. With temperatures approaching 275 ◦C the de-
composition of cyanuric acid and the cyanates into the gas phase becomes noticeable [14]. Above
300 ◦C, amination reactions contribute to the decomposition of cyanuric acid, ammelide and am-
meline [14, 43, 68, 78]. Ammelide and ammeline sublimation commence at 340 ◦C and 310 ◦C [14].
Around 350 ◦C, urea, biuret and stored cyanates are practically depleted and the major part of the cy-
anuric acid is decomposed [14, 70]. At this point, cyanuric acid, ammelide, ammeline and melamine
are the major components within the decomposition residue. Essentially, the third reaction regime
is characterised by the decomposition of cyanuric acid. Depending on the boundary conditions, the
immediate decomposition into the gas phase competes with the conversion into the more temperat-
ure stable components ammelide and ammeline.

Around 350 ◦C the dominant chemical pathways exhibit another change. The mass plateau in the
urea TGA indicates the onset of the fourth reaction regime [14, 33, 37, 43, 70], see Fig. 2.9. Above this
temperature, the residue gradually continue to decompose. Ammelide and ammeline melt with de-
composition at approximately 410 ◦C and 435 ◦C [64], respectively. Urea depletion can be completed
at temperatures around 450 ◦C, indicating that minor residual amounts of ammelide, ammeline and
melamine easily decompose or sublimate into the gas phase. However, the comparison of the fi-
nal urea decomposition stage with the pyrolysis of pure ammelide and ammeline clearly shows that
below 450 ◦C neither sublimation nor decomposition of the latter occurs at sufficient rates to decom-
pose larger amounts of these components, Fig. 2.9. In fact, temperatures in the range 600...725 ◦C
were required to deplete the samples [14]. Moreover, both ammelide and ammeline exhibit mass
plateaus during decomposition at roughly 475 ◦C [14, 64], suggesting the formation of even more
complex molecules as intermediates during their decomposition. Supporting evidence for this con-
clusion can be found in the work of Koryakin et al. [64], who identified melon as the final pyrolysis
product. This is also in line with results of Eichelbaum et al. [43] who found that urea decomposi-
tion could be delayed up to temperatures around 750 ◦C and identified the decomposition residue
at 500 ◦C as a mixture of melem and melon. Essentially, the fourth reaction regime is characterised
by the decomposition of ammelide and ammeline. Depending on the boundary conditions, the im-
mediate decomposition into the gas phase competes with the conversion into the more temperature
stable components melem and melon.

If urea decomposition is not completed between 400 ◦C and 450 ◦C, the formation of melamine con-
densates gains in importance and starts to compete with the sublimation and decomposition of the
residual triazines cyanuric acid, ammelide, ammeline and melamine. Melamine sublimation is ini-
tiated below 250 ◦C and peaks around 345 ◦C [14, 82]. In a parallel process melamine may, however,
be converted into melem starting from around 367...380 ◦C [82], most probably via the rather instable
intermediate melam [80, 82–86]. It is likely that the conversion of residual triazines into melem is
completed around 475 ◦C where both ammelide and ammeline decomposition exhibit another mass
plateau, see Fig. 2.9. Melem conversion into the most stable melamine condensate melon is expected
to commence in the range 420...425 ◦C [64, 80, 82, 84, 86, 87]. Eventually, melon decomposition be-
comes effective above 500...520 ◦C [83,88,89] and may continue to temperatures up to 850 ◦C [83,87].
Possible decomposition pathways include reverse reactions via melem, melam, melamine, ammeline
and ammelide back to cyanuric acid [68,80]. As the reaction products are unstable at this temperature
level they continue to decompose via sublimation [14, 18, 43, 87, 90] or further chemical conversion.
Cyanuric acid decomposes into gaseous isocyanic acid. Ammelide, ammeline and melamine may
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also decompose into ammonia and isocyanic acid via the formation of cyanamide [78]. This is in line
with the results of Jones et al. [91] who found that even in the range 450...750 ◦C the urea decom-
position off-gases were composed of varying ratios of ammonia, isocyanic acid and carbon dioxide.
Eichelbaum et al. [43] observed that above 625 ◦C the decomposition residue were converted into
(CN)2 (cyanogen) and HNCO. Other possible decomposition products include HCN (hydrogen cy-
anide) and N2 [18, 83, 87, 90]. Due to their high formation temperatures (' 365 ◦C) the formation of
melamine condensation products such as melam, melem and melon will be relevant rather for the
decomposition of present deposits than for their formation.

Summary

In summary, urea decomposition can be divided into four reaction regimes which are characterised
by the dominance of different chemical pathways, see Fig. 2.10. Urea melts at 133 ◦C but does not
exhibit noticeable decomposition below roughly 150 ◦C. Biuret decomposition commences around
160 ◦C and is paralleled by small amounts of cyanuric acid and ammelide formation from 175 ◦C.
Above 190 ◦C, biuret decomposition is initiated and accompanied by increased production of cy-
anuric acid, ammelide and ammeline. Cyanuric acid decomposition contributes to further mass
losses from 250 ◦C and is paralleled by gradual conversion into ammelide, ammeline and melamine
above 300 ◦C. The experimental data shows that, if the decomposition of the triazines cyanuric acid,
ammelide, ammeline and melamine is not completed up to approx. 450 ◦C, the accumulation of
melamine condensation products, such as melem and melon, may be triggered. Melem is formed
from roughly 365 ◦C and its conversion into melon starts around 420 ◦C. Temperatures in excess of
500 ◦C are required for melon decomposition to become effective. Fast decomposition may even re-
quire temperatures exceeding 600 ◦C.

Ammonium cyanate acts as an intermediate during urea decomposition, just as melem formation
proceeds via the intermediate melam. In a similar manner, gaseous cyanamide is believed to act as
an intermediate during the production and decomposition of melamine production. Furthermore,
the evidence suggests that gaseous species can either get trapped or interact with each other and be
stored in ionic form in the matrix of solidified decomposition residue. In a smiliar manner, small
amounts of urea and biuret might get bound in the form of ionic cyanurates by interacting with cya-
nuric acid.

In terms of solid phase components urea decomposition residue are dominated by the presence of
urea, biuret and cyanuric acid, ammelide and ammeline. While the former three constitute the major
components with respect to deposit mass, the latter two are crucial because of their temperature-
stability. Urea, biuret and cyanuric acid may easily be identified and distinguished with thermogra-
vimetric analysis. In contrast, ammelide and ammeline cannot safely be differentiated. However,
the identification of mixtures thereof is deemed sufficient to determine the severity of the deposit
composition. Common deposits will hardly contain any melamine condensation products, assum-
ing wall film as a precursor for deposit formation and a maximum wall wetting temperature below
350 ◦C. Above, their formation can easily be triggered, e.g. during deposit decomposition. In terms of
gaseous species NH3, HNCO, H2O and CO2 have to be considered as the major components involved
in urea decomposition. In particular up to around 190 ◦C the decomposition chemistry is mainly de-
pendent on the availability of isocyanic acid. While the consumption of isocyanic acid is gradually
omitted above 190 ◦C, ammonia begins to play a major role starting from approx. 300 ◦C. Both H2O
and CO2 will be available in diesel exhaust in any case, besides the fact that noticeable amounts of
water vapour are produced during the initial phase of UWS decomposition as well.
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2.2.2 Boundary Conditions and Catalysis

A review of thermogravimetric experiments of urea and its decomposition by-products yields that
the experimental boundary conditions have a significant impact on the respective decomposition
processes [14,16,33,37,40,43,64–66,70]. Direct comparisons are usually problematic if measurements
differ in more than one parameter. Common influence factors include the crucible geometry, sample
mass and consistency, purge gas and flow rate as well as boundary conditions which may directly
affect the chemistry, such as the presence of moisture or a catalyst.

Brack et al. [70] showed that urea depletion was delayed if the sample mass was increased. The com-
pletion of the cyanuric acid decomposition stage (third reaction regime, see Section 2.2.1) was shifted
by more than 50 ◦C for a twentyfold increase of the sample mass, see Fig. 2.11(a). The amount of re-
sidual by-products at 260 ◦C increased more than twofold. Besides, the lighter sample was depleted
around 375 ◦C whereas nearly 9 % of the heavier sample were left undecomposed at this temperature.
Given the very low heating rate of 2 ◦C/min it is unlikely that thermal inertia noticeably contributed
to the delayed sample depletion. However, the increase in mass results in a lower surface to volume
ratio and thus prolongs both decomposition and evolution of gaseous species. The gas phase con-
centrations are maintained on a higher level which in turn promotes undesired secondary reactions.
In conclusion, both the temperature-stability and the depletion time of a deposit increase with its
mass, even if the initial composition remains unchanged.

Brack et al. [70] also documented that an increase of the heating rate shifted the depletion temperat-
ures of urea, biuret and cyanuric acid towards higher values, see Fig. 2.11(b) (data for biuret and cya-
nuric acid not shown). The intensification of by-product formation primarily affected urea. Both the
increase of thermal inertia and the lowered residence times in given temperature windows defer the
decomposition process towards higher temperatures where secondary reactions are more probable
and/or proceeded at higher rates. This is in line with experimental results of Lundström et al. [92].
The authors decomposed UWS from an impregnated monolith and found that the increase of the
heating rate intensified biuret production. Despite this, less time may be required for the decompos-
ition with higher heating rates, as the increased depletion temperatures will usually still be reached
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Figure 2.11: Thermogravimetric analysis of urea decomposition for different sample masses (a) and
heating rates (b). Purge gas N2, cylinder-like crucible. Data taken from Brack et al. [70].
Residual weight of the samples marked with symbols every 50 ◦C in order to facilitate
identification and comparison.
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faster. In the context of a deposit this means that higher heating rates are always desirable if the tar-
get temperature is high enough to allow sample depletion. In all other cases decomposition at low
heating rates is preferable as it involves less by-product formation.

Multiple authors demonstrated that sample decomposition was delayed and by-product formation
increased if an open crucible was covered with a lid [43, 64, 70], see Fig. 2.12(a) (data for biuret and
cyanuric acid not shown). The slower removal of gaseous species by the purge gas effect higher local
gas phase concentrations [43,64,92]. The increase in concentration does not only promote undesired
secondary reactions but also delays decomposition into gaseous components by shifting the equilib-
rium of the individual reactions towards the liquid/solid phase [64,78,92]. In conclusion, less deposits
will be formed during UWS preparation in locations which allow quick removal of reaction off-gases.
Equally, present deposits will decompose faster and with less by-product formation.

Multiple works investigated the impact of moisture on the decomposition process of urea [17, 43, 70],
as it is required for the hydrolysis of HNCO, Eq. (1.2). The presence of water vapour accelerated the
completion of individual decomposition stages [70], see Fig. 2.12(b), reduced the formation of by-
products, and contributed to the decomposition of temperature-stable triazines, such as ammelide
and ammeline [43]. The actual concentration of the moisture did not appear to affect the process [70].
The experiments clearly indicate that moisture can accelerate urea decomposition over the whole
temperature range if the boundary conditions do not impede or inhibit a direct contact between
sample and water vapour. Below 300 ◦C, moisture may help to reduce deposition by hydrolytically
lowering the amount of isocyanic acid available for secondary reactions. However, the effect should
be limited to deposit formation locations with very poor gas exchange as isocyanic acid is quite stable
in the gas phase [19,75] and noticeable gas phase hydrolysis requires residence times exceeding those
expected for SCR systems [15]. Above 300 ◦C, moisture can contribute to the decomposition of am-
melide, ammeline and melamine by promoting desamination reactions, see Section 2.2.1.

The question arose whether or not catalysts could accelerate urea decomposition. Eichelbaum et
al. [43] observed that both urea thermolysis and hydrolysis were initiated and completed earlier, and
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Figure 2.12: Thermogravimetric analysis of urea decomposition for different crucible configura-
tions (a) and water vapour concentrations (b). (a): comparison of plate crucible and
crucible covered with lid. Data taken from Koryakin et al. [64]. (b): purge gas N2 with
specified water vapour content (w.v.), heating rate 2 ◦C/min, cylinder-like crucible. Data
taken from Brack et al. [70]. Residual weight of the samples marked with symbols every
50 ◦C in order to facilitate identification and comparison.
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with less by-product formation under the presence of zeolite-catalysts, such as Fe-Beta, H-Beta, H-Y,
or Cu-Y. Bernhard et al. [68] found that the presence of a TiO2-coated corderite catalyst promoted the
hydrolysis of urea, biuret, cyanuric acid, and melamine. The authors recommended the usage of TiO2
as a coating for mixing elements, as realised e.g. in [34, 56], and pipe walls to impede deposit form-
ation. As without catalytic substrates, urea decomposition was promoted if the samples exhibited
higher surface-to-volume [43] ratios and under the presence of water vapour [17, 43, 68].

During deposit formation the conditions inside a typical SCR system will be more similar to experi-
mental setups using plate crucibles or monoliths. As UWS is atomised into the system in the form of a
fine spray, liquid films will be rather widespread on the mixing element and the system walls, i.e. they
will exhibit high surface to volume ratios. Catalytically active coatings are rarely applied upstream of
the SCR catalyst and heating rates are in the range of 20 ◦C/min [70], or higher. However, if present
deposits decompose these boundary conditions may be different. Not only will the surface to volume
ratio be lower but also the temperature level will remain on a rather constant level, leaving more time
for undesired secondary reactions in the particular temperature window. While deposit formation
and decomposition will qualitatively proceed according to the chemical pathways described in Sec-
tion 2.2.1, the amount of formed by-products and the relevance of individual pathways will be altered
depending on the boundary conditions, as described in the present section. Concludingly, differences
between the reported chemical schemes and formed by-products may not be seen as inconsistencies.
In fact, they reflect the dependency of deposit formation and decomposition on the boundary con-
ditions. However, from this perspective, the specification of exact temperature thresholds appears
questionable. The temperatures given in Section 2.2.1 represent reasonable values. However, decom-
position may commence at lower temperatures, if heating rates are low or if samples are maintained
on a certain temperature level, see e.g. [14, 64, 68, 70, 78].

2.2.3 Fluid Film and Crystallisation

It has been established that liquid film is a precursor for deposit formation, e.g. [30, 33, 36, 37, 93]
and Section 2.2.1. However, impingement of UWS droplets on system walls can hardly be prevented.
In fact, it is usually welcomed in order to promote UWS preparation. Therefore, the question arises
under which circumstances wall film formation can be observed and which properties it will have.

Start of injection is bound to sufficient catalyst activity and UWS preparation. Catalyst light-off is of-
ten characterised by a minimum of 50 % NOx conversion [94] and can be achieved at temperatures
as low as approx. 150 ◦C [95–97], depending on substrate and coating. UWS decomposition requires
minimum temperatures around 180 ◦C to proceed at noticeable rates [92]. Therefore, a minimum ex-
haust temperature of 180 ◦C upstream the SCR catalyst is frequently taken as a threshold for the start
of injection, see e.g. [98]. Depending on the individual geometry of the SCR system, the mixing ele-
ment will be located roughly 200...1000 mm further upstream. Taking into account heat conduction
and heat losses, the temperature at its centre will be just above 180 ◦C prior to start of injection.

The maximum temperature up to which a wall film will be formed is called the deposition limit [99,
100]. Bai and Gosman [99] indicated that the deposition limit does not necessarily coincide with
the Leidenfrost temperature, i.e. the temperature that is characterised by minimum heat transfer
between wall and liquid phase. However, Birkhold [101] observed that the onset of wall wetting prac-
tically coincided with the Leidenfrost temperature. The deposition limit was therefore equated with
the Leidenfrost temperature in several works, e.g. Birkhold [101] and Fischer [32]. Although meas-
urement data is available in the literature, the reported values appear to be inconsistent and range
from wall temperatures in the range Tw = 190...210 ◦C (deposition limit, [30]) to Tw = 265...280 ◦C
(Leidenfrost temperature, [102]). The work of Fischer [32] further confirmed the dependency of the
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Leidenfrost temperature on the experimental setup. In addition, the deposition limit is not necessar-
ily a sharp and constant boundary. On the one hand, the onset of wall wetting depends on whether
or not the conditions during droplet impact permit the formation of a vapour cushion. On the other
hand, it depends on whether or not the cooling efficiency of the Leidenfrost effect is sufficient to
lower the wall temperature to the Leidenfrost point. A review of the literature yields that it rises not
only with the specific impingement mass flow rate [58, 93, 103–106]

ṁimp,s =
mimp

Aimpt
(2.2)

where mimp is the impinging droplet mass and Aimp the impingement area, but also with the injection
frequency [106], impact Weber number [107,108] and velocity [104,105], surface roughness [109], and
with decreasing droplet diameters [108], see Fig. 2.13. In addition, interactions between neighbouring
droplets have been found to affect the experimental outcome [100]. The compiled data clearly shows
that the deposition limit is essentially determined by the operating conditions and the system setup.
Minimum temperatures of 280 ◦C, or even higher, may be necessary to effectively prevent wall wetting
following the onset of dosing. Yet, the knowledge about the major impact factors may also be used to
stabilise the Leidenfrost effect and hence impede the formation of deposits from wall films.
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Figure 2.13: Heat removal upon droplet impact and Leidenfrost temperature as a function of the
droplet impact Weber number. Water droplets on nickel plate, dd = 180µm. Figure taken
from Dunand et al. [108] (a). Leidenfrost temperature as a function of the specific im-
pingement mass flow rate and the droplet impact velocity. Water droplets on tool steel.
Data taken from Czechowski [105] (b).

The lowest wall temperatures are typically observed in (primary) impingement areas as wall film
evaporation cools system walls locally. Despite the minimum temperature requirements for the start
of injection, the temperature in such areas and their vicinity may even drop below the urea melting
temperature of 133 ◦C, see Section 2.2.1. While water continues to evaporate below 133 ◦C, urea de-
composition is practically impeded. As a consequence the solution continuously concentrates and
urea may partly recrystallise as its solubility is highly temperature-dependent, see phase diagram in
Fig. 2.14. In case crystallised urea adheres to system walls this must also be referred to as deposit
formation. As the process is reversible, this is primarily an undesired storage of reducing agent in
the form of pure urea. However, if the conditions are unfavourable during a subsequent temperature
increase, secondary reactions may be triggered and can effect a conversion into more temperature-
stable deposits, see Section 2.2.2. Despite this, the major deposit formation risk appears to originate
from wall film which trickles off the primary impingement areas and is gradually heated up to tem-
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Figure 2.14: Solubility of urea in water versus temperature. Data taken from [110–113].

peratures above 160 ◦C, which marks the onset of secondary reactions, see Section 2.2.1. As in case
of crystallisation, this process is paralleled by a continuous concentration of the film due to the on-
going evaporation and decomposition. Eventually, a deposit is formed if the exhaust enthalpy is not
sufficient for complete UWS decomposition, see also Becker et al. [44].

Multiple authors attempted to correlate deposit formation with the presence of liquid film as a pre-
cursor of deposits [32, 44, 114–116]. However, the experimental data showed that, in the majority of
the cases, deposits only formed in the direct vicinity of impingement areas if the exhaust temperat-
ures were close to the deposition limit [44, 114–116]. Interestingly, primary impingement areas often
remained visible despite the formation of deposits, see Figs. 2.16(a) and 2.16(c). The experimental
data also proved that urea solidification occurred further downstream alongside the wall film trick-
ling pathways if the temperature level was well below the deposition limit [37, 44, 114]. The trickling
distance increased if the exhaust mass flow and/or temperature were reduced [114]. In the light of
these observations the existence of a direct correlation between wall wetting and deposition remains
questionable. Even though liquid film was confirmed as a precursor of deposit formation, it appears
essential to capture the pathways and to consider the properties of the wall film. For this purpose,
Becker et al. [44] analysed the spray surface load (SSL), i.e. the liquid film mass per unit area and
time. While the approach certainly went beyond interpreting the mere presence of wall film, the au-
thors did not find a universal correlation between the SSL and deposit formation. After all, the SSL
appears to be rather a measure for the ability of the mixer to evaporate a certain amount of wall film
at given operating conditions, than a direct measure for deposit formation. The available data shows
that the mechanisms of deposit formation have not yet been clarified sufficiently. Further experi-
mental backup is required to establish reliable correlations between wall wetting, wall film properties,
and deposition.
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2.3 Prediction of Deposit Formation

Currently available approaches for the prediction of deposit formation can be roughly classified into
two categories. On the one hand, models were put forward which aimed at capturing the reaction
kinetics of urea decomposition. These approaches are typically bound to reactor environments, but
implement detailed chemical schemes. On the other hand, models were presented which aimed at
detecting precursors of deposit formation. Commonly, these approaches can be applied on real-
istic SCR system geometries but vastly simplify the involved chemistry. The present section gives
an overview of the available models, and points out strengths and weaknesses of the respective ap-
proaches.

2.3.1 Reaction Kinetics Modelling

Ebrahimian et al. [18] derived the first kinetic scheme to model urea decomposition chemistry. The
semi-detailed scheme considered aqueous and solid urea, biuret, cyanuric acid, and ammelide along-
side with intermediates such as ammonium and cyanate ions. The simulations were conducted
using a (zero-dimensional) continuously stirred tank reactor (CSTR) model of the commercial soft-
ware CHEMKIN AURORA. The model was calibrated and validated based on experimental results by
Schaber et al. [14] and Lundström et al. [92]. The qualitative prediction of gaseous species release
was acceptable both for urea and biuret pyrolysis in a crucible, as well as for UWS decomposition
from an impregnated monolith. Urea mass loss was represented with good accuracy up to approx.
200 ◦C, see Fig. 2.15(a). However, the simulation of biuret, cyanuric acid and ammelide decom-
position still lacked individual details, as in particular the ammelide decomposition chemistry was
heavily simplified. In summary, the model captured fundamental trends attributed to changes of the
boundary conditions, such as the sample mass, heating rate, purge gas flow rate, and different ways
of sample administration (cup, pan, monolith). However, a verification of the universal applicabil-
ity of the model would require the simultaneous validation of both gas phase and liquid/solid phase
response to thermal decomposition, as well as a systematic variation of single parameters. Although
the respective data was not shown, the authors claimed that the model had also been successfully
implemented into the IFP-C3D CFD code [117].

A similar semi-detailed kinetic scheme was developed by Brack et al. [70]. The premise of the authors
was to provide a framework which was able to reliably capture the impact of sample mass, heating
rate, gas phase concentrations, and surface to volume ratio of the sample on the decomposition pro-
cess. The scheme considered urea, biuret, triuret, cyanuric acid, and ammelide alongside with urea
melting and the reversible conversion of biuret into a solid matrix. The simulations were conducted
using a (zero-dimensional) CSTR model of the DETCHEM software package [118]. The model was
calibrated and validated based on thermogravimetric decomposition experiments and quantitative
HPLC analyses. An excellent prediction was achieved for the decomposition of cyanuric acid under
different heating rates and isocyanic acid concentrations. Equally, the dependency of the mass losses
of biuret and urea were predicted with good accuracy for varying heating rates. The mass fractions
of biuret and its decomposition products were in good agreement with measurement results, see
Fig. 2.15(b). Furthermore, the model qualitatively captured the impact of the surface to volume ratio
and sample mass on urea decomposition. As in case of the model presented by Ebrahimian et al. [18],
ammelide decomposition chemistry was vastly simplified. Despite this, the model appears to be suit-
able for coupling with CFD, as it captures the impact of the most important boundary conditions
which are relevant for the formation of deposits in SCR systems. However, such an implementation
would have to go along with a significant increase of the simulated time, to cover timescales in the
minute to hour range.
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(a) (b)

Figure 2.15: Comparison of simulation results (lines) with TGA measurements (symbols). Decom-
position of 30 mg urea, biuret, cyanuric acid, and ammelide at 10 ◦C/min. Figure taken
from Ebrahimian et al. [18] (a). Comparison of simulation results (empty symbols) with
TGA and HPLC measurements (black line and filled symbols). Decomposition of 50 mg
biuret at 2 ◦C/min. Filled symbols indicate residual masses from TGA experiments which
have been analysed with HPLC in terms of their composition. Figure taken from Brack et
al. [70] (b).

The approaches of Ebrahimian et al. [18] and Brack et al. [70] primarily covered components which
were involved in the urea decomposition process in significant quantities. In both cases, ammelide
was the most temperature-stable component which was considered. Among the authors, Brack et
al. [70] managed best to systematically verify that their model captured the most relevant impact
factors for the application in SCR systems, namely sample mass, heating rate, isocyanic acid concen-
tration, and surface to volume ratio of the sample. The influence of the heating rate was captured
very well, whereas at least the tendencies where represented correctly for all other impact factors.
Accurate modelling of temperature-stable components would require improvements in the consid-
eration of the decomposition chemistry of ammelide and its pyrolysis products. While a coupling
of the zero-dimensional reactor models with CFD appears to be possible, its practical applicability
remains closely linked to a large increase of the captured timescales.

2.3.2 CFD based Modelling Approaches

Chauvy et al. [114] made an attempt to predict deposit formation on a mixing element based on
steady-state simulations using the commercial CFD code AVL FIRE. The model considered UWS in-
jection, wall film formation, and liquid phase evaporation. Droplet wall interaction was modelled
using the Kuhnke model, chemical reactions were not considered. The authors aimed at qualitatively
and quantitatively correlating wall wetting with deposit formation, based on the location and extent
of wall wetting. The comparison against 8 h measurements at three different operating point yielded
an acceptable correlation for operation at Te = 300 ◦C. However, the authors did obtain neither a
qualitative nor a quantitative correlation between wall wetting and deposit formation for Te = 170 ◦C.
In fact, the variation of the exhaust mass flow yielded inverse trends for simulations and measure-
ments. The authors concluded that the deviations were due to shortcomings of the applied evapora-
tion model and negligence of the deposition chemistry, in particular of the phase transformation. In
fact, modelling liquid phase dynamics in a steady-state manner appears to be questionable, consider-
ing the strongly transient nature of droplet wall interaction, see Section 2.2.3. The results can be seen
as proof that a reliable prediction of deposit formation is not feasible without the consideration of
wall film properties and the coverage of the trickling pathways. Moreover, efficient model validation
calls for operating conditions which yield noticeable amounts of deposits within short timescales.
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Rudek [115] used a model for the simulation of ammonia homogenisation to predict deposit forma-
tion on a mixing element. The method was based on transient simulations using the commercial CFD
code ANSYS Fluent. The model considered UWS injection, droplet wall interaction, wall film forma-
tion, liquid phase evaporation, as well as heat conduction and thermal mass on the outer shell and
the mixing element. Urea decomposition was modelled using an Arrhenius approach. The authors
tried to correlate wall film accumulation and temperature with deposit formation. No information
was given about the covered timescale other than that the simulated time was short. The 3 h meas-
urements at Te ≈ 300 ◦C yielded deposits on both the front, see Fig. 2.16(a), and the reverse side of
the mixing element. In contrast, the simulation predicted wall wetting only on the front side, see
Fig. 2.16(b). The spray targeting was slightly displaced, and the approach failed to explain why de-
posit formation was impeded in primary impingement areas. Rudek concluded that improvements
were required in the area of chemistry and wall film modelling, in order to enhance the prediction
accuracy. The results confirm that deposit locations can be predicted only if the simulation captures
the wall film trickling pathways. Generally, however, the consideration of solid cooling is expected to
improve the prediction accuracy as evaporation is highly temperature-dependent.

An extension to the model of Rudek [115] was presented by Jäger [116], and additionally considered
the formation of biuret in the gas phase. However, the author did not substantially verify the benefit of
this modification. Moreover, the approach contradicts the prevalent assumption that biuret forms in
the liquid phase, and decomposes upon reaching its melting temperature, see Section 2.2.1. Likewise,
biuret sublimation would require solid biuret as a precursor, and its deposition on system walls is im-
probable in an environment with an average exhaust velocity of 30 m/s. Generally, the consideration
of the local concentrations of the involved species, however, appears essential as deposit formation
rates are highly concentration-dependent [18, 70].

Among the available methods, Becker et al. [44] presented the most elaborate approach. The authors
aimed at predicting deposit formation on a mixing element, based on transient simulations using the
commercial CFD code AVL Fire. The model was taken from Birkhold [101, 102] and considered UWS
injection, droplet wall interaction, wall film formation, liquid phase evaporation, as well as heat con-
duction and thermal mass on the outer shell and the mixing element. The covered time was limited
to one second, as the authors deemed the timescales of solid cooling too long to be captured by the
simulation. The spray surface load (SSL), i.e. the liquid film mass per unit area and time, was adopted
to reduce the required simulation time, and taken as a measure for deposit formation. Comparison
against measurements at Te = 326 ◦C yielded a correlation between deposit formation and the SSL on
one out of two blades, compare Figs. 2.16(c) and 2.16(d). The authors concluded that the SSL helped
to identify potential deposition locations, although the correlation between the SSL magnitude and
deposit formation remained unclear. It was not discussed why the areas with the highest SSL, for the
most part, remained free of deposit formation. Equally, it appears questionable whether the method
is applicable at temperatures well below the deposition limit, if deposits do not form in the vicinity of
primary impingement areas, but further downstream.

In contrast to the comprehensive models described in Section 2.3.1, CFD based approaches are char-
acterised by a massive simplification of the underlying reaction kinetics. Instead, they rely on the
identification of precursors of deposit formation and, in return, allow the assessment of actual SCR
system geometries. All works acknowledge liquid film as a precursor of deposit formation. The fact
that they have been implemented based on existent simulation models for the simulation of ammo-
nia homogenisation facilitates their adoption in an industrial development environment. All mod-
els consider UWS injection, droplet wall interaction, wall film formation, as well as evaporation and
decomposition approaches for water and urea, respectively. In addition, Rudek [115], Jäger [116]
and Becker et al. [44] account for heat conduction, as well as for the thermal mass of the mixer and
the outer shell. The described approaches can be seen as a first step in the development of models
for the prediction of deposit formation in realistic SCR system geometries. However, the analysis of
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(a) (b) (c) (d)

Figure 2.16: Deposit formation after 3 h (a), and simulated wall film thickness (b). Te = 300 ◦C,
ce = 30 m/s, injection rate ṁUWS not specified. Figures taken from Rudek [115]. De-
posit formation after 12 h (c), and simulated surface spray load after 1 s (d). Te = 326 ◦C,
ṁe = 340 kg/s, injection rate gradually increased to ṁUWS = 215 mg/s. Figures taken
from Becker et al. [44].

weaknesses yields a number of key factors, which will have to be addressed in order to extend the
applicability of such models to a broader range of operating conditions. For the correct prediction
of deposit formation locations the fluid film pathways need to be captured beyond the single second
range. Besides, the realistic development of fluid film pathways and the temperatures at deposit loc-
ations depend on the accurate simulation of solid cooling. In order to clarify why deposit forma-
tion is impeded in certain areas, further experimental work is necessary to investigate the underlying
mechanisms. The correct distinction of such mechanisms will require the interpretation of wall film
properties, other than its mere presence. Wall film temperatures and gas phase concentrations of the
involved species will be crucial to assess whether a potential deposit could be critical to reliable sys-
tem operation. Finally, the accurate representation of both UWS spray and spray targeting is a basic
requirement to avoid incorrect predictions of the deposit formation risk.





Chapter 3

Research Objectives

Although a number of fundamental correlations between single impact factors and deposit formation
have been found, their generalisation and application for the prediction of deposit formation remains
a fundamental challenge. The transfer of single correlations from one system to another is impeded
not only due to the different experimental boundary conditions but also because of the complex in-
teraction of system design, operating, and boundary conditions. Even though the individual steps
between wall wetting and deposit formation are known, their influence on the actual deposition pro-
cess appears to be neglected for the most part. Often, a lack or limitation of the optical accessibility
of areas of interest limits studies to the sole evaluation of whether a deposit has been formed or not.
Available methods for the prediction of the deposit formation risk either work with realistic SCR sys-
tem geometries but oversimplify the underlying physics and chemistry, or they model the chemistry
of deposit formation with a decent degree of accuracy but are restricted to reactor environments.

It is the goal of the present work to provide a simulation method which is capable of predicting the
deposit formation risk in an automotive SCR system. The method should be capable of capturing the
impact of mixing element and mixing section geometry, injector characteristics as well as operating
conditions, such as exhaust temperature and injection rate. The simulation of deposit formation in
realistic SCR systems under consideration of detailed chemistry still has to be regarded as unfeasible
as the timescales which would have to be captured (minutes to hours) are too large to allow their
calculation within acceptable timeframes. Therefore, the deposit formation risk shall be determined
based on the distribution and the properties of the wall film, which is regarded as a precursor of de-
posit formation. In order to guarantee straightforward applicability in an industrial environment, the
model should be an extension to an existent and validated CFD model for the prediction of ammo-
nia homogenisation. The model has to capture the underlying physics and chemistry in sufficient
detail to allow a reliable evaluation of the deposit formation risk within an acceptable timeframe. In
this way, it shall support an efficient development and design process of SCR systems by spotlighting
areas with high deposition risk and critical operating conditions.

In the first part of this work, the typical locations of deposit formation will be identified based on a
typical series SCR system. The obtained data will be used for the verification of simulation results
and will help to set up a test rig with versatile optical accessibility which allows the identification
of individual mechanisms that promote or impede deposit formation. In addition, the process of
deposit formation shall be quantified with respect to deposition temperatures, solidification times-
cales, growth rates, deposit content and decomposition. The obtained knowledge shall be combined
to evaluate the actual severity of individual deposits, i.e. to assess whether a specific deposit can put
reliable system operation at risk. This will also imply strategies on how to manipulate the deposit
formation risk on a design level.
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In the second part of this work, the validated CFD model of Fischer [31,32], which has been extended
and verified in a number of follow-up works by Smith et al. [45, 53, 119] and Zöchbauer et al. [120], is
to be used to simulate the preparation of UWS in a set of representative SCR systems. The findings
about the mechanisms of deposit formation shall be compiled into a model which can predict the
deposition risk based on the physical properties of the wall film. In addition, strategies to speed up
the evolution of the wall film pathways will be assessed and applied in order to extend the captured
timescales. Eventually, the calibration of the model and its ability to assess the impact of the operating
conditions, injector characteristics, as well as the geometry of the mixing element and mixing section,
are to be verified.
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Analysis Methodology

4.1 Experimental Setups and Procedures

In order to investigate the mechanisms of deposit formation, the accumulation of deposits was stud-
ied under realistic conditions. In addition, chemical analyses were carried out to determine the de-
posit content and the decomposition behaviour of single deposit components. Operating conditions,
measurement equipment and procedures, as well as the individual test bench setups are described in
the following sections.

4.1.1 Test Bench Setups and Equipment

Experimental investigations on the formation of deposits were carried out on an engine test bench
using a turbocharged 4 cylinder 2.1 l series diesel engine. The engine was equipped with a DOC and a
DPF. It was possible to attach and exchange different measurement volumes, using a flange connec-
tion. In every case, a DPF was mounted upstream of the respective measurement volume in order
to prevent the deposition of soot particles, which was necessary to maintain optical accessibility.
The reference exhaust temperature Te was measured in the centre of the exhaust flow upstream of
the point of UWS injection. Deposition was studied in an underbody type exhaust system, an op-
tical volume and a modified close-coupled type exhaust system. A description of the individual ex-
perimental setups can be found in Sections 4.1.2 and 4.1.3, which also include detailed information
about the applied operating conditions and injector characteristics. The chemical analysis method is
described in Section 4.1.4.

Two optical volumes were used throughout the studies presented in this work. Both were realised as
welded boxes and manufactured from stainless steel sheets (X5CrNi1810) with a thickness of 2 mm,
see e.g. Fig. 4.4(c). Both the front and the back ends of the boxes were equipped with flanges to
attach the exhaust piping. All other sides featured large rectangular openings to provide versatile
optical accessibility to the measurement volume and to allow sufficient illumination of the investig-
ated blade surfaces. SCHOTT BOROFLOAT® 33 borosilicate glasses with a thickness of 5 mm were
used to cover the openings. The glass was temperature-stable up to 500 ◦C and its optical transmis-
sion for visible light in the range 380...780 nm exceeded 90 % [121]. The windows were sealed using
Würth SUPER-RTV-SILICONE adhesive and sealing compound. The compound was long-term and
short-term temperature-stable up to 315 ◦C and 370 ◦C [122], respectively. This was sufficient to cover
operating conditions in the entire wall wetting temperature range, see Section 2.2.3. Aside from its
sealing function, the adhesive also held the windows in their designated position, and compensated
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the difference in thermal expansion of the stainless steel body and the glasses. Additional stainless
steel masks were attached from the outside, in order to avoid the windows slipping out of position,
and against mechanical impacts. The application of spacers helped to avoid tension in the glass when
the masks were screwed to the main body of the box. A direct contact between glass and metal was
prevented by the silicone adhesive on the one side, and by inserting a (slightly compressible) graphite
exhaust gasket on the other side. The upper window was attached to the box with screws and made
removable, in order to allow mounting and cleaning of mixing elements, as well as to extract deposit
samples. Design aspects specific to the individual experimental setups are discussed in Sections 4.1.2
and 4.1.3.

All experiments were started from a clean, deposit-free system. A steady-state exhaust temperature
was maintained before start of injection (SOI) and during the experiments. The formation of deposits
was documented using a customary Canon 650D DSLR equipped with a Tamron 28...300 mm zoom
lens and an Olympus E-PL5 MILC equipped with a cooled endoscopy lens system. A circular po-
larising filter was applied in order to remove undesired reflections during recording. A planar LED
array was used to illuminate mixing element rear sides, or individual blade elements, in the optical
volumes. An endoscopic light source was installed whenever the upstream faces of mixers inside the
exhaust piping were investigated.

Experiments were conducted under a broad range of operating conditions. The engine was used to
generate exhaust and to control the exhaust temperature Te and mass flow ṁe. A separate control
unit was employed in order to realise the desired injection strategies, in particular to set the injection
rate ṁUWS. Individual operating points were labelled according to the pattern OP Te / ṁe / ṁUWS.
Collected samples were denoted alike.

4.1.2 Series Exhaust Systems

Initial basic investigations on deposit formation were conducted on a passenger car underbody type
series SCR system. The system was set up at the test bench according to Fig. 4.1. Injection was realised
with an S-bend pipe injector mounting using a 16◦ 3-hole series injector with an SMD of 100µm,
Tab. 4.5 and Fig. 4.7. The injection rate was controlled by adapting the pulse length while the pulse
frequency was maintained constant at 3 Hz. The mixing section was equipped with a static mixing
element and an SCR catalyst, see Figs. 2.5(a), 4.4(a) and 4.6.

A series of separate measurements were undertaken in order to assess deposit growth as a function
of time. The experiment duration was varied while maintaining exhaust temperature and mass flow
as well as the injection rate constant, Tab. 4.1. After completing the specified experiment duration,
injection was suspended, the system was shut down immediately, and the mixing pipe was dismoun-
ted for documentation. A second parameter study was carried out to document the temperature-
dependency of both the deposit weight and locations. The exhaust temperature was varied while
maintaining exhaust mass flow, injection rate and experiment duration constant, Tab. 4.1. When the

SCR

DPFDOC mixing element

UWS injection

engine exhaust

Figure 4.1: Simplified schematic of the test bench setup for the investigation of deposit formation in
an underbody type SCR system.
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Table 4.1: Operating conditions for the investigation of deposit formation in an underbody type and
a close-coupled type SCR system.

Operating point Unit Underbody SCR Underbody SCR Close-coupled SCR

Exhaust temperature [°C] 200 200, 220, 240 275
Exhaust mass flow [kg/h] 100 100 170
UWS injection rate [mg/s] 13 35 35, 60
Experiment duration [min] 15, 30, 60, 120 240 90

predefined experiment duration had been completed, injection was suspended, the system was shut
down immediately, and the mixing pipe was dismounted for documentation. Injector and mixing
pipe were weighed separately on a Sartorius Masterpro LA8200S precision balance. The balance fea-
tured a readability of 0.01 g and a repeatability of ≤±0.01 g [123]. The deposit weight was obtained by
comparing the difference in weight of the system before and after the experiments.

The impact of the spray characteristics and the mixing element geometry on deposit formation was
studied on a passenger car close-coupled type SCR system. The system was investigated with two
oval-shaped swirl mixers: mixer 1 was characterised by short rear blade elements with an inclination
angle of approx. 50◦ whereas mixer 2 was characterised by long rear blade elements with an inclin-
ation angle of approx. 70◦, Fig. 4.6. Both exhaust systems were truncated at the downstream end of
their mixing elements, Fig. 4.2. An optical volume was attached in order to allow visual access to the
rear side of the mixers, see Section 4.1.1. The inner dimensions of the box were chosen as large as ne-
cessary to incorporate the flanges, to maintain the windows virtually free of wall wetting, and to allow
the observation of the downstream faces of the mixer blades from a flat angle. Endoscopy mounts
were installed to provide visual access to the upstream side of the mixers. Endoscopic light sources
and optics were applied to realise illumination and video recordings while minimising the impact on
the exhaust flow. Injection was realised with either a 42◦ hollow cone injector with an SMD of 51µm
or a 26◦ 6-hole injector with an SMD of 97µm, Tab. 4.5 and Fig. 4.7. The hollow-cone injector fea-
tured a constant pulse length of 1.6 ms and the injection rate was controlled by adapting the pulse
frequency. In case of the 6-hole injector, the pulse frequency was maintained constant at 3 Hz and
the injection rate was adjusted by adapting the pulse duration.
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Figure 4.2: Simplified schematic of the test bench setup for the investigation of deposit formation in
a close-coupled type SCR system.
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A parameter study was carried out to document the dependency of deposit accumulation and loca-
tion on the used mixer, injector and injection rate. The injection rate was varied while maintaining
exhaust mass flow and temperature as well as the experiment duration constant, Tab. 4.1. All possible
combinations of the two mixers and injectors were investigated.

4.1.3 Surrogate Mixing Element Geometry

The mechanisms of deposit formation were investigated on a mixing element geometry. A volume
with optical access was built up in order to provide full optical access to the areas exposed to deposit
formation. It was installed instead of the mixing element, mixing section and SCR catalyst, Fig. 4.3.
The inner dimensions of the box were chosen as large as necessary to incorporate the flanges and an
additional injector dome, a variable mounting for blade elements, to maintain the windows virtually
free of wall wetting, and to allow the observation of the downstream faces of the blade elements from
a flat angle. Single blade elements were manufactured from stainless steel (X5CrNi1810) sheets with a
thickness of 1 mm, imitating the geometric features of the original mixing element geometry in terms
of characteristic lengths, bend angles, and radii, as well as surface properties, compare Figs. 4.4(a)
and 4.4(b). Both the inner and outer edges of the blade elements were gently deburred, but not
chamfered, in order to imitate the sharp, laser-cut, edges of the original mixer. The elements were
combined and mounted on threaded rods to yield a surrogate mixing element, Fig. 4.4(c). The in-
dividual elements were installed at a distance of approx. 13 mm to realise the blade spacing of the
reference mixer. A realistic spray targeting, in particular realistic droplet impact incidence angles,
was achieved by tilting the blades at an angle of approx. 22◦ to the central axis of the inlet flow pipe
of the optical volume. The optical volume was connected to the original s-bend pipe, using a flange
connection. Furthermore, it was rotated 30◦ around the central axis in order to realise incident flow
conditions similar to the original mixing element. UWS was injected using a 16◦ 3-hole series injector
with an SMD of 100µm, Tab. 4.5 and Fig. 4.7. It was mounted on the optical box instead of the S-bend
in order to maintain a distance of approx. 100 mm between the points of injection and impingement,
as in the original setup, compare Figs. 4.1 and 4.3.

A parameter study was carried out to document the mechanisms of deposit formation and accumu-
lation as well as to obtain deposit samples. The exhaust temperature was varied over the entire wall
wetting temperature range, and experiments were conducted at two different exhaust mass flow rates,
Tab. 4.2. The injection rates were varied in such a way that deposit formation occurred on the blades
of the mixing element. Net injection duration was 65 min, after which injection was discontinued

DPFDOC

surrogate mixing element

UWS injection

engine exhaust

BOX

PC

thermocouples

DSLR

Figure 4.3: Simplified schematic of the test bench setup for the investigation of deposit formation on
a surrogate mixing element geometry.
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(a)

(b) (c)

Figure 4.4: Mixing element of the underbody type series exhaust system (a, rear perspective), single
blade elements (b), and optical volume created for the investigation of deposit forma-
tion on a surrogate mixing element geometry (c, simplified, top and left side hidden).
Locations of thermocouples highlighted in red: area of impingement (1, top), UWS trick-
ling path (2, middle), accumulation area (3, bottom). Thermocouples installed on reverse
blade side.

and the engine was shut down immediately. Deposits were removed from the blades of the mixing
element and stored in air-tight containers to prevent the absorption of ambient humidity.

Temperatures were measured at three different locations: the area of impingement (1), along the
trickling path of the UWS (2) and at the wall film accumulation area (3). The thermocouples were
mounted on the reverse sides of the blade element exposed to wall wetting as to avoid alteration of
the liquid film pathways. Due to the low thickness and the high thermal conductivity of stainless steel,
the temperature gradient between the two blade faces can be regarded as negligible on timescales in
the single second range [32, 101, 124]. Using a measurement frequency of 2 Hz, the signal was ex-
pected to represent the average temperature at the measurement locations with good accuracy. The
temperature of the impingement area was averaged over a 30 s period just before start of injection

Table 4.2: Operating conditions for the investigation of deposit formation on a surrogate mixing ele-
ment geometry.

Operating point Unit OP Te / ṁe / ṁUWS

Exhaust temperature [°C] 200...335
Exhaust mass flow [kg/h] 100, 200
UWS injection rate [mg/s] 3.3...120
Experiment duration [min] 65
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(SOI) and was used as a reference for the temperature level of the mixing element. It was denoted
Tm,SOI and ranged between 185 ◦C and 310 ◦C. The steady-state injection temperature was averaged
over a 300 s period just before the end of injection (EOI) and denoted Tm,EOI. The impact of minor
temperature drifts on the calculation of temperature drops was eliminated by subtracting the devi-
ation between the instantaneous and the reference exhaust temperature from the measured value.
Deposits typically formed between the thermocouples (2) and (3). Their exact location was determ-
ined based on the video recordings. The temperature at the deposit location was linearly interpolated
between the respective thermocouples.

The following wall wetting regimes were optically distinguished in the area of impingement during
the measurement campaign:

• Permanent wall wetting was assumed if a non-zero fraction of the impinging UWS remained
on the mixer blades permanently.

• Intermittent wall wetting was assumed if the impinging UWS evaporated prior to the next im-
pingement event.

• Leidenfrost effect was assumed if the impinging UWS did not result in visible wall wetting. This
regime was typically accompanied by a clearly visible burst of secondary droplets.

• Transitional wall wetting was assumed if the wall wetting behaviour periodically alternated
between permanent and intermittent wall wetting.

• Leidenfrost transition was assumed if the wall wetting periodically alternated between inter-
mittent wall wetting and Leidenfrost effect. In this case, the wetted area was smaller compared
to pure intermittent wall wetting and the UWS spread in the form of small streaks rather than
distinct areas, indicating its detachment from the wall. As in case of the pure Leidenfrost effect,
this regime was typically accompanied by a clearly visible secondary droplet burst.

Impingement and other wall wetting areas were identified by image subtraction of the surface before
and during UWS injection.

The solidification timescale ts was defined as the time between SOI and the formation of a deposit
nucleus. In case the Leidenfrost effect was observed at the beginning of the experiment, the point
of initial wall wetting was taken as a reference instead of SOI. The actual Leidenfrost temperature, or
Leidenfrost point, was assumed as the temperature at the point of inflection of the measured tem-
perature curve after which a distinct (second) temperature drop was observed. The values were de-
termined according to the method described by Fest-Santini [106]. Typically, a temporal offset was
apparent between the formation of a deposit nucleus at ts and the beginning of noticeable accumu-
lation. Therefore, the solidification temperature Ts, at which the UWS was converted into a deposit,
was averaged over a period of 240 s. If the process was exceptionally slow, the averaging period was
extended to 1200 s.

Deposit accumulation was assessed optically 60 min after SOI by comparison against a reference.
The dimensionless deposit growth number was introduced and denoted dg. Deposits were classified
based on a scale with six levels, where 1 corresponded to slow growth resulting in a small deposit and
6 corresponded to intensive growth resulting in a deposit with a thickness exceeding half the distance
between two blades (approx. 7 mm), Fig. 4.5. Only major deposits were used for the evaluation. This
included deposits which were formed alongside the liquid film pathways, i.e. at or in between the
thermocouple locations. Minor solidification frequently occurred at wall film pathway flanks, com-
pare e.g. pathway above red circle in Fig. 4.5(d). However, as it did not grow over time, it was not taken
into account.

Another measurement campaign was conducted in order to determine the deposition limit more pre-
cisely, i.e. the temperature above which wall wetting is omitted. Experiments were conducted at ex-
haust mass flows of 100 kg/h and 200 kg/h. Steady state temperatures of the area of impingement (1)
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(a) (b) (c)

(d) (e) (f)

Figure 4.5: Reference measurements for the assessment of deposit accumulation based on a scale
with six levels ranging from 1 (a, slow growth, OP 200/200/3.3) up to 6 (f, intensive growth,
OP 315/205/75). Respective deposits highlighted in red.

Table 4.3: Operating conditions for the investigation of the deposition limit on a surrogate mixing
element geometry.

Measurement series Unit Series 1 Series 2 Series 3 Series 4 Series 5 Series 6

Exhaust temperature [°C] 163...323 173...353 173...351 185...333 185...332 195...330
Exhaust mass flow [kg/h] 100 100 100 200 200 200
UWS injection rate [mg/s] 13 25 35 13 25 35
Experiment duration [s] 180 180 180 180 180 180

before SOI ranged from approx. 160 ◦C to 320 ◦C and 185 ◦C to 330 ◦C, respectively. Three different
injection rates were investigated, Tab. 4.3, and 13 to 16 points were measured in each measurement
series. The typical experiment duration was approx. 180 s. The temperatures Tm,SOI and Tm,EOI of the
impingement plate before and during steady state injection were averaged over a 10 s period before
SOI and EOI, respectively. The measured temperature drop ∆Tm was then determined as

∆Tm = Tm,SOI −Tm,EOI (4.1)

and shall be representative for the cooling performance.

4.1.4 Deposit Content and Decomposition

The reference substances urea, biuret, cyanuric acid, ammelide, ammeline and melamine were ob-
tained from Sigma-Aldrich Handels GmbH, Vienna, Austria, and used without further purification.
The minimum reagent purity was ≥ 98 %. Biuret, ammelide, ammeline and melamine were provided
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in the form of powders. Urea, cyanuric acid, and deposits were grinded and mixed in order to yield
homogeneous samples in powdery form. The samples were analysed on a Netzsch TG 209 C ther-
mogravimetric analyser. Pure nitrogen was used as purge gas with a constant flow rate of 50 ml/min.
An Al2O3 crucible was used for all experiments. During the respective measurement campaigns the
sample weight was maintained within the range of ± 5 % of the average value in order to minimise an
impact on the result.

The deposit content was analysed by comparing the decomposition behaviour of the samples against
that of the reference substances, Fig. 5.16. 3.9 mg of sample were heated from room temperature to
800 ◦C at 10 ◦C/min. Several critical temperatures were identified based on the TGA measurements,
Tab. 5.2. A mass loss of ≥ 2 % was used to identify the start of decomposition. In the case of urea,
biuret, cyanuric acid, ammelide and melamine, the initial sample weight was used as a reference.
In case of ammelide, the residual mass at 250 ◦C, prior to the beginning of the main decomposition
stage, was taken as a basis. Any prior decomposition must have been due to a minor contamina-
tion of the sample (the purity of the reagent was specified as ≥ 98 %). A mass loss of ≥ 8 %/◦C was
assumed to identify decomposition at noticeable rates. Sample depletion was assumed when the re-
sidual weight had dropped to 1 % of the original mass. A representative set of deposit was analysed
in order to obtain information about the entire solidification temperature range. Only such deposits
were chosen that were formed on the reverse sides of the thermocouple locations in order to avoid
uncertainties related to their formation temperature.

The decomposition timescales were analysed by pyrolysing a selection of the reference substances at
varying temperature levels. 2.6 mg of sample were heated to the desired temperature with a heating
rate of 100 ◦C/min. The target temperature was then maintained for 60 min. Sample depletion was
assumed when the residual weight had dropped to 1 % of the original mass and the corresponding
time was noted, Tab. 5.4. The heating period was excluded from the decomposition time. In case
depletion was not achieved within less than 60 min, the residual weight was listed.

4.2 Simulation Models and Procedures

The preparation of the UWS inside the SCR systems was simulated with the commercial CFD code
STAR-CD 4.16 [125]. A validated CFD model was used in this work as proposed by Fischer [31, 32]
and extended by Smith et al. [45]. Both the model and the simulation procedure are described in the
following sections.

4.2.1 Numerical Framework

Both the underbody type and the close-coupled type SCR system were simulated in this work, see
Section 4.1.2. In the case of the underbody SCR system the DPF outlet was used as inlet boundary.
The CFD domain included the S-bend injection pipe, mixer and mixing section as well as the SCR
catalyst, Fig. 4.6. In analogy to the test bench setup the outlet boundary was set up at the end of the
exhaust pipe downstream the catalyst. The close-coupled type SCR system was set up in an analog-
ous manner. However, the DOC outlet was used as inlet boundary and the setup featured an elbow
injection, Fig. 4.6. In any case, the UWS spray was targeted directly onto the mixing element. The
mixing length between mixer and catalyst intake was roughly 450 mm and 150 mm with regards to
the underbody and close-coupled type SCR system, respectively.

Both SCR systems were meshed using polyhedral cells, maintaining a maximum cell base size of
2.8 mm. This was in line with the approach of Fischer [31,32] and in close agreement with the findings
of Bhattacharjee et al. [126] concerning mesh insensitivity with respect to ammonia homogenisation
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Figure 4.6: CFD domains for the simulation of UWS preparation: underbody type (centre) and close-
coupled type SCR system with mixer 1 (top right) and mixer 2 (bottom left). The systems
not to scale, mixers and SCR catalysts are shown in grey.

and UWS preparation. The meshes were refined in the areas of the mixing elements and the injection
domes. A prism layer was included in order to ensure accurate simulation of the thermal and fluid-
dynamic boundary layer. The thickness of the prism layer was adjusted to maintain y+ in the range
30...300. A standard wall function formulation [125] was used. Both the mixing elements as well as
the pipe walls were meshed with solid cells in order to consider their thermal behaviour. A conformal
mesh was guaranteed at the interface between the fluid and solid cell layers. A summary of the grid
sizes can be found in Tab. 4.4. The catalyst substrates were modelled as porous media by adding
an additional force F p = −K · v to the momentum conservation equation, where K represented the
porous resistance tensor and v was the superficial velocity [125]. The three mutually-orthogonal dir-
ections of the porous resistance tensor were defined as

Ki i =αi |v |+βi (4.2)

where αi and βi were model coefficients with the dimensions kg m−4 and kg m−3 s−1 (note that a
summation was not implied by the repeated subscripts). Porosity coefficients for the main flow direc-
tion (catalyst channels) were calibrated against measurement data to model backpressure and adjus-
ted for the lateral directions in order to mimic flow straightening by the catalyst channels, Tab. 4.4.

The SIMPLE algorithm was used in both steady-state and transient simulations. The residual error
tolerances were set to 0.01 for all solution variables except the pressure, for which it was set to 0.001.
A fully-implicit Euler scheme was used for temporal discretisation. Spatial discretisation was realised
using the (first order) upwind differencing (UD) scheme for enthalpy and a blend between UD and
(second order) central differencing (CD) for density (blending factor 0.7) [125]. A multi-dimensional
(second order) monotone advection and reconstruction scheme (MARS) was applied for momentum,
turbulence and scalars as Fischer [31,32] showed that using (first order) UD effected an unacceptable
level of numerical diffusion. In comparison the MARS scheme, the induced inaccuracies became
apparent in the non-physical intensification of scalar transport and a significant reduction of the tur-
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bulence quantities in the mixing section. The discretisation settings used in this work are consistent
with the best practice setup proposed by Fischer [32] and have been used in all subsequent works of
the author [45, 53, 119].

A steady-state simulation of the flow field was conducted for each operating point and used to initial-
ise transient runs. In order to capture the dynamics of the liquid phase and species mixing, transient
simulations were conducted. Following the suggestion of Fischer [32], the time step was set to 0.2 ms
during periods involving droplet motion within the CFD domain and the steepest gradients during
the initial phases of wall film formation and evaporation. Otherwise, the time step was set to 1.0 ms if
not otherwise specified. Fischer regarded this procedure as an excellent compromise between track-
ing droplets precisely and coping "with the gap in timescales of fast droplet dynamics and relatively
slow liquid film dynamics" [32].

4.2.2 Gaseous Phase

Hot air represented the exhaust gas. Molecular viscosity, specific heat capacity, and thermal conduct-
ivity were taken from [127]. The temperature-dependent fluid properties were fitted with polynomial
functions, whereas the gas density was calculated using the ideal gas equation. The inlet boundary
was set up based on the exhaust temperatures and mass flow rates provided in Tab. 4.1. The inlet
flow velocity was determined using the continuity equation and by estimating the inlet gas density
based on the ideal gas equation. A pressure boundary condition was defined at the outlet of the solu-
tion domain in accordance with the test bench setup, assuming an ambient pressure of 101300 Pa.
Additional scalar transport equations were solved for water vapour and an ammonia/isocyanic acid
vapour representative. In terms of material properties water vapour and ammonia vapour were as-
sumed, following the suggestion of Fischer [32]. While molecular viscosity, specific heat capacity and
thermal conductivity were taken from the CHEMKIN database of STAR-CD, density and binary diffu-
sion coefficients were specified according to [127]. As diesel combustion exhaust contains water va-
pour, a baseline concentration was specified at the inlet boundary based on measurement data from
the engine test bench. Other chemical species obtained from the diesel combustion process were not
considered. The choice of scalars, as well as their thermodynamic properties, will be discussed in
Section 4.2.3.

The transport of gaseous scalars in turbulent flow fields is primarily driven by convection and turbu-
lent eddies which underlines the importance of covering the impact of turbulence accurately. Zöch-
bauer et al. [120,128,129] showed that the flow field in a typical underbody SCR system was predicted
very well, regardless of whether it was solved using a Reynolds averaged Navier Stokes (RANS) or a
Large Eddy Simulation (LES) approach. However, in contrast to the LES model, all investigated RANS
based approaches underestimated the turbulent kinetic energy (TKE). Yet, the computational effort

Table 4.4: Grid sizes of the simulated SCR system geometries and porosity coefficients for the main
flow direction (catalyst channels). [α] = kg m−4 and [β] = kg m−3 s−1.

Cell count in Mio. cells Porosity coefficients
SCR system geometry Fluid Porous Solid Total α β

Underbody / 3-hole injector 2.234 0.117 1.024 3.376 97.876 1769.77
Close-coupled / mixer 1 / h.c. inj. 1.883 0.101 1.343 3.327 272.711 791.65
Close-coupled / mixer 1 / 6-hole inj. 1.900 0.094 1.362 3.356 272.711 791.65
Close-coupled / mixer 2 / h.c. inj. 1.618 0.099 1.150 2.867 272.711 791.65
Close-coupled / mixer 2 / 6-hole inj. 1.609 0.100 1.144 2.853 272.711 791.65
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associated with LES calculations remained too high to cover timescales in the double-digit second
range within reasonable time. In RANS based approaches, turbulent scalar transport is modelled
in analogy to molecular diffusion by using an artificial viscosity, the turbulent viscosity µt, which is
defined as µt = Cρk2ε−1, where k and ε are the turbulent kinetic energy and dissipation, respect-
ively. k-ε models solve a transport equation for both quantities which implies the assumption of iso-
tropic turbulence. However, this is invalid in SCR systems, especially in sections with strong swirling
flows [31, 32, 128]. It is widely accepted that RSM models can produce more precise solutions in such
cases [130, 131], as they account for the anisotropy of the Reynolds stresses, i.e. of the velocity fluctu-
ations [31,32,128]. RSM models solve one transport equation for the turbulent dissipation and six for
the Reynolds stresses [131, 132]. The turbulent kinetic energy is calculated based on these Reynolds
stresses using an algebraic equation. Following the suggestion of Fischer [31,32], the RSM model with
the Speziale, Sarkar and Gatski approximation for the pressure-strain term (RSM/SSG) [125] was used
throughout this work. In comparison with k-ε and k-ω SST models, it was shown to yield the highest
turbulent viscosity [31, 32, 120]. Despite this, it underestimated ammonia homogenisation [31, 32]
due to the fact that the level of TKE was still underpredicted. As turbulent diffusive scalar transport is
assumed proportional to the turbulent viscosity and indirectly proportional to the turbulent Schmidt
number Sct [125, 131, 133], Fischer [31, 32] compensated the underestimation of turbulent diffusion
by lowering Sct to 0.15. The applicability of this empirical calibration has been confirmed for com-
mon SCR system layouts [45]. Therefore, the application of the RSM/SSG model in combination with
the Schmidt number adaptation to Sct = 0.15 can be seen as the best compromise between accuracy
and computational effort to cover timescales exceeding the single-digit second range.

4.2.3 Liquid Phase

The description of the liquid phase requires modelling UWS spray and decomposition as well as
droplet wall interaction and wall film. A brief overview of the chosen approaches will be given in
the following sections.

UWS Spray

The propagation of the UWS spray was described with a discrete droplet model (DDM) approach, al-
lowing the correct prediction of droplet motion including heat and mass transfer with acceptable nu-
merical effort [134]. In this Euler-Lagrangian type framework, the spray was represented by stochastic
particles, the so-called parcels [57]. Each parcel was considered representative for a droplet group
and was characterised by a set of properties including droplet diameter, temperature, velocity, and
instantaneous trajectory, as well as the number of contained droplets. Conservation equations for
mass, momentum and energy were solved individually for each of the parcels [125]. The model con-
sidered the effects of drag, buoyancy and turbulent dispersion, being the most vital ones to guarantee
an accurate prediction of droplet motion [32,57,134]. Two-way coupling between the dispersed phase
and the background phase was applied for momentum and heat. Based on a sensitivity study, Bhat-
tacharjee and Haworth [126] reported only very little impact on their results if the number of parcels
was raised above 10000 per second. In the present work, a good statistical representation of the spray
and sufficient discretisation insensitivity was ensured, as the number of injected parcels exceeded
30000 per second in any case [32, 126].

Primary breakup, i.e. the transition of the injected UWS from a continuous phase at the nozzle outlet
into a dispersed phase within the carrier fluid, was not considered. Instead, the spray was initial-
ised based on measured droplet spectra and injector characteristics, Tab. 4.5 and Fig. 4.7, which has
become common practice in SCR system modelling [32, 37, 126, 134, 135]. The fact that these spec-
tra were measured at room temperature led to concerns regarding the validity of the initialisation in
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Table 4.5: Summary of injector characteristics based on manufacturers data.

Injector Unit Hollow cone 3-hole 6-hole

Injector beams [ - ] 1 3 6
Supply pressure (relative) [bar] 0 5 5
Cone angle from visualisation [ ° ] 42 16 26
Cone angle of single beams* [ ° ] 42 8 7
Spray angle** [ ° ] 0 6 9
Droplet injection velocity [m/s] 32 24 24
Sauter mean diameter [µm] 51 100 97
Static mass flow rate [kg/h] 8.0 3.15 5.0

* Inner cone angle of hollow cone injector 14.5◦

** Angle between central beam axes and central injector axis (polar angle)
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Figure 4.7: Overview of spray characteristics based on manufacturers measurements.

case of injection into hot exhaust. In order to verify whether this approach was sufficiently accurate,
Smith et al. [45] measured the size distribution approx. 130 mm downstream the point of injection,
and found that the spectra obtained at 276 ◦C and 334 ◦C were very similar to reference measurements
at room temperature. Furthermore, the analysis of spectra obtained from CFD yielded that droplet
evaporation had a negligible effect on the spray prior to impingement on the mixing element. There-
fore, the initialisation of the droplet size distribution in CFD with data gained at room temperature
was deemed both valid and sufficient. Secondary breakup was not considered, as its contribution to
spray atomisation was expected to be minimal [37, 45, 136, 137].

UWS Decomposition

UWS was modelled as a two-component fluid, consisting of water and urea. Mixing processes within
the droplet were described with the rapid mixing model (RM) which has been confirmed as a suitable
model for UWS decomposition, both with respect to accuracy and computational efficiency [32, 101,
138]. The thermodynamic liquid phase properties were specified as a function of temperature and
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Table 4.6: Modelling approaches for the liquid properties of both lagrangian phase and wall film.

Property Unit f (T ) f (Yurea) Source Approach

Density [kg/m3] 3 7 UWS [111] polynomial
Viscosity [kg/m s] 3 7 water [127] polynomial
Surface tension [N/m] 3 7 water [127] polynomial
Thermal conductivity [W/m K] 3 7 water [127] polynomial
Specific heat capacity [J/kg K] 3/3 3 water [127], urea [113] polynomials
Heat of evaporation [J/kg] 3/7 3 water [127], urea [101] polynomial/const.
Vapour pressure [Pa] 3/3 3 water [127], urea [101] Antoine equations

urea concentration whenever possible. Following the suggestion of Fischer [32], UWS with 32.5 wt %
was taken as a basis for the definition of the density, while the properties of pure water were as-
sumed for viscosity, surface tension and thermal conductivity, Tab. 4.6. Specific heat capacity, heat of
evaporation and vapour pressure were specified individually for water and urea, and hence determ-
ined depending on the local instantaneous urea concentration, Tab. 4.6. As with water, an evapor-
ation approach was chosen to model urea decomposition instead of an Arrhenius-based approach,
following the recommendation of Abu-Ramadan et al. [138]. Evaporation and thermolysis of urea,
Eq. (1.1), were described as a single step process by lumping together the respective enthalpies which
were assumed constant [32, 101]. The vapour pressure curve of urea was taken from Birkhold [101]
and equally accounted for the impact of both evaporation and thermolysis. Boiling and evaporation
were considered for both components and using the saturation temperature Tsat of the mixture as a
threshold [125]. The saturation temperature was calculated based on the actual urea concentration
using Raoult’s and Dalton’s law.

The gaseous species generated during UWS decomposition were represented by active scalars for wa-
ter vapour and for the ammonia/isocyanic acid vapour. The formation and propagation of isocyanic
acid was not modelled individually. Fischer [32] justified this approach based on the assumption that
ammonia and isocyanic acid were transported alike by the turbulent flow field. FTIR measurements
of the local NH3 and HNCO concentrations at the downstream end of a mixing pipe confirmed this
assumption [124]. Assuming one active scalar as a representative for both thermolysis products also
entailed neglecting any gas phase hydrolysis of isocyanic acid, Eq. (1.2). However, this can be re-
garded as feasible since HNCO remains fairly stable in the gaseous phase up to temperatures in the
range 700...1000 ◦C for several seconds [19,75]. Besides, its hydrolysis has been reported to be of sub-
ordinate importance in the absence of a suitable catalyst and, in particular, at temperatures below
approx. 400 ◦C [15, 19, 20, 139]. On the catalyst substrate, the hydrolysis of isocyanic acid proceeds at
very high rates [19]. Under the assumption of equimolarity, the (identical) amount of substance of
NH3 and HNCO can therefore be determined in postprocessing.

Fischer [32] validated the UWS decomposition model by simulating the evaporation of single UWS
droplets in a quiescent environment. The characteristic two-step evaporation was predicted very
well. The evaporation timescales for water and urea correlated very well with the results of the sim-
ulation approaches of Kontin et al. [113] and Birkhold [101]. Agreement with measurement data was
deemed sufficient as the prediction accuracy was not perfectly consistent over the whole temperat-
ure range. Apart from the impact of the respective experimental setups, Fischer [32] attributed this
to the fact that various modelling assumptions were based on aspects of the complex phase change
and decomposition chemistry which were still unclarified and are subject to current research. In this
context, the UWS droplet decomposition model was deemed a very good compromise between com-
putational efficiency and sufficient precision.
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Droplet Wall Interaction

The injection of UWS spray into the exhaust almost inevitably results in droplet impact on the walls
of the system. In fact, interaction is usually enforced intentionally by installing mixing elements as
primary impingement targets in order to both accelerate UWS decomposition and enhance species
mixing. A multitude of different droplet wall interaction regimes has been documented, Fig. 4.8.
Besides, droplets may impact on the catalyst substrate. Common impingement models describe
the outcome of droplet wall interaction based on a set of (dimensionless) characteristic paramet-
ers [99, 100, 140, 141]. In the present case, an adapted Bai Gosman impingement model [99] was
applied, as suggested by Fischer [32] and extended by Smith et al. [45]. The following paragraphs
briefly describe the adaptation and calibration of critical boundaries for the use with UWS droplets
in common SCR systems, as shown in Fig. 4.6.

(a) (b) (c) (d) (e) (f)

Figure 4.8: Schematic overview of common droplet impact regimes: stick (a), bounce (b), depos-
ition (c), breakup (d), breakup and rebound (e), deposition and splash including partial
deposition (f). Adapted from Bai et al. [100].

Bai and Gosman [99] used a deposition limit temperature in order to distinguish between wetting
and non-wetting droplet wall interaction regimes. However, the deposition limit is not necessarily a
sharp and constant boundary. Following the suggestion of Smith et al. [45], a transition regime was
implemented in place of the sharp deposition limit temperature which blended between wetting and
non-wetting droplet wall interaction regimes, Fig. 4.9. The corresponding temperature thresholds
were denoted upper and lower deposition limit temperature TDL,u and TDL,l, respectively, and related
by using a constant temperature offset ∆Ttrans:

TDL,l = TDL,u −∆Ttrans (4.3)

which was denoted Leidenfrost transition temperature margin. The number of impinging parcels
which experienced a Leidenfrost effect nLF versus the overall number of impingement events, nimp,
was denoted deposition ratio dr:

dr = nLF/nimp (4.4)

For every impingement event in the transition regime, the actual ratio was determined, based on
the local wall temperature using a linear interpolation between the threshold temperatures. Sub-
sequently, a random number in the range 0...1 was generated and compared to the deposition ratio.
Based on the outcome, the droplet behaviour was determined by assigning the respective interaction
regime, see Fig. 4.9. The upper deposition limit was defined as a function of the droplet saturation
temperature using a constant temperature difference of ∆TDL:

TDL,u = Tsat +∆TDL (4.5)

As a consequence, the deposition limit was dependent on the actual urea concentration via the sat-
uration temperature. Above the deposition limit, single droplets were completely evaporated upon
impact in order to model partial droplet evaporation due to the Leidenfrost effect. The remaining
droplets were treated by the impingement model as before. The droplet fate was determined just as
in case of the deposition ratio. Accordingly, the fraction of non-wall-wetting droplet impingement
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Figure 4.9: Multi-regime Bai Gosman droplet wall interaction model adapted to UWS (left-hand side)
with corresponding deposition and partial evaporation ratios (right-hand side). Grey area
marks transition regimes, axes not to scale.

events, nevap, which were completely evaporated upon impact, versus the total amount of impinge-
ment events experiencing the Leidenfrost effect, nLF, was denoted partial evaporation ratio pe:

pe = nevap/nLF (4.6)

Bai and Gosman [99] used a set of dimensionless numbers in order to distinguish between droplet
wall interaction regimes with different droplet impact energies, see Fig. 4.9. The droplet Weber and
Laplace numbers were defined as

Wed = ρdddc2
n

σd
(4.7)

Lad = ρdσddd

µ2
d

(4.8)

where ρd, dd, cn, σd and µd were the density, diameter, impact velocity component normal to the
wall, surface tension and viscosity, respectively, of the droplet. The critical Weber numbers Wea and
Wes, above which it was possible to observe splash effects on dry and wetted walls, respectively, were
given as

Wea = A(rs)La−0.18 (4.9)

Wes = AwLa−0.18 (4.10)

where A(rs) and Aw are empirical coefficients, the former depending on the surface roughness rs [125].

Smith et al. [45] proposed an empirical calibration of the modified Bai Gosman model based on the
original setup of Fischer [32]. The authors assumed pure wall wetting for UWS at temperatures be-
low TDL,l = 271 ◦C, by setting ∆TDL = 207 ◦C and ∆Ttrans = 40 ◦C, Fig. 4.10. This was adopted without
further modification, as measurements confirmed that spray cooling immediately lowered the wall
temperatures to purely wall-wetting regimes, even at exhaust temperatures up to 275 ◦C (data not
shown, compare investigated operating points in Tab. 4.1). Furthermore, Smith et al. [45] achieved an
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Figure 4.10: Saturation temperature and deposition limit temperatures as a function of the droplet
urea concentration. Transition regime between wetting and non-wetting droplet wall
interaction regimes marked in grey.

excellent representation of the secondary droplet spectrum by empirically calibrating Aw to 600. Fol-
lowing the suggestion of Fischer [32], A(rs) was held constant by setting rs to 1µm. Equally, We1 and
We2 were maintained at 5 and 50, respectively. A summary of the settings can be found in Tab. 4.7.

In the original implementation of the Bai Gosman impingement model, further regimes were distin-
guished using another threshold temperature, TL, above the deposition limit [125]. In contrast to all
regimes above TL, the break-up and spread regime was implemented assuming increased heat trans-
fer between droplets and wall due to boiling [125], see Fig. 4.9. Therefore, Fischer [32] regarded "the
regimes between TDL,u and TL [...] as a better representation of the Leidenfrost phenomenon, than
the mechanism implemented beyond TL" (variable names adapted to match the nomenclature of the
present work). Following the argumentation of Fischer [32], and in the absence of suitable calibration
data, these regimes were deactivated by setting TL to the high value of 1800 K.

Droplets entering the catalyst experience intensive interaction with the thin channel walls and hence
evaporate quickly. This effect has to be considered in order to capture the formation of ammonia
hot spots at the catalyst [45]. It was accounted for by slowing down the droplets after entering the
catalyst and by selectively adapting the droplet breakup model in the porous medium to imitate rapid
evaporation. Inside the catalyst the droplet velocity was calculated based on a slip relation between
the catalyst flow u and the droplet velocity ud, according to the relation ud = u(1−S) [125]. With the
slip factor set to a value close to unity, e.g. S = 0.9999, droplets were slowed down vigorously. Droplet
breakup was based on the rate equation ddd/dt =−(dd −ds)/τ where dd denoted the instantaneous
and ds the stable droplet diameter [125]. Rapid droplet breakup was realised by setting ds and the
characteristic time scale τ to low values, i.e. 1µm and 1 ms, respectively. In accordance with the
d 2-law, the reduction of the initial droplet diameter led to a quadratic reduction of the evaporation
timescales, see Fischer [32] or Musa et al. [142]. Eventually, droplets were depleted in the catalyst
substrate within the single-digit ms range.
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Table 4.7: Threshold calibration of the Bai Gosman impingement model adapted to UWS.

Threshold Quantity Value Source Comment

Surface roughness rs 1µm [32] stainless steel
Splash boundary coefficient Aw 600 [45] wetted wall
Deposition limit offset temperature ∆TDL 207 ◦C [45]
Leidenfrost transition temperature margin ∆Ttrans 40 ◦C [45]
Partial evaporation ratio pe 8 % [45]
Breakup boundary We1 5 [32]
Breakup and spread boundary We2 50 [32]

Wall Film Description

The propagation of the liquid film on the internal system walls was described using a two-dimensional
finite volume approach [125]. In this Eulerian type framework, the wall film was assumed to be very
thin and without impact on the boundary layer assumption. The fluid flow was considered laminar
and incompressible, assuming a parabolic and piecewise linear velocity and temperature profile, re-
spectively. Conservation equations for mass, momentum and energy were solved for each boundary
cell containing liquid film. The model considered the impact of flow-induced shear forces, gravity,
the momentum and enthalpy contribution of impinging droplets, the deceleration of films due to the
influence of surface tension, and film stripping at sharp edges [32, 125]. In contrast to the droplet
description, diffusion was considered in the description of convective transport within the wall film
and in the evaporation model. Following the suggestion of Fischer [32], the binary diffusion coef-
ficient was set to D l = 1·10−9 m2/s according to the findings of Constantino et al. [143]. All other
temperature and concentration dependent liquid phase properties were assumed identical to those
of UWS droplets, Tab. 4.6. Equally, Raoult’s and Dalton’s law were applied to determine the saturation
temperature of the mixture and to distinguish between evaporation and boiling.

The effective heat flux into the film is significantly affected by the characteristics of heat transfer
between solid walls and film, as well as the heat transport within the film. Below the boiling point
and for low excess temperatures ∆T = Tw −Tsat heat transport is driven by natural convection [58,
144, 145]. Above, the formation of vapour bubbles enhances the heat transfer (nucleate boiling) up
to the point where the heat flux becomes maximal (Nukiyama point/temperature), see Fig. 4.11. Bey-
ond this point, heat transfer declines as the vapour bubbles begin to form an insulating vapour layer
between solid wall and liquid film (transition boiling). Eventually, a heat flux minimum can be ob-
served (Leidenfrost point/temperature) before the heat flux gradually begins to increase again due to
thermal radiation (film boiling).

The temperature-dependency of the heat flux above the boiling point was captured with the Nukiyama
pool boiling model [125]. The implementation allowed the specification of crucial parameters such
as the maximum heat flux and the Leidenfrost temperature

TLF = Tsat +∆TLF (4.11)

using a constant temperature offset ∆TLF. It is worth noticing that the definition of the Leidenfrost
point according to Eq. (4.11) was now consistent with that of the deposition limit, Eq. (4.5), i.e. a
constant temperature offset was assumed between saturation and Leidenfrost temperature. The cal-
ibration was adopted from Fischer [32] without further modifications, see Tab. 4.8. In analogy to the
formulation of the deposition limit, the model indirectly accounted for the dependency of the Leiden-
frost effect on the actual urea concentration via the saturation temperature. In the absence of suitable
measurement data, Fischer [32] calibrated the model using available data for pure water, in line with
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Figure 4.11: Schematic outline of the heat flux between solid walls and liquid film as a function of the
excess temperature ∆T = Tw −Tsat for 32.5 wt % UWS (Nukiyama pool boiling model).
Adapted from Talukdar [146] using approximate values for UWS from Fischer [32].

Table 4.8: Threshold calibration of the pool boiling model adapted to UWS.

Threshold Quantity Value Source Comment

Rohsenow exponent n 2.07 [125, 147] water on stainless steel
Rohsenow surface coefficient csf 0.015 [125, 147] water on stainless steel
Leidenfrost point temperature offset ∆TLF 110 ◦C [125, 148] water
Critical heat flux multiplier cmax 0.015 [125, 148] STAR-CD default
Critical heat flux range multiplier cs 1.2 [125, 148] STAR-CD default
Leidenfrost heat flux multiplier cmin 0.09 [125, 148] STAR-CD default

the approach of Birkhold [101]. Fischer [32] verified the applicability of this approach based on the
prediction of wall film pathways and wall cooling and found a good correlation.

4.2.4 Solid Walls

Heat transfer was modelled not only in the fluid but also in the solid phase in order to capture the
thermal behaviour of the mixing elements and pipe walls (conjugate heat transfer [131]). Hence, heat
conduction within the solid was considered along with thermal inertia as well as heat exchange with
the exhaust and the surrounding atmosphere. This approach ensured the prediction of realistic tem-
perature distributions and a correct thermal response to wall film evaporation. Free convection was
assumed at the outer boundaries assuming an ambient temperature of 25 ◦C and a thermal resistance
coefficient of 0.05 m2K/W.
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Mechanisms of Deposit Formation

5.1 Deposit Formation in a Series SCR System

Based on the literature study, deposit formation was expected to predominate at low temperatures.
Hence, an operating point with low exhaust enthalpy and stoichiometric injection, OP 200/100/13,
was chosen to gain a first insight into the temporal evolution of deposit formation in the underbody
type SCR system. The visual interpretation of Fig. 5.1 revealed that deposits grew linearly with time
and that the locations of the deposits remained identical in each experiment. Although the respect-
ive deposit nuclei were clearly visible after 15 min, a comparison against the deposits obtained after
120 min revealed that deposit accumulation was very slow. The deposit on the second blade from
the right was missing after 30 min, see orange circle in Fig. 5.1(b), which was attributed to the fact
that four separate experiments were conducted, each starting from a clean and deposit-free system.
Minor variations of the experimental procedure may have affected the results. Moreover, it was un-
clear to what extent the process of deposit formation was affected during the short period between
the suspension of injection and optical inspection, especially in the light of the low overall amount of
deposits. These conclusions made clear that investigations on deposit growth needed to be conduc-
ted on a visually accessible geometry.

In order to identify major deposit locations and their temperature-dependency, the experiment dur-
ation was extended to 240 min and the exhaust temperature was gradually increased. The injection
rate was raised to 35 mg/s as the amount of formed deposits was insignificant at OP 200/100/13 and
overstoichiometric injection is a common practice during low-temperature operation in order to fill

(a) (b) (c) (d)

Figure 5.1: Deposit growth on the mixing element of the underbody type SCR system as a function of
time at OP 200/100/13: 15 min (a), 30 min (b), 60 min (c), 120 min (d).
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up the catalyst’s NH3 storage [149]. The analysis of the deposit yield1 revealed that the amount of de-
posits dropped significantly with increasing exhaust temperature. While 14.5 % of the injected urea
was converted into deposits at 200 ◦C, the deposit yield was reduced by approximately one order of
magnitude at 240 ◦C, Tab. 5.1. The analysis showed that the amount of deposits adhering to the in-
jector varied to a much lesser extent than the overall mass. In contrast to the higher-temperature
OPs, a thin but closed deposition layer spread over the injector at OP 200/100/35 and substantially
contributed to the increase of the deposit weight, Fig. 5.2 (first column). It is worthwile mention-
ing that despite the deposits around the injector holes, no blockage was observed. The distinct
temperature-dependency of the deposit weight wasiled not reflected in the optical impression of the
deposits on the mixing element, Fig. 5.2 (second and third column). Since the mixing element was the
primary impingement target, it was also the key location for deposition. However, especially at low-
temperature OPs, the exhaust enthalpy flux was not sufficient to guarantee complete preparation of
the injected UWS. Excess UWS stripped from the mixer rear edges and effected secondary impinge-
ment as well as deposition on the downstream piping of the exhaust system. The latter accounted
for a major fraction of the deposit weight at OP 200/100/35, Fig. 5.2 (fourth column). Only minor
deposits were found on the catalyst inlet under all conditions (results not shown).

Table 5.1: Deposit mass and yield in the underbody type SCR system as a function of the exhaust
temperature. Mixing section includes mixing element. Experiment duration 240 min.

Operating Point Unit OP 200/100/35 OP 220/100/35 OP 240/100/35

Injected urea mass [g] 163.8 163.8 163.8
Deposit mass mixing section [g] 23.79 7.21 2.41
Deposit mass injector [g] 0.17 0.12 0.12
Deposit yield [%] 14.5 4.4 1.5

The comparison between the deposits observed on the injector and the mixing element revealed fur-
ther details on the particular mechanisms of deposit formation. Although the chemistry and physics
of deposit formation apply regardless of the location, the preceding mechanisms of wall wetting are
of entirely different nature. At the mixing element, droplet impingement was the primary cause as it
led to liquid film generation, trickling and accumulation, as well as to droplet stripping. The present
work focusses on these effects. At the injector, deposit formation was mainly triggered by injector
leakage, i.e. liquid film release and droplet ejection after the completion of the actual injection event.
However, a detailed description of these mechanisms goes beyond the scope of this work.

The experiments with the series exhaust system confirmed the fundamental temperature-dependency
of deposit formation. It was interesting to notice that, despite the significant impact of temperature
on the deposit yield, the location of the deposits was affected only to a minor extent. Initial deposit
nuclei may form within less than 15 min after SOI. The investigations on the closed system provided
only little detailed information about the mechanisms of deposit formation. However, the obtained
data was suitable to verify the relevance of the mechanisms and to validate the predicted deposit
formation risk, see Sections 5.2 and 6.3.

1A definition of the deposit yield is given in Section 2.1, Eq. 2.1.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 5.2: Deposit formation in the underbody type SCR system as a function of the operating con-
ditions: OP 200/100/35 (first row), OP 220/100/35 (second row) and OP 240/100/35 (third
row). Locations: injector (first column), mixing element (second and third column) and
mixing section (fourth column). Experiment duration 240 min.
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5.2 Deposit Formation on Mixer Blades

In order to gain a deeper understanding of the mechanisms involved in the formation of deposits, the
areas of interest were made optically accessible. An optical volume was equipped with a surrogate
mixing element, which imitated the geometric features of the mixer used in the underbody type SCR
system. In this section, common wall film transport phenomena are discussed along with typical
deposition areas. Experimental results obtained using the optical volume are compared with results
from the series exhaust system in order to verify their representativity. Eventually, the mechanisms
which promote or impede deposit formation are identified.

5.2.1 Wall Film Transport and Deposition

Wall film formation and transport was recorded on a mixing element plate exposed to two injector
beams. A steady state had been attained for each operating point considering wall temperature, UWS
evaporation, liquid film spreading and transport. The size of the wetted areas increased with the in-
jection rate and decreased for rising temperatures, Fig. 5.3. For an exhaust temperature of 200 ◦C,
complete wall film evaporation was unachievable even for lowest injection rates, such as 3.3 mg/s. A
noticeable area remained permanently wetted and wall film was periodically transported off the im-
pingement zone. In contrast, at 270 ◦C the preparation of UWS was practically residue-free for injec-
tion rates as high as 6.5 mg/s. Although in this case, too, a small area remained permanently wetted,
the entire rest of the injected liquid was evaporated. It was striking that, despite being permanently
wetted, impingement areas were not subject to deposit formation in any of the cases.

(a) (b) (c) (d)

Figure 5.3: Wall wetting in primary impingement areas as a function of the injection rate:
OP 200/100/3.3 (a), OP 200/100/6.5 (b), OP 270/100/6.5 (c), OP 270/100/10 (d). Perman-
ently wetted areas marked in red, arrows indicate direction of the exhaust flow. Images
show end of the corresponding injection cycles, a steady state has been attained.

Excess wall film trickles off the primary impingement areas due to the momentum introduced via
the impinging droplets, the shear stresses induced by the flow field, and gravity. Wall film frequently
accumulates at blade edges, Fig. 5.4(a), and is pushed over the edge. Due to adhesion forces, the film
typically remains attached to the blade and flips around the edge onto the reverse side of the blade,
Fig. 5.4(b). The figures demonstrate typical distribution mechanisms. However, depending on the
balance between the local forces, wall film may not only flip from the upper onto the lower part of an
edge but also vice versa, i.e. against gravity. In particular at blade edges, the supply with fresh UWS
displaces the present film and is able to push it even in the upstream direction, Figs. 5.4(b) and 5.4(c).
If wall film accumulates to a certain point, gravitational and shear forces cannot be compensated
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by adhesion anymore. As a consequence, droplets strip off edges and impinge on subjacent blades,
Fig. 5.4(c), or the downstream piping. At blade joints wall film is distributed onto all adjacent blade
faces, Fig. 5.4(d). The experiments show that the direction of wall film propagation is determined by
the local balance between momentum, shear stresses, gravity and adhesion. Wall film is extensively
distributed on the mixing element, if it does not decompose rapidly after impingement.

(a) (b) (c) (d)

Figure 5.4: Wall film pathways and accumulation at edge exposed to direct incident flow (a), droplet
flipping around edges and accumulation on reverse blade side (b), droplet stripping from
edges and accumulation on subjacent blade (c), wall film distribution at blade joint (d).
Primary impingement areas marked in red, areas with wall film accumulation marked in
yellow. Broad blue and red arrows indicate direction of the exhaust flow.

Persisting liquid film was eventually converted into solid deposits. A systematic parameter study was
conducted to investigate deposition locations as a function of exhaust temperature, mass flow, and
injection rate. A number of representative scenarios have been compiled in Fig. 5.5. The extent of
deposit formation ranged from tiny deposits in close proximity to the impingement areas, Fig. 5.5(e),
to noticeable deposits at the lower rear blade edge, Fig. 5.5(g). A further increase of the injection rate
led to significant liquid accumulation and continuous droplet stripping, Fig. 5.5(d). As the film at the
lower blade edge oscillated vigorously, wall film occasionally splashed onto adjacent areas outside of
the main wall film pathways and immediately solidified. The fact that deposits of similar size and
location were found at different operating conditions indicates that the deposition location is essen-
tially determined by the balance between exhaust enthalpy flux and UWS injection rate. An increase
of the exhaust temperature and/or mass flow shifted the deposit location upstream, whereas raising
the injection rate shifted the location downstream. The results prove that fluid film pathways do not
depend on the operating conditions. This is plausible as the general structure of the flow field is not
modified by the operating conditions, except for the velocity magnitude which scales with the mass
flow rate and temperature [32]. Hence, shear stress, being a major driving force for wall film trans-
port, will also mainly vary in magnitude but not in direction. Liquid film continuously evaporates as
it trickles off the primary impingement areas and is heated up. Hence, the film thickness decreases
and adhesion forces gain in importance, compared to shear stresses and gravitation. Eventually, the
film is thinned and slowed down to the point where secondary reaction products are not carried away
by the film anymore, but adhere at the system wall. Ultimately, deposit formation has to be expected
as soon as the exhaust enthalpy flux is not sufficient to decompose the injected UWS immediately.
While deposits will form alongside the fluid film pathways, their exact location is determined by the
balance between exhaust enthalpy flux and injection rate. Droplet stripping or liquid film splashing
do not impede deposit formation but shift it to a downstream location or an adjacent blade area.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.5: Locations of deposit formation as a function of temperature and injection rate after 60 min
of dosing: OP 200/100/3.3 (a), OP 235/100/13 (b), OP 270/100/25 (c), OP 270/100/35 (d),
OP 200/200/3.3 (e), OP 235/200/13 (f), OP 270/200/25 (g), OP 270/200/35 (h). Red circles
mark deposit locations, red crosses indicate thermocouple locations. Thermocouples in-
stalled on reverse blade side. Broad blue, orange and red arrows indicate direction of the
exhaust flow.

The question arose whether the phenomena observed in the optical volume were representative for
series SCR systems. To answer this question, typical deposition scenarios from the respective ex-
periments were compared, Fig. 5.6. The excellent correlation shows that the optical box represented
these phenomena in a realistic way. The comparison confirms that liquid film accumulation and
deposition frequently occur at geometric features, such as blade edges, gaps, and holes, but are not
bound to them. All areas exposed to wall wetting have to be considered as potential deposit loca-
tions, regardless of whether these faces are exposed to intense shear flow, or lie within a wake region.
Holes, gaps, and blade edges do not immediately trigger deposit formation. However, as the film is
distributed onto a broader area at such geometric irregularities, they promote further thinning and,
eventually, deposition of the UWS film in the form of solid deposits.

The obtained results shed some light on the mechanisms of wall film transport and deposition. How-
ever, they also showed that conclusions about the risk of deposit formation in a specific area could
not be drawn solely based on the location and the local flow field. Further investigations were ne-
cessary to identify the mechanisms which promote or prevent deposit formation, and to quantify the
boundaries of deposit formation.
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(a) (b) (c)

(d) (e) (f)

Figure 5.6: Common deposit formation scenarios at blade edges: Frontal blade side (a, incident flow),
reverse blade side (b, wake region), stripping from edge onto subjacent blades (c, wake
region). Common deposit formation scenarios at blade faces: wall film trickling through
holes and gaps in plain surfaces (d, shear flow), plain surface (e, shear flow), rear blade side
(f, wake region). Upper images: experiments in optically accessible box. Lower images:
corresponding deposit formation mechanism in underbody type SCR system. Dashed
lines indicate deposit formation on rear side of the tagged blade. Broad red arrows in-
dicate direction of the exhaust flow.
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5.2.2 Deposit Growth and Prevention

Typical sequences of deposit growth are depicted in Figs. 5.7(a) and 5.7(b). Once liquid film has solid-
ified locally it can act as a nucleus for further deposit accumulation. UWS which reached the existing
deposit solidified at its upstream border (damming growth). However, some deposits also grew at
peripheral borders (peripheral growth), despite the fact that they were not wetted from outside at the
corresponding edge. These cases show that UWS is transported through the capillary structure of the
deposits, i.e. through small canals and fissures. This can be regarded as a separate growth mechan-
ism and is responsible for the formation of deposits in the underbody type exhaust system, which
were not plausibly explicable on the basis of liquid film pathways, see Figs. 5.7(c) and 5.7(d). The ex-
periments reveal that deposits can grow in virtually any direction and reach locations which are not
covered by regular fluid film pathways.

(a) (b) (c) (d)

Figure 5.7: Common mechanisms of deposit growth as a function of time: OP 270/100/13 after 30 min
(a, (1) 10 min, (2) 20 min, (3) 30 min), OP 270/100/25 after 60 min (b, (1) 20 min, (2) 40 min,
(3) 60 min). Deposit growth on the mixing element of the underbody type SCR system at
OP 220/100/35 after 240 min: frontal view (c, deposit formation at the rear blade) and
left-hand side view (d, deposit formation resulting from wall film flipping onto the reverse
blade side and subsequent peripheral deposit growth in the upstream direction). Yellow
arrows indicate liquid film trickling pathways (dashed if hidden by blades), red arrows
indicate direction of deposit growth (dashed if hidden by blades). Dotted red lines: dam-
ming growth, dotdashed red lines: peripheral growth. Broad red arrows indicate direction
of the exhaust flow.

The consecutive steps of deposit formation are initial wall wetting, liquid film accumulation, deposit
nucleus formation and deposit accumulation, Fig. 5.8. The study of the impingement zones over a
period of 60 min revealed that, despite permanent wetting, deposit nuclei do not form within these
areas. Impinging droplets cause a continuous dilution with fresh UWS, and present film was continu-
ously transported off these areas. On a physical basis, this can be related to strong and continuous
motion and mixing of the film, i.e. intense liquid film dynamics. The superposition of periodic sup-
ply and continuous removal of UWS manifests in a strong fluctuation of the local wall film thickness.
Due to the continuous wall film trickling, secondary reaction products (i.e. potential deposits) are
continuously removed from the impingement areas. Moreover, the average local urea concentration
is lower, which effectively also inhibits undesired reactions. It is probable that wall film in the dir-
ect vicinity of primary impingement areas exhibits similar properties. Concludingly, the formation
of deposit nuclei is effectively prevented in areas with intense liquid film dynamics. However, if the
film trickles off these areas and thins down through continuous evaporation, the dynamics can be
reduced down to a point where deposits readily form.

The visual analysis of particularly thick wall films revealed that they trickle with higher velocities than
thin films, as gravitational and shear forces gain in significance over adhesion forces. Besides, the
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(a) (b) (c) (d)

Figure 5.8: Consecutive steps of deposit formation on a plain mixer surface: initial wall wetting (a,
30 s after SOI), liquid film accumulation (b, 90 s after SOI), deposit nucleus formation (c,
130 s after SOI), and deposit accumulation (d, 60 min after SOI). Primary impingement
areas marked in red. Broad red arrows indicate direction of the exhaust flow.

heat input into the film and the evaporation rates are reduced, due to the smaller surface to volume
ratios. Ultimately, solidification of the film is suspended and potentially formed secondary reaction
products are continuously washed away. As thick films transport large amounts of UWS, they cause
massive liquid phase accumulation at the lower/rear blade edges, Fig. 5.9. In further consequence,
this behaviour leads to very thick films and to continuous droplet stripping. In areas with intense ac-
cumulation, present liquid film is continuously diluted with fresh UWS and removed through droplet
stripping. Such film is permanently put into motion and mixed, which impedes deposition locally.
Potentially formed secondary reaction products are continuously removed and deposition can ef-
fectively be prevented over long periods (> 60 min).

(a) (b)

Figure 5.9: Prevention of deposit formation by intensive liquid film trickling and accumulation: 1 min
after SOI (a), 60 min after SOI (b). OP 200/100/13. Red lines indicate wall film boundaries,
yellow arrows indicate liquid film trickling pathways and stripping from edge. Broad blue
arrows indicate direction of the exhaust flow.

All previous investigations showed that rear blade edges are of key importance during the formation
of deposits. In order to evaluate whether the shape of the blade edges had any influence on the de-
posit formation risk, single blades of mixer 2 of the close-coupled type SCR system were whetted to
yield sharp edges, Fig. 5.10(a). Experiments with and without sharpened rear blade edges revealed
that the shape of the edges had practically no impact, neither on the extent nor on the location of
deposit formation on the mixing element, compare Figs. 5.10(b) and 5.10(c).

The experiments presented in this section illustrate that intense liquid film dynamics are the root
cause for thee major mechanisms preventing deposit formation. In primary impingement areas and
their vicinity, this becomes visible in the continuous fluctuation of the local wall film thickness. In
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(a) (b) (c)

Figure 5.10: Sharpening of single rear blade edges exposed to deposit formation (a). Deposit forma-
tion on the rear blade edges with (b) and without (c) sharpening. Test case: mixer 2 in
combination with the 6-hole injector. OP 275/170/45, experiment duration 90 min.

case of thick films and in wall film accumulation areas, the effect becomes obvious through high
trickling velocities and high film thicknesses in combination with stripping from edge, respectively.
In order to exploit this knowledge for the assessment of the deposit formation risk, it is necessary
to determine critical thresholds for each mechanism. As measuring such thresholds is very difficult,
a set of criteria will be formulated for each mechanism and the corresponding thresholds will be
empirically determined in the modelling section, see chapter 6.

5.3 Deposit Formation Boundaries and Conditions

In order to quantify both the boundaries and the conditions of deposit formation in SCR systems,
the process was studied on the surrogate mixing element over a wide range of operating conditions.
In this section, the deposition limit, deposit solidification temperatures and times, as well as deposit
accumulation are assessed. Moreover, it provides information about critical injection rates, and helps
to understand how the described impact factors contribute to the severity of individual deposits.

5.3.1 Deposition Limit

A parameter study was conducted to determine the deposition limit as a function of the operating
conditions. Fig. 5.11 depicts the dependency of the temperature drop, ∆Tm on the steady state tem-
perature of the impingement area at EOI, Tm,EOI, for different exhaust mass flows and UWS injection
rates. Approximate boundaries were added based on the visual analysis of the wall wetting regimes.
However, they shall not be interpreted as sharp thresholds, as the regimes blended into each other.
The shape of the curves, i.e. the increase of the cooling performance with decreasing temperatures,
reflects the changes of the underlying heat transfer mechanisms from film boiling via transition boil-
ing to nucleate and natural convection boiling. The graphs reveal that the cooling performance rises
with increasing injection rates (injection pulse lengths) and decreasing exhaust mass flows (enthalpy
fluxes). The deposition limit marks the boundary between occasional wall wetting (Leidenfrost trans-
ition) and a stable Leidenfrost effect. The latter can be regarded as another mechanism preventing
deposit formation, as it impedes wall wetting permanently.

At high enthalpy fluxes in combination with low injection rates (200 kg/h, 13 mg/s), wall wetting was
omitted down to temperatures of approx. 264 ◦C. In contrast, at low enthalpy fluxes in combination
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Figure 5.11: Evolution of solid cooling∆T as a function of the steady-state temperature of the mixing
element prior to end of injection Tm,EOI, for different exhaust mass flow and injection
rates. Approximate boundaries (thresholds) have been added to facilitate the differenti-
ation of the wall wetting regimes.

with high injection rates (100 kg/h, 35 mg/s) temperatures above 285 ◦C were necessary to prevent
wall wetting. The results demonstrate that an increase of the injection rate shifts the deposition limit
towards higher temperatures. However, they also show that this effect can be compensated by rais-
ing the exhaust enthalpy flux. From a general perspective, the deposition limit is determined by the
balance between the exhaust enthalpy flux and the specific impingement mass flow rate, Eq. 2.2.
Depending on the operating conditions, the deposition limit on a typical mixing element may lie in
the range between approx. 250 ◦C and 300 ◦C. Obviously, the complexity of droplet wall interaction
renders a universal specification of the deposition limit cumbersome.

Permanent wall wetting was observed below approx. 230 ◦C. The lower the temperature, the more
undecomposed film was available for deposition. In the temperature window between the perman-
ent wall wetting threshold and the deposition limit, the walls were periodically wetted, but the film
always evaporated completely prior to the next injection event. The results clearly point to the fact
that the permanent wall wetting threshold is, in fact, the more relevant boundary. If it is not transcen-
ded, deposit formation is prevented due to the absence of a persisting wall film. Ultimately, whether
or not a wall film is completely evaporated is essentially determined by the local balance between the
film mass and the (temperature and concentration-dependent) heat input into the film.

5.3.2 Solidification Conditions

The systematic parameter study presented in Section 5.2.1 revealed that the deposit location along-
side a wall film pathway was essentially determined by the balance between exhaust enthalpy flux and
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Figure 5.12: Wall wetting and deposit formation on the mixing element as a function of the temper-
ature: intermittent and transitory wall wetting regimes (1), Leidenfrost effect (2), deposit
formation (3), and permanent wall wetting (4). Approximate regime boundaries marked
by dashed lines: minimum solidification temperature (red), permanent wall wetting
threshold (green), and deposition limit (blue). Injection rates shown as contour lines.

injection rate. In order to shed further light on the boundary conditions of deposit formation, the so-
lidification temperatures Ts were evaluated for all experiments conducted during the study, Fig. 5.12.
In all cases, the impingement areas exhibited permanent wall wetting. The respective temperatures
were added to the chart. Furthermore, it was complemented with the data obtained during the in-
vestigation of the deposition limit. All measurements were marked according to the observed wall
wetting regime. The abscissa of Fig. 5.12 shows the temperature level of the mixing element before
SOI Tm,SOI. The ordinate indicates the respective steady-state temperatures, which appeared during
the observed phenomena. For low exhaust enthalpy fluxes, the minimum temperature was limited
by the droplet temperature upon injection, ranging from 50 ◦C to 80 ◦C (data not shown). For high
exhaust enthalpy fluxes, it was determined by the onset of the Leidenfrost effect at the maximum
injection rate, 120 mg/s.

The data reveals that for temperatures below Tm,SOI ≈ 215 ◦C, complete decomposition was not pos-
sible (intersection of the green and solid black line). The injected UWS was converted either into a
deposit or retained its fluid state. With respect to typical dosing strategies, this range of operating con-
ditions cannot be avoided. Deposits exhibited a rather moist consistency up to approx. 210 ◦C and
could be washed away easily, if the injection rate was increased. Above 215 ◦C, complete UWS decom-
position was possible (green line), if a critical injection rate was not exceeded. Up to Tm,SOI ≤ 290 ◦C, it
was characterised by the regime transition between intermittent and permanent wall wetting. Above



5.3 Deposit Formation Boundaries and Conditions 61

O

Q

U

NS

PO

SQ

NUM OMM OOM OQM OSM OUM PMM POM PQM

få
àÉ
Åí
áç
å
=o
~í
É=
xã

ÖL
ëz

jáñáåÖ=bäÉãÉåí=qÉãéÉê~íìêÉ=iÉîÉä=EÄÉÑçêÉ=pí~êí=çÑ=fåàÉÅíáçåF=x°`z

mÉêã~åÉåí=ï~ää=ïÉííáåÖ qê~åëáíáçå~ä=ï~ää=ïÉííáåÖ

fåíÉêãáííÉåí=ï~ää=ïÉííáåÖ iÉáÇÉåÑêçëí=ÉÑÑÉÅí

iÉáÇÉåÑêçëí=íê~åëáíáçå aÉéçëáí=Ñçêã~íáçå

`êáíáÅ~ä=áåàÉÅíáçå=ê~íÉ

Figure 5.13: Critical injection rate for the onset of permanent wall wetting and deposit formation on
the mixing element, as a function of the mixing element temperature level.

300 ◦C, intermittent wall wetting could not be observed anymore. If the impingement area was cooled
beyond the Leidenfrost point, the walls were permanently wetted and deposits were formed. The crit-
ical injection rate increased exponentially, Fig. 5.13 (note the logarithmic scale of the ordinate). The
transition between the characteristic behaviour became apparent in the change of the growth rates
around 295 ◦C. In the experiments, excess wall film trickled off the impingement areas, thinned down
and heated up. Alongside the fluid film pathways, the liquid film dynamics continuously reduced to
an extent which allowed solidification. The eventual solidification temperature rose with increasing
mixing element temperature level and laid within a narrow temperature band.

On a physical basis, the observed behaviour can be explained using the Nukiyama pool boiling curve.
If the temperature of the impingement area drops beneath the Leidenfrost point, the heat flux in-
creases sharply and the wall is wetted. Depending on the local balance between film mass and heat
input into the film, the temperature may recover sufficiently prior to the next injection and evaporate
the film completely. Intermittent wall wetting can be observed if this balance can be maintained. If
the heat input is insufficient, the temperature of the impingement area further drops and the walls are
permanently wetted. While Fig. 5.13 proves that an increase of the injection rate may be compensated
by raising the temperature, the data in Fig. 5.12 demonstrates the limits of this measure. The heat
consumption of the evaporating film increases with the injection rate. While evaporative cooling of
the solid walls is very efficient, the temperature recovery of the impingement areas will at some point
be limited by the maximum heat input of the exhaust gas. This may be seen as an explanation why
a stable transitory behaviour between pure Leidenfrost effect and permanent wall wetting was only
observed up to just above Tm,SOI = 280 ◦C. Above 300 ◦C, permanent wall wetting and subsequent
deposit formation was triggered as soon as the temperature fell below the Leidenfrost point. This
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behaviour also became visible in the rate change of the critical injection rate characteristic around
Tm,SOI = 295 ◦C.

Obviously, the validity of the specified critical injection rate is limited to the investigated system and
operating conditions. Considering the multitude of impact factors, a generalisation to arbitrary sys-
tems and conditions is hardly possible. Even within one system, the onset of permanent wall wetting
depends on the local balance between the specific impingement mass flow rate and the heat input.
While the former depends on the injection strategy, spray targeting, and characteristics, the latter is
determined by the effective heat fluxes between exhaust gas, film and solid. For instance, an exten-
sion of the impingement area Aimp would reduce the specific impingement mass flow rate ṁimp,s and,
thus, raise the critical injection rate by promoting wall film evaporation. This would be equivalent to
shifting the contours of constant injection rate in Fig. 5.12 towards lower mixing element temperature
levels Tm,SOI. As a consequence, system operation with two different injectors may yield an entirely
different deposit formation risk, even if the exhaust temperature, mass flow, and the injection rates
are maintained constant.

The analysis of the experimental data made clear that it is neither reasonable nor possible to specify a
universal permanent wall wetting threshold. The determination of a system-specific critical injection
rate is bound to a modelling approach capturing all involved physical effects, ranging from an accur-
ate representation of the spray characteristics, targeting, and droplet wall interaction, to the correct
prediction of liquid film dynamics and the effective heat fluxes between exhaust gas, fluid film and
solid material. Besides, the sole prognosis of whether or not an excess wall film will be formed, is not
sufficient to determine whether or not the resulting deposit will pose a risk to reliable system oper-
ation. Therefore, the solidification timescale, deposit accumulation and the content of the deposit
were included into the analysis to determine the actual deposit severity, see Sections 5.3.3-5.4.2.

5.3.3 Solidification Timescales

Depending on the operating conditions, the time between SOI and the formation of a deposit nuc-
leus varied significantly. Below Tm,SOI = 200 ◦C, the solidification timescales ts noticeably exceeded
values of 600 s. Above 300 ◦C, conversion into solid deposits occurred in less than 160 s, Fig. 5.14. In
the intermediate temperature range 200...300 ◦C, the UWS solidification timescales did not depend
on the mixing element temperature level. The comparison of operating points with identical mixing
element temperature level yielded that the solidification timescales were lower for lower injection
rates as well as for higher exhaust mass flows, see Fig. 5.14 for Tm,SOI = const. This trend was inverted,
however, if the amount of excess wall film was very small, e.g. around Tm,SOI = 280 ◦C. In such cases,
it was possible that the respective solidification timescales increased by a factor of up to 2...3, even
compared to operating points with similar mixing element and deposition temperatures. This beha-
viour was also equivalent to very slow deposit accumulation. The minimum observed timescale was
ts = 45 s, typical values ranged between 60 s and 240 s. In case of strong UWS accumulation at rear
blade edges, the liquid phase was put into vigorous motion. As a consequence, UWS continuously
splashed onto hot and dry, adjacent blade face areas and solidified immediately. This can be seen
as supporting evidence that droplets stripping from edges also do not hinder deposit formation but
shift the problem towards the downstream piping. The experimental results demonstrate that even
critical operating conditions do not immediately trigger deposit formation at low temperatures. At
high temperatures, however, the temporal delay between start of injection and UWS solidification is
short.
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Figure 5.14: UWS solidification timescales as a function of the mixing element temperature level. De-
posit formation temperature band adopted from Fig. 5.12.

5.3.4 Deposit Accumulation

Deposit accumulation was assessed optically by comparing to a reference. The individual deposits
were classified based on a scale with six levels. At temperatures below Tm,SOI = 200 ◦C deposit growth
was very slow, Fig. 5.15. Deposits formed up to 210 ◦C retained a moist consistency and could easily
be washed away. The available exhaust enthalpy was hardly sufficient to evaporate the entire water
content of the UWS. In the range 200...290 ◦C, accumulation remained on a constant and comparat-
ively low level. Around 290 ◦C deposit growth was highly dependent on the injection rate. Above, it
was very pronounced in all cases. The change of the accumulation characteristic was closely related
to that of the critical injection rate, Fig. 5.13. Above 300 ◦C, the critical injection rate already exceeded
50 mg/s. However, as soon as the Leidenfrost effect could not be maintained, intensive wall wetting
and subsequent deposit formation was triggered. In this temperature range, the critical injection rate
is to be seen as a sharp boundary, which marks the onset of noticeable deposit formation.

5.4 Deposit Content and Decomposition

A set of representative deposits was selected in order to clarify the impact of the boundary conditions,
under which the deposits were formed, on their thermal stability. In this section, the deposit content
and the decomposition behaviour of the individual components are studied. Deposits are charac-
terised and categorised with respect to their formation and decomposition temperatures. Critical
thresholds are provided and constitute the basis for the assessment of the deposit severity in Sec-
tion 5.5.
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Figure 5.15: Deposit growth as a function of the mixing element temperature level. Deposit formation
temperature band adopted from Fig. 5.12.

5.4.1 Chemical Content Analysis

The temperatures at which individual deposit components decompose at noticeable rates vary sig-
nificantly, Tab. 5.2. Hence, it is evident that the temperature-stability of individual deposits is de-
termined by its composition. The analysed set of deposits covered a wide range of deposit formation
temperatures Ts between 185 ◦C and 275 ◦C. Samples were named according to the operating point
at which they were generated, Tab. 5.3.

Thermogravimetry allowed a qualitative and, to a limited extent, also a quantitative assessment of
the deposit composition. The analysis was based on the comparison of the decomposition behaviour
of single deposits against that of the major reference substances, Fig. 5.16. Major components of the
individual deposits were identified in particular by interpreting characteristic temperatures and mass

Table 5.2: Decomposition temperatures of pure reference substances based on thermogravimetic
analyses: start of decomposition (SD, ≥ 2 % mass loss), decomposition at noticeable rates
(ND, |dm| ≥ 8%/min) and sample depletion (m ≤ 1 % of the original sample mass). Heat-
ing rate 10 ◦C/min, purge gas N2, sample mass 3.9 mg.

Process SD ND Depletion
[°C] [°C] [°C]

Urea decomposition 151 174 377
Biuret decomposition 195 203 400
Cyanuric acid decomposition 278 326 372
Ammelide decomposition 348 382 664
Ammeline decomposition 348 410 702
Melamine decomposition 250 287 337
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Figure 5.16: Thermogravimetric analyses of deposit samples and reference substances. Residual
weight of the samples marked with symbols every 50 ◦C in order to facilitate the iden-
tification and comparison. Heating rate 10 ◦C/min, purge gas N2, sample mass 3.9 mg.

shoulders, under consideration of the underlying chemistry, Tab. 5.3.

The evidence suggests that deposits can be classified into two categories, based on their formation
temperature TD. Up to 231 ◦C, deposits were characterised by the degree of conversion of urea and
biuret into cyanuric acid (low-temperature deposits), Tab. 5.3. The amount of temperature-stable
components amounted up to around 8 % of the sample mass. In case of deposition temperatures as
low as 256 ◦C urea and biuret fractions were negligible. Cyanuric acid became the major component
and deposits were characterised by the degree of conversion of cyanuric acid into the temperature-

Table 5.3: Overview of formation temperatures and content of a representative set of deposits based
on thermogravimetic analyses. Heating rate 10 ◦C/min, purge gas N2, sample mass 3.9 mg.

Operating point Tm,SOI Ts Major components
[°C] [°C]

OP 200/100/3.3 185 185 urea, biuret, cyanuric acid,
≈ 8 % of ammelide and ammeline

OP 235/100/10 216 213 biuret, cyanuric acid,
≈ 8 % of ammelide and ammeline

OP 270/100/19 246 231 biuret, cyanuric acid,
≈ 8 % of ammelide and ammeline

OP 305/200/47 290 256 cyanuric acid, traces of biuret,
≈ 12 % of ammelide and ammeline

OP 320/200/90 304 275 cyanuric acid,
≈ 24 % of ammelide and ammeline
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stable components ammelide and ammeline (high-temperature deposits). Their amount added up
to around 12 % (OP 305/200/47) and 24 % (OP 320/200/90). The comparison of the decomposition
behaviour of the deposits against that of ammelide and ammeline provides an insight into the impact
of their amount on the depletion process. If their fraction within the deposit increases, the depletion
temperatures and timescales rise significantly.

Evidently, thermogravimetric analyses based on a constant heating rate provide a consistent frame-
work for the analysis of the deposit content. An excellent comparability between samples and ref-
erence substances was ensured by maintaining the initial sample masses constant. However, due to
the fact that deposit decomposition in exhaust systems rarely involve constant heating and temper-
atures as high as 800 ◦C, a separate measurement campaign was necessary in order to systematically
evaluate decomposition timescales.

5.4.2 Decomposition Behaviour

Decomposition timescales are highly dependent on the deposit composition as well as on the tem-
perature to which the sample is heated. The exhaust temperature level may exhibit significant vari-
ations, particularly in urban traffic. As a consequence, periods with temperatures sufficiently high for
deposit decomposition may be short. In order to reflect this situation, individual deposit components
were heated with 100 ◦C/min to the desired temperature, which was then maintained for 60 min. De-
pletion within the single minute range was assumed as a criterion for fast sample decomposition.

The results support the classification of deposits based on their fraction of temperature-stable com-
ponents. The evaluation of the decomposition timescales proves that deposits may decompose rap-
idly at temperatures as low as 350 ◦C, if their major components are urea, biuret and cyanuric acid
(low-temperature deposits), Tab. 5.4. However, fast decomposition may require a significant increase
of the temperature level of up to 700 ◦C if ammelide and ammeline accumulate within the deposit
(high-temperature deposits). The decomposition behaviour of the temperature-stable components
is dominated by ammeline, as ammelide depletion was always achieved earlier compared to am-
meline (data not shown).

A review of the decomposition timescales furthermore demonstrated that both urea as well as biuret
decomposition were significantly accelerated above 250 ◦C. The decomposition of either of these pro-
motes the formation of ammelide and ammeline, which may also be seen as an explanation for the
abrupt increase of the fraction of temperature-stable components in deposit samples formed above
250 ◦C, see Tab. 5.3. In case of pure urea, sample depletion required 548 s whereas 98 % of the sample
were already decomposed after 36 s. Again, this confirms that minor amounts of ammelide and am-
meline, which were formed during urea decomposition, may be decomposed even at temperatures
as low as 350 ◦C.

5.5 Deposit Severity

Even though deposits may form at all temperatures up to the deposition limit, not every deposit ne-
cessarily poses a threat to reliable system operation. In general, the potential severity of a deposit
increases with its formation temperature. In this section, the actual deposit severity ds shall be as-
sessed and classified through the comprehensive interpretation of the available data on solidification
temperatures and timescales, deposit accumulation and content, as well as the decomposition beha-
viour of the individual deposit components, see Tab. 5.5.
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Table 5.4: Decomposition timescales of pure substances at temperatures up to 700 ◦C according to
TGA measurements. Heating rate 100 K/min, residence time at target temperature 60 min,
purge gas N2, sample mass 2.6 mg. Sample depletion was assumed when the residual
weight had dropped to 1 % of the original mass.

Component Weight Temp. Res.wght. Time
[mg] [°C] [mg/mg] [s]

Urea 2.670 150 33.7% 3600
Urea 2.680 200 24.1% 3600
Urea 2.683 250 20.4% 3600
Urea 2.685 300 10.4% 3600
Urea 2.660 350 2.0% 36
Urea 2.660 350 1.0% 548

Biuret 2.658 200 62.0% 3600
Biuret 2.630 250 56.3% 3600
Biuret 2.630 300 8.2% 3600
Biuret 2.590 350 1.0% 62

Cyanuric Acid 2.621 300 1.0% 2106
Cyanuric Acid 2.605 350 1.0% 87

Ammeline 2.507 500 19.1% 3600
Ammeline 2.655 600 1.0% 1816
Ammeline 2.650 700 1.0% 59

At low temperatures, deposit formation can hardly be prevented, as the critical injection rates are
very low. However, deposits form and accumulate slowly, and a moderate temperature increase is
sufficient to trigger their decomposition. The tolerable injection rate increases with temperature. At
the same time, the trends observed with respect to the solidification timescales, deposit growth and
composition equally intensify the deposit severity. As a consequence, high temperature operating
points combine short solidification timescales, rapid accumulation and temperature-stable deposits.
Compared to the low-temperature operating points, they are characterised by an abrupt initiation of
deposit formation, if the critical injection rate is exceeded.

Below 160 ◦C neither urea decomposition nor undesired secondary reactions proceed at noticeable
rates. Undecomposed urea may recrystallise or remain within the system in the form of a melt. De-
posits are expected to largely maintain a moist state, remain soluble in UWS, and deposit slowly. As
the reducing agent remains stored in its original state, it may easily undergo thermolysis upon heating
to 350 ◦C. Therefore, these two types of deposits exhibit the lowest severity ds = 0.

Between 160 ◦C and 250 ◦C, the chemical stability of deposits gradually increases and their content
can be characterised by the degree of conversion of urea and biuret into cyanuric acid. However,
up to 175 ◦C the deposit content remains practically limited to urea and biuret. Deposit severity is
specified as ds = I. Above, the cyanuric acid content gradually increases and deposits contain minor
amounts of ammelide and ammeline. Nevertheless, the solidification timescales are still large and
deposits grow slowly. Up to 210 ◦C, they retain a rather moist consistency and can easily be washed
away (ds = II). The fraction of temperature-stable components remains on a constant low level and
deposit accumulation is still fairly average up to approx. 250 ◦C (ds = III). As individual deposits may
vary significantly with respect to their mass and composition, the specification of any universal min-
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Table 5.5: Classification of the deposit severity ds based on the solidification temperature Ts and
timescale ts, average deposit growth dg, deposit composition, and the expected decom-
position temperatures Tdcmp. Temperature stable deposit components include ammelide
and ammeline.

ds Ts Main components T.-stable ts dg Tdcmp

[ - ] [°C] [mg/mg] [s] [ - ] [°C]

0 T ≤ 133 urea (crystallised) ¿ 1 % ≥ 350
0 133 < T ≤ 160 urea (melt) ¿ 1 % ≥ 350
I 160 < T ≤ 175 urea, biuret < 1 % ≥ 350
II 175 < T ≤ 210 urea, biuret, cyanuric acid ≤ 10 % > 300 1...2 ≥ 350
III 210 < T ≤ 250 urea, biuret, cyanuric acid ≤ 10 % f (Te,ṁe,ṁUWS) 2...3 ≥ 350
IV 250 < T ≤ 270 cyanuric acid, > 10 % f (Te,ṁe,ṁUWS) 3...4 600...700

ammelide, ammeline
V 270 < T cyanuric acid, > 10 % < 160 5...6 600...700

ammelide, ammeline

imum decomposition rate or maximum decomposition timescale would be questionable. However,
the structure of deposits with a maximum severity of ds = III is dominated by components exhibiting
rapid decomposition upon heating to 350 ◦C. Furthermore, as they are not expected to form in large
amounts, it appears safe to assume that the temperature increase will lead to a disintegration of the
deposit structure. Urea, biuret, and cyanuric acid melt and decompose. The small remaining frag-
ments of solid ammelide and ammeline will be distributed or transported off the system in powdery
form, both rendering them harmless to reliable system operation.

Above 250 ◦C, deposits can be characterised by the degree of conversion of cyanuric acid into am-
melide and ammeline. The fraction of temperature-stable components rises and deposits accumu-
late increasingly fast. Above 270 ◦C, this trend coincides with fast solidification and accumulation.
Therefore, this temperature was taken as a threshold to distinguish between high and very high de-
posit severity, ds = IV and ds = V, respectively. Temperatures in the range 600...700 ◦C are required to
achieve fast decomposition of the ammelide and ammeline content.

The classification allows a reasonable differentiation of the deposit severity. The effective decompos-
ition rates and timescales may depend on the actual deposit mass, its surface to volume ratio, the
operating conditions, and the system setup. However, the underlying chemistry can be regarded as
universal. Hence, the classification system may be used to complement a (quantitative) model-based
prediction of excess wall film with a (qualitative) temperature-dependent evaluation of the deposit
severity.



Chapter 6

Modelling Deposit Formation

The mechanisms of wall film transport and deposition have been shown in Chapter 5. The knowledge
gained about the major influence factors, which promote or impede deposit formation, shall now be
combined with data from the literature into an empirical approach to predict deposits based on the
physical properties of the wall film. The validated CFD model presented in Section 4.2 was used to
simulate the propagation of the wall film both in the underbody type and the close-coupled type SCR
systems.

6.1 Modelling Concept

The validity of correlations between single impact factors and deposit formation is usually limited to a
specific SCR system and can hardly be generalised. Even if different systems exhibit the same trends,
thresholds, such as the critical injection rate, cannot arbitrarily be transferred due to the complex
interaction of system design, operating, and boundary conditions. Therefore, a predictive model-
ling concept has to consider all relevant impact factors and their interaction. In the first place, this
includes an accurate representation of the mixing section geometry, spray characteristics, and tar-
geting. Deposit formation proceeds on timescales in the minute to hour range, which, to the present
day, cannot be captured with reasonable computational effort. Therefore, the presented model fo-
cusses on the interpretation of liquid film propagation and properties, in order to assess the deposit
formation risk. This means that, in the second place, droplet wall interaction, wall film formation,
propagation, and evaporation, as well as the convective and turbulent dispersion of gaseous spe-
cies have to be considered precisely. For this purpose, a validated CFD model for the simulation of
UWS preparation in automotive SCR systems was used, as introduced in Section 4.2. The framework
readily allows the simulation of ammonia homogenisation to be extended by the prediction of the
deposit formation risk and can cover the required timescales in the double-digit second range. The
base model is capable of predicting excess wall film and its propagation. As a consequence, it intrins-
ically captures the permanent wall wetting threshold and fundamental impact factors, such as the
specific impingement mass flow rate or wall film dynamics. The representation of all relevant heat
fluxes contributes to the accurate simulation of wall film evaporation and heat up.

As a first step, the prediction of the deposit formation risk requires the identification of all poten-
tial deposit locations. As soon as the temperature of the impingement target has attained a steady
state, the amount and location of the undecomposed excess film becomes evident. While persisting
film is regarded as precursor of deposit formation, it depends on the local conditions whether or not
deposits are eventually formed. Therefore, the second step involves the systematic analysis of the
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wall film properties with respect to the mechanisms which promote or impede deposit formation.
Continuous impingement and different forms of wall film dynamics, e.g. the fluctuation of the film
thickness, have been reported to impede deposit formation locally. These mechanisms have to be
formulated in the form of mathematical correlations, and the respective threshold values have to be
calibrated. Ultimately, the local wall film temperature decides on the relevance of individual depos-
ition pathways. Below its decomposition temperature, urea may recrystallise. The crystallisation limit
can be determined based on the UWS phase diagram. Above the urea decomposition temperature,
the relevant deposit formation chemistry is determined by the temperature and, up to approx. 300 ◦C,
the availability of gaseous isocyanic acid. Eventually, the simultaneous interpretation of temperature
and HNCO concentration allows to draw conclusions on the composition and severity of a potential
deposit.

6.2 Assessment of the Deposit Formation Risk

The deposit formation risk model will be explained based on the comparison of two specific areas on
the mixing element of the underbody type SCR system, Fig. 6.1. Both areas were exposed to continu-
ous wall wetting at OP 200/100/35. However, the experiments showed that even after 4 h the upstream
area (marked in green) did not exhibit noticeable deposit formation in contrast to the rear blade side
(marked in red). Due to wall time limitations, it was not possible to capture the entire experiment
duration in CFD. The simulated time was limited to 40 s, equivalent to 120 injection events. It will
be shown in the present chapter that this was sufficient for a comprehensive analysis of the deposit
formation risk based on the physical properties of the wall film. The consecutive steps of the analysis
were

1. identification of potential deposit locations
(wall film pathways)

2. analysis of the wall film dynamics
(impingement areas, wall film mass fluctuations, thickness, and velocity)

3. evaluation of the deposit formation risk
(wall film temperature level, urea concentration, and HNCO concentration)

and will be addressed in the following sections. A deposition risk will be derived and the deposit
severity will be estimated.

6.2.1 Identification of Potential Deposit Locations

The optical investigations on the mechanisms of deposit formation confirmed that liquid film is to
be seen as a precursor of deposit formation and showed that potential deposition locations were
found alongside liquid film pathways, Section 5.2.1. Fig. 6.1 shows the wall film distribution after 120
injection events. Both areas were exposed to wall wetting. Yet, major deposits were only found on
the reverse side of the rear blade, especially at the upper and rear blade edge. The simulated time
was sufficient to capture both the pathways and properties of the wall film, as well as solid cooling.
Despite this, the exact wall film pathways were subject to minor variations due to statistical variations
of the spray targeting, turbulent droplet dispersion, as well as fluctuations of the flow field. This
was especially relevant for injectors with short pulse durations, broad spray cone angles and high
injection frequencies, such as the hollow-cone injector, Section 4.1.2 and Tab. 4.5. However, it did
not affect the major pathways, but was limited to peripheral areas with very low wall film thickness.
In order to reflect this behaviour, the intersection of the areas covered by wall film at the end of all
injection events within the last second of the simulated time, i.e. after the 118th, 119th and 120th
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rear view

Figure 6.1: Choice of two areas exposed to wall wetting: upstream area without deposit forma-
tion (marked in green) and rear blade face with deposit formation (marked in red).
OP 200/100/35. Left-hand side shows deposit formation on the mixing element after 4 h.
Right-hand side shows simulated wall film thickness on the mixing element after 40 s.
Dotted lines indicate deposit formation and/or wall wetting on the rear side of the tagged
blade, arrows indicate fluid film pathways.

injection event, was taken as a basis for the evaluation of the deposit formation risk and denoted
final footprint. In order to guarantee reasonable results, cells were only classified as wetted if the
film exceeded a minimum thickness of dn,c. The development of the overall wall film mass on the
upstream area and the rear blade side proves that 40 s of calculated time were enough to attain a
steady state, Fig. 6.2. The mass fluctuation on the upstream area reflects the periodic evaporation
of the UWS water content. Comparison with Fig. 6.3 shows that this process is closely linked to the
development of the wall film temperature, which is plausible as the local evaporation rates are highly
dependent on the actual wall film temperature.
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Figure 6.2: Development of the total wall film mass on the upstream area and the rear blade side.
OP 200/100/35, initial 40 s after SOI.
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Figure 6.3: Development of the average wall film temperature on the upstream area and the rear
blade side. OP 200/100/35, initial 40 s after SOI.

6.2.2 Analysis of the Wall Film Dynamics

The formation of deposit nuclei was effectively impeded in impingement areas as the ongoing droplet
wall interaction induced intense liquid film dynamics, continuous dilution and mixing of present
wall film. While the supply with fresh UWS was due to the periodic injection, the formed film was
removed from the area through trickling and/or evaporation. To identify the corresponding areas
based on the CFD results, the total instantaneous liquid film mass on the mixing element surface was
monitored during the first injection event. Fig. 6.4(a) exemplarily shows the total wall film mass dur-
ing the first injection event and proves that noticeable wall wetting only occurred on the upstream
area. The union of the wetted areas in a 4 ms period around the time of maximum wall film mass,
tif,max ±2 ms, during the first injection, was denoted initial footprint. The extension of the evaluation
to a 4 ms period was necessary to capture the initial footprint of injectors featuring very short pulse
durations, such as the hollow-cone injector (tpulse = 1.6 ms). However, it had negligible impact on the
assessment of the initial footprint of the 3-hole and 6-hole injectors. Following the argumentation in
Section 5.2.2, it was assumed that deposit formation would not be initiated in this area, which was
therefore classified as no deposition risk. In the case at hand, the maximum wall film mass was at-
tained 22 ms after SOI, Fig. 6.5. While a distinct initial footprint was identified on the upstream area,
the rear blade side exhibited only negligible wall wetting from secondary impingement during the
first injection event.

Intense wall film dynamics were found to impede deposition not only in the area of the initial foot-
print, but also in adjacent areas where existent liquid film was continuously diluted and mixed with
fresh UWS. Fig. 6.4(b) clearly demonstrates that dilution effects were limited to the vicinity of im-
pingement areas whereas further downstream the urea concentration approached 100 %. Wall film
dynamics became apparent in the fluctuations of the wall film mass, see Fig. 6.2. While the respect-
ive areas were supplied with excess film from impingement, the formed film was removed from the
area through trickling and/or evaporation. A coefficient was introduced to quantify the extent of li-
quid film dynamics. It was calculated based on the maximum and minimum mass on each wetted
cell face during a specified period at the end of the simulated time relative to the liquid film mass
mwf,0 at the beginning of this period:

fd = ∆mwf,max

mwf,0
= mwf,max −mwf,min

mwf,0
(6.1)
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Figure 6.4: Development of the total wall film mass during the first impingement event (a, initial
300 ms after SOI) and wall film urea concentration (b, 30...40 s after SOI) on the upstream
area and the rear blade side. OP 200/100/35.

rear view

Figure 6.5: Visualisation of the initial footprint on the upstream area (left-hand side) and the rear
blade side (right-hand side). OP 200/100/35, 22±2 ms after SOI. Footprint marked in red,
no scale applied.

In the presented case, a 2 s period from 38...40 s, equivalent to six injection events, was used as a basis
for the analysis of wall film dynamics. Only cells which were wetted during the entire period were
taken into account. The intensity of wall film dynamics is shown in Fig. 6.6. For increased wall film
dynamics above a specified threshold value fd ≥ fdc, the corresponding areas were specified as no
deposition risk.

Significant liquid film accumulation also impeded deposition locally due to the intense liquid film
dynamics and the reduced evaporation rate. The effect was triggered at rear blade edges, manifested
in the form of very high film thicknesses, and promoted droplet stripping and liquid film flipping
onto reverse blade sides. Despite the continuous exchange of fluid film, the local film properties may
remain constant. Therefore, areas with a liquid film thickness above a specified threshold d ≥ ds,c

were classified as flipping, stripping.

The experimental investigations furthermore showed that deposit formation was impeded in thick
films which trickled with high velocities. Fig. 6.7 shows the velocity level at the end of the 120th

injection event prior to the next burst of impinging droplets. In contrast to areas with intense wall
film mass fluctuations, the continuous exchange of fluid film did not necessarily become visible in
the form of periodically changing wall film properties. Areas of intense wall film movement were
found on the rear part of the upstream area and extended onto the rear blade side. Liquid film which
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Figure 6.6: Visualisation of the wall film dynamics on the upstream area (left-hand side) and the rear
blade side (right-hand side). OP 200/100/35, 38...40 s after SOI.
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Figure 6.7: Visualisation of the wall film trickling velocity on the upstream area (left-hand side) and
the rear blade side (right-hand side). OP 200/100/35, 40 s after SOI.

fulfilled both the requirement of an increased thickness d ≥ dt,c and velocity c ≥ ct,c was classified as
transport.

The variety of the criteria shows that wall film dynamics manifest in different forms. Impingement
and local wall film mass fluctuations do not necessarily imply high film trickling velocities or thick-
nesses. The respective areas may be permanently wetted but still not exhibit deposition formation
due to the continuous dilution and mixing of the film. In contrast, the local conditions in accumula-
tion areas or thick films with high trickling velocities may even remain constant. However, potentially
formed deposit nuclei are continuously removed, as the local wall film is continuously exchanged. At
the same time, the evaporation rates remain on a comparatively low level due to the low surface to
volume ratios. Therefore, it is safe to assume that in such areas deposit formation is impeded only
locally. In consequence, the eventual deposit locations are shifted to adjacent areas on the respective
blades or to the downstream piping. In order to reflect this situation, these areas were classified as
transport/flipping/stripping instead of no deposition risk.

6.2.3 Evaluation of the Deposit Formation Risk

The relevant deposit chemistry is primarily determined by the wall film temperature level Twf, see
Sections 2.2.1, 2.2.3 and 5.5. Three major regimes can be distinguished: urea crystallisation (Twf ≤
133 ◦C), slow urea decomposition (133 ◦C < Twf < 160 ◦C) and fast urea decomposition, possibly along
with secondary reactions (Twf ≥ 160 ◦C).

The temperature distribution of the wall film after 120 injection events is shown in Fig. 6.8. Droplet
impingement on the front side of the mixing element intensively cooled the blades locally, despite
the fact that this area was exposed to direct incident exhaust flow. This was attributed to the fact that
the water content evaporated with minimum temporal delay on the primary impingement areas. The
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Figure 6.8: Visualisation of the wall film temperature on the upstream area (left-hand side) and the
rear blade side (right-hand side). OP 200/100/35, 40 s after SOI.

UWS then trickled downstream towards the rear blade side and was continuously heated up, reaching
temperatures in the range 160...170 ◦C. In contrast, the film temperature in the upstream area for
the most part ranged from 120 ◦C to 160 ◦C. Thus, all of the three major deposit chemistry regimes
were relevant. The fact that the mixer was subject to intense cooling as a result of wall wetting and
continuous liquid film evaporation underlines the importance of choosing the simulation time high
enough to capture solid cooling and of considering thermal mass and heat conduction within the
solids.

Urea Crystallisation (Twf ≤ 133 ◦C)

In case the wall film temperatures remain or drop below 133 ◦C urea may recrystallise if its concen-
tration rises above the crystallisation limit, see phase diagram in Fig. 2.14. Since the critical con-
centration is temperature-dependent it was calculated cell-wise. Based on the local comparison
between actual and critical urea concentrations within the wall film, areas which complied with
Yurea ≥ Yurea,c(T ) were classified as crystallising urea. Wall film with a urea concentration below the
crystallisation limit was classified as crystallisation risk since urea decomposition and secondary re-
action rates were assumed negligible in this temperature range. It is worth mentioning that the liquid
film urea concentration at the end of each injection event was above 96 %. In the area of primary im-
pingement the concentration temporarily decreased during impingement, whereas on the rear blade
side it permanently remained on a very high level.

Slow Urea Decomposition (133 ◦C < Twf ≤ 160 ◦C)

Urea decomposes at temperatures above its melting temperature 133 ◦C. However, since neither de-
composition at significant rates nor noticeable by-product formation was observed up to 160 ◦C, wall
film with the mentioned properties was classified as urea decomposition.

Fast Urea Decomposition / Secondary Reactions (Twf > 160 ◦C)

If the wall film temperatures reach 160 ◦C, urea decomposition rates increase and secondary reac-
tions start to become evident. The formation of by-products, such as biuret, is bound to the avail-
ability and concentration of gaseous HNCO. Therefore, in case of low isocyanic acid concentrations
XHNCO < XHNCO,c above the wall film, the corresponding cells were classified as urea decomposition.
In the opposite case, XHNCO ≥ XHNCO,c, the isocyanic acid concentration was assumed high enough
to trigger the formation of by-products. Following the categorisation proposed in Section 5.5, five
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deposition risk categories were implemented according to the respective temperature levels and cor-
responding deposit components, see Tab. 5.5. In case the critical HNCO concentration was attained
above the wall film, the corresponding cells were classified as deposition risk 1...5 assuming the tem-
perature thresholds given in Tab. 5.5, where higher numbers indicate higher deposit severity. As it
was not possible to measure the critical isocyanic acid concentration, it was calibrated empirically by
comparing the predicted deposit locations with the measurement results.

It is worth mentioning that the NH3/HNCO sources were shifted over time as solid cooling lowered
the local evaporation rates, resulting in the evolution of wall film trickling pathways. While the main
sources were in the vicinity of the front face of the mixing element during the first injection events,
they were shifted downstream as time was progressing, see Fig. 6.9. The release of gaseous NH3/HNCO
furthermore increased the local concentrations downstream their origin. Due to the transient nature
of the injection process, the production rates of gaseous species were subject to continuous fluctu-
ations. In order to reflect this, the HNCO concentration was time averaged over a 2 s period from
38...40 s, which has been established as a common strategy for the evaluation of ammonia uniformity
at the catalyst [32, 129], Fig. 6.10.
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Figure 6.9: Development of the average isocyanic acid concentration above surfaces exposed to wall
wetting on the upstream area and the rear blade side. OP 200/100/35, 3...40 s after SOI,
concentration time-averaged over 2 s periods prior to the respective time of evaluation.
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Figure 6.10: Visualisation of the time-averaged gaseous HNCO concentration above the wall film
on the upstream area (left-hand side) and the rear blade side (right-hand side).
OP 200/100/35, 38...40 s after SOI.
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Assessment of the Deposit Formation Risk

The required set of model parameters was empirically calibrated based on the available measure-
ment data from the underbody type and close-coupled type SCR systems, Tab. 6.1. The individual
analysis steps were integrated into an automated post-processing routine which visualised the de-
posit formation risk based on the presented classification system, Fig. 6.11. The analysis showed that
the upstream area did not bear any deposition risk. In the major part of the wetted area, deposit form-
ation was impeded due to the high liquid film dynamics. In adjacent areas wall film was too cold to
exhibit noticeable by-product formation and urea was expected to decompose slowly. However, wall
film was heated up and transported off this area onto the rear blade side where the risk of deposit
formation was non-negligible due to the increased HNCO concentrations. As the wall film temperat-
ure remained below 210 ◦C, the lowest deposition risk level was predicted. This implied slow growth
which was confirmed by the low amount of deposits obtained in the experiment after 4 h, Fig. 6.1. The
deposit must have contained mainly urea and biuret. The simulation results further indicated a wall
film flipping and droplet stripping risk on the upper and rear blade edge which was in line with the
experimentally observed formation of deposits on the reverse blade side and the downstream piping,
Figs. 6.1 and 5.2(d).

The observations showed that intensive cooling itself is not necessarily a problem since the corres-
ponding areas were also exposed to intensive liquid film dynamics which prevented deposition. This
provides further evidence that deposits form because excess wall film is transported off the impinge-
ment areas, concentrates and is heated up before reaching remote regions where conditions may
be suitable for deposit formation. The local deposit formation risk was always interpreted based on
the locally predominating prediction. The impact of single (isolated) cells, or very small areas, was
deemed to be of subordinate importance, if they exhibited a risk significantly deviating from that of
the surrounding areas.

The presented method yielded a plausible prediction of the deposit formation risk on two charac-
teristic areas based on a CFD simulation of the physical properties of the wall film. Therefore, the

Table 6.1: Calibration of thresholds for the deposit formation risk model. Set of values consistently
used throughout the entire study.

Threshold Quantity Value

Initial footprint evaluation period ∆tif ±2 ms
Final footprint evaluation period ∆tff 2 s
HNCO concentration averaging period ∆tHNCO 2 s
Wall film dynamics evaluation period ∆tfd 1 s
Numerical wall film thickness threshold dn,c 0.01µm
Thick wall film thickness threshold dt,c 10µm
Accumulated wall film thickness threshold ds,c 100µm
Wall film trickling velocity threshold ct,c 20 mm/s
High liquid film dynamics threshold fdc 1 mg/mg
Critical HNCO concentration threshold XHNCO,c 200 PPM
Urea crystallisation temperature Turea,c 132.6 ◦C
Lower temperature threshold ds = I T1,min 160 ◦C
Lower temperature threshold ds = II T2,min 175 ◦C
Lower temperature threshold ds = III T3,min 210 ◦C
Lower temperature threshold ds = IV T4,min 250 ◦C
Lower temperature threshold ds = V T5,min 270 ◦C
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Figure 6.11: Visualisation of the deposit formation risk on the upstream area (left-hand side) and the
rear blade side (right-hand side). OP 200/100/35, 40 s after SOI.

next logical step was to test the accuracy of the deposit formation risk for the entire mixing element.
Furthermore, it was desirable to verify whether the method was capable of assessing the impact of
mixing element and mixing section geometry, injector, and operating conditions, such as exhaust
temperature and injection rate, see Section 6.3.

6.2.4 Acceleration of Solid Cooling

The model presented in Sections 6.2.1-6.2.3 evaluates the deposit formation risk at a specified point
of time. The validity of the prediction depends on whether the simulated time covers the evolution of
solid cooling and, hence, fluid film pathways up to a point at which they have reached a steady-state
in the area of interest. The simulation time necessary to reach a steady-state may differ depending on
the investigated area and operating conditions. Optical investigations on the close-coupled type SCR
systems revealed that the timescales of wall wetting at the location of subsequent deposit formation
ranged between 2 s and more than 60 s. It was dependent on the applied mixing element and doser
and increased noticeably if the injection rate was reduced from 60 mg/s to 35 mg/s. However, since
the simulated time is often limited by the acceptable wall time and available computing power, it was
set to a maximum of 40 s. In order to capture the evolution of the wall film pathways within the given
timeframe, potential acceleration methods were reviewed.

It was the premise for the optimisation to reduce the simulation wall time while maintaining a con-
sistent thermodynamic behaviour of the fluid and liquid phase and without modification of the ex-
haust system geometry. An optimisation of the numerical framework, e.g. by increasing the time step
sizes or lowering mesh size, is limited by issues of precision and stability. A modification of the dosing
strategy, e.g. by increasing the static mass flow rate of the injector, the injection rate and/or dosing
frequency, would impact the cooling behaviour and render statements about critical injection rates
impossible. Tests with continuous injection led to an exaggeration of the lateral liquid film spread-
ing (results not shown) and thus provided an incorrect prediction of the liquid film pathways. As a
consequence, a significant reduction of the wall time requirements, while maintaining the modelling
depth, was deemed possible only by the application of similarity principles.

Consistency of the flow field can be achieved by maintaining the Reynolds number Re = ρf c lf/µf

constant, where ρf, µf, and c are density, dynamic viscosity, and velocity of the fluid, respectively,
and lf is a characteristic length of the fluid domain. Consistent heat transfer can be achieved by
maintaining the Prandtl number Pr = µf cp,f/λf, the Biot number Bi =α ls/λs and the Nußelt number
Nu =α lf/λf constant, where cp,f and λf are the specific heat capacity and the thermal conductivity of
the fluid, respectively, λs the thermal conductivity of the solid, ls a characteristic length of the solid
domain and α the specific heat transfer coefficient. Unsteady heat flux problems are characterised
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by an identical development of the temperature field, if the Fourier number Fo is used as temporal
coordinate [150]. An identical temperature field may therefore be observed for

Fo = λs

cp,sρs

t

l 2
s
= const. (6.2)

where cp,s and ρs are the specific heat capacity and the density of the solid, respectively.

The comparison of Figs. 6.2, 6.3 and 6.9 demonstrates that the development of wall film mass and
temperature, as well as the isocyanic acid concentration above the wall film simultaneously attain
a steady state. Evidently, a reduction of the solid density ρs reduces the simulated time required to
capture the cooling processes and, hence, the evolution of the fluid film pathways. Alternatively, the
covered timescale is increased if the simulated time is maintained constant. The modification of the
solid density ρs can be understood as a reduction of the thermal mass and is similar to the approach
chosen by Birkhold [101]. Naturally, it can be regarded as equivalent to reducing the specific heat
capacity cp,s of the solid material. In order to confirm the validity of the strategy, a test case was set
up using a flat plate. The exhaust temperature and velocity were set to 275 ◦C and 10 m/s. Injection
was modelled according to the properties of the 6-hole injector, Tab. 4.5, and the dosing rate was set
to 35 mg/s. Solid cooling was evaluated by averaging the temperature of the six impingement target
areas. The solid density was varied in the range 0.1...1.0ρs,ref. All variants approached a target temper-
ature of approx. 186 ◦C, see Fig. 6.12 – 85 % of the temperature drop of was attained after roughly 7 s
by reducing the solid density to 0.1 ρs,ref, compared to 40 s using the reference density. The faster the
temperature field attains a steady-state, the earlier the temperature-dependent evaporation rates will
remain constant and, hence, the earlier the evolution of the fluid film pathways will be completed.
Both temperature and wall film mass attained a steady state after roughly 20 s instead of 70 s (data
not shown). The reduction of the thermal mass also effected steeper temperature gradients upon im-
pingement, Fig. 6.12. Therefore, an arbitrary reduction of the solid density is not recommendable in
order to ensure the precise solution of the gradients without further reduction of the time step size.
The applicability of the methodology was further tested by comparing the areas covered with wall
film using the setup with mixer 1 and the 6-hole injector at OP 275/100/35 with and without density
reduction. The test yielded similar wall film patterns after 7 s instead of 20 s, if ρs was set to 10 % of
the original value (data not shown). Concludingly, the described methodology significantly extended
the covered timescale for the prediction of the deposit formation risk based on the physical proper-
ties of the wall film. It was applied to all simulations of the close-coupled type SCR systems using an
injection rate of 35 mg/s, i.e. in case of OP 275/170/35. In all other simulations liquid film pathways
and solid cooling were well covered, even without applying the speed up methodology.
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Figure 6.12: Solid cooling of the impingement target areas of a flat plate as a function of the solid
density ρs. Te = 275 ◦C, ce = 10 m/s, 6-hole injector, 35 mg/s. Moving average (100 val-
ues) of the temperature shown above 10 s.
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6.3 Validation of the Prediction Methodology

The applicability of the deposit formation risk model depends on whether it can assess the impact
of major operating conditions and the system setup on deposit formation. Therefore, the prediction
of the model was verified at different temperatures and injection rates, see Sections 6.3.1 and 6.3.2.
In addition, it was tested for all combinations of two different mixing elements and spray character-
istics, Section 6.3.3. The prediction accuracy was evaluated based on two major criteria: the extent
of deposit formation, i.e. the amount of blades exposed to deposit formation, and the ability of the
model to predict the location of the deposits and to explain the mechanisms in a given case. In the
simulations, a risk for deposit formation was assumed if the respective areas exceeded the size of
single cells.

6.3.1 Exhaust Temperature

The sensitivity of the prediction accuracy towards the exhaust temperature was tested on the under-
body-type SCR system. Three major deposits were found during the measurement at 200 ◦C, Fig. 6.13
(solid, dashed and dot-dashed white lines). On the lower rear blade, the model prognosticated the
formation of a deposit nucleus on the rear blade face (solid white line). The risk of film accumulation
and flipping onto the front side of the blade manifested in the form of blue areas on the upper blade
edge, Fig. 6.11. The correlation with the measurement results was excellent. Another major deposit
was observed at the rightmost front edge (dashed white line). The model predicted a deposit nucleus
on the left-hand side of the corresponding blade. In the measurement, this was confirmed by the po-
sition of the trickling pathways. Eventually, the deposit must have grown onto the right-hand side via
the lower blade edge. The offset to the predicted deposit location is plausible as the deposit severity
was assumed to be very low (deposition risk level 1). Such deposits may still slightly be shifted as
they are likely to remain rather moist. The risk model anticipated the formation of a third major de-
posit, even though its location deviated from the measurement results (dot-dashed white line). The
fact that the simulation suggested a deposition risk on the adjacent rear blade edge may be seen as
evidence for a minor deviation of the spray targeting (white arrows). This would also yield a plausible
explanation for the prediction of a deposit on the upper side of the rightmost front blade, which was
not related to any of the experimentally observed deposits (Fig. 6.13(e) above dashed circle). All three
major deposits were associated with undesired secondary reactions (deposit formation risk level 1).
In contrast, the formation of a small deposit on the second blade from the right was related to urea
crystallisation (dotted white line). This was plausible as the reverse side of the corresponding blade
was a primary impingement target and, therefore, subject to intense cooling. It should be mentioned
that the simulation yielded an additional area with significant deposit formation risk, Fig. 6.14(e) (left
above the solid white line) which could not be related to any deposit observed during the measure-
ment. This could in turn be indicative of a minor deviation of the spray targeting, which may have
shifted a fraction of the impinging spray to the adjacent blade (white arrows).

The risk model predicted further potential deposit locations, Fig. 6.13 (purple lines). However, it was
not possible to verify these, as a documentation of the deposits on the rear side of the mixer was
unavailable. The comparison between measurement and simulation results furthermore shows that
not all minor deposits can be anticipated, e.g. on the leftmost blade. On the one hand, deposits may
grow very slowly if only very little amounts of excess UWS are available locally, i.e. if single cells exhibit
a deposit formation risk. On the other hand, minor temperature and mass flow fluctuations cannot
completely be eliminated over several hours in a test bench environment. Under such circumstances,
the local conditions may be subject to subtle changes which may trigger a delayed onset of deposit
formation.
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Figure 6.13: Validation of the deposit formation risk on the mixing element of the underbody type
SCR system. OP 200/100/35. Upper row shows deposit formation on the mixing element
after an experiment duration of 240 min. Lower row shows deposit formation risk predic-
tion 40 s after SOI. White circles indicate major deposit locations, purple circles indicate
unverified deposit nucleus locations. Arrows indicate possible deviations of the spray
targeting.

In general, the prediction of the deposit formation risk model correlated very well with the measure-
ment results. The large extent of rear blade edge wetting on the central rear blades was a precursor
for excessive droplet stripping, and pointed towards the formation of deposits in the downstream
piping, see Fig. 5.2(d). Large green areas on the frontal side of the mixing element signalled impinge-
ment areas and adjacent sectors with intense liquid film dynamics, which did not exhibit any deposit
formation risk. In addition, widespread light blue areas showed blade faces which were wetted but
featured low enough temperatures or HNCO concentrations to impede deposition.

Raising the exhaust temperature to 240 ◦C slightly shifted the deposit locations on the mixing ele-
ment. Again, three major deposits were found during the measurement, Fig. 6.14 (solid, dashed and
dot-dashed white lines). The risk model anticipated deposition on the rear blade face as well as on
the left-hand side of the second blade from the right (solid white lines). The measurement confirmed
the formation of a large deposit in this area. It seems it originated from two separate nuclei, which
merged upon accumulation. Moreover, a deposit nucleus was predicted on the rightmost front edge
(dashed white line). The position of the trickling pathways in the experiments confirmed the origin of
this deposit and revealed that it spread on both sides of the corresponding blade. The formation of a
third major deposit was predicted on the leftmost rear blade (dot-dashed white lines). Furthermore, a
small deposit was expected to grow from the central rear blade edge of the second blade from the right
(dotted white line). Both deposits were confirmed by the experimental results. The deposit forma-
tion risk model predicted further potential deposit nucleus locations, which could not be verified as
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Figure 6.14: Visualisation of the deposit formation risk on the mixing element of the underbody type
SCR system. OP 240/100/35. Upper row shows deposit formation on the mixing element
after an experiment duration of 240 min. Lower row shows deposit formation risk predic-
tion 40 s after SOI. White circles indicate major deposit locations, purple circles indicate
unverified deposit nucleus locations. Arrows indicate possible deviations of the spray
targeting.

a documentation of the deposits on the rear side of the mixer was unavailable (purple lines).

In contrast to operation at 200 ◦C, wall film accumulation at the rear blade edges was noticeably re-
duced, which lowered the risk of droplet stripping but raised the local probability of deposit form-
ation. Generally, more UWS was prepared due to the increase in temperature. This effectively nar-
rowed down the areas of potential deposit formation and became noticeable in smaller green and
light blue sectors. The anticipated deposit severity was increased (deposition risk level 2) and UWS
crystallisation was no longer possible.

In conclusion, all major deposits were predicted with good accuracy. The model successfully de-
termines the local deposit formation risk of wetted areas, based on the relationship between liquid
film dynamics, temperature and HNCO concentration. Most importantly, the method is capable of
anticipating the impact of the exhaust temperature on the fluid film pathways and properties. The
analysis confirmed that blade edges are especially prone to deposit formation. Spatial discrepancies
between predicted and observed deposition locations were related to minor deviations of the spray
targeting, possibly triggered by deposits on the injector plate, see Fig. 5.2 (first row). This would also
deliver a plausible explanation for the fact that the deviations were not systematic. In any case, the
predicted deposit severity was low (deposition risk level ≤ 2), which was in line with the small overall
amount of deposits on the mixer after 240 min. It also implied the formation of deposits which would
easily decompose upon heating to 350 ◦C.
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Figure 6.15: Visualisation of the deposit formation risk on the mixing element of the close-coupled
type SCR system: front (a, c) and rear view (b, d). OP 275/170/60. Test case: mixer 1
and hollow-cone injector (M1 HC). Upper row shows deposit formation on the mixing
element after an experiment duration of 90 min. Lower row shows deposit formation
risk prediction 40 s after SOI. White circles indicate major deposit locations.

6.3.2 Injection Rate

In order to assess whether the deposit formation risk model can correctly predict the impact of the
injection rate, it was tested on the close-coupled SCR system using mixer 1 and the hollow-cone in-
jector. Two different injection rates were compared, while maintaining exhaust mass flow and tem-
perature constant at 275 ◦C and 170 kg/s. An experimental duration of 90 min was sufficient to verify
the deposit formation risk. Three major deposits were found during the measurements with an in-
jection rate of 60 mg/s, Fig. 6.15. In all cases, deposit formation and accumulation started at the
rear blade edges. Subsequently, the central and lower deposit (dashed and dotted lines, respect-
ively) spread onto the outer pipe wall, whereas the upper deposit (solid line) accumulated towards
the mixer front side. The deposit formation risk model accurately predicted the formation of a de-
posit nucleus in all three locations. The development of blue areas indicated strong liquid film ac-
cumulation, which can be interpreted as a precursor for liquid film trickling and deposition onto the
outer pipe wall. Since the wall film temperature remained below 250 ◦C, the deposit severity was not
very emphasised (deposition risk 3). This was confirmed by the small amount of deposits observed
during the measurements after 90 min. The widespread distribution of green areas both on the front
and rear side of the mixing element was reflective of the impingement areas and small sectors with
highly dynamic wall film, both of which did not exhibit a deposition risk.

Setting the injection rate to 35 mg/s noticeably reduced the amount of deposits, Fig. 6.16. Deposit
formation was observed on one single blade only. The deposit formation risk model represented this
trend very well and predicted the location of the deposit with excellent accuracy.
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Figure 6.16: Visualisation of the deposit formation risk on the mixing element of the close-coupled
type SCR system: front (a, c) and rear view (b, d). OP 275/170/35. Test case: mixer 1
and hollow-cone injector (M1 HC). Upper row shows deposit formation on the mixing
element after an experiment duration of 90 min. Lower row shows deposit formation
risk prediction 40 s after SOI, 0.1ρs,ref. White circles indicate major deposit locations.

6.3.3 Mixing Element and Spray

In order to assess whether the model can correctly predict deposit formation risk trends, the valid-
ation was extended to include all possible combinations of the two mixers and injectors. Replacing
the mixing element (setup with mixer 2 and the hollow cone injector, M2 HC) yielded a similar ex-
tent of deposit formation compared to the reference case M1 HC at 60 mg/s, compare Figs. 6.15(b)
and 6.17(b). The individual deposits exhibited slightly stronger accumulation. However, major de-
posits were observed on two blades only. Based on the simulated wall film pathways, the location
of either was predicted with good accuracy by the risk model. A reduction of the injection rate to
35 mg/s revealed a negligible amount of deposits for the setup with mixer 2, Fig. 6.18(b). This trend
was confirmed by the model.

Replacing the injector (setup with mixer 1 and the 6-hole injector, M1 6H) resulted in a noticeable in-
crease of deposit accumulation compared to the reference case M1 HC at 60 mg/s, Fig. 6.17(a). Major
deposits were found on three blades. Out of these, the risk model predicted two with good accuracy.
A reduction of the injection rate to 35 mg/s resulted in two deposits out of which one could be detec-
ted unambiguously, Fig. 6.18(a). The evidence suggests that, in case of the setup M1 6H, the overall
extent of deposit formation was slightly underestimated. Despite this, major deposit locations were
predicted with good accuracy.

Similar results were observed for the setup with mixer 2 and the 6-hole injector, Fig. 6.17(c). Out of
two deposits one was predicted with good accuracy at 60 mg/s. However, in case of 35 mg/s, a deposit
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Figure 6.17: Visualisation of the deposit formation risk on the mixing element of the close-coupled
type SCR system: mixer 1/6-hole injector (a, d), mixer 2/hollow-cone injector (b, e),
mixer 2/6-hole injector (c, f). OP 275/170/60. Upper row shows deposit formation on
the mixing element after an experiment duration of 90 min. Lower row shows deposit
formation risk prediction 40 s after SOI. White circles indicate major deposit locations.

formation risk was not observed based on the simulation, although one blade was exposed to deposit
formation in the measurement, Fig. 6.18(c).

An intermediate deposit severity (deposition risk 3) was observed for all investigated variants and
independent of the injection rate, except for the setup M2 6H (deposition risk 2). This was due to
the fact that the blade temperature dropped below 250 ◦C at all areas exposed to deposit formation.
Furthermore, this observation was confirmed by single temperature measurements at the respective
blades (results not shown) and by the fact that the overall amounts of formed deposits were still very
small after 90 min. Reliable system operation was put at risk for neither of the investigated operating
points, despite the fact that comparatively high injection rates were applied.

In general, the model captured the measured trends very well. Deposit formation was observed for
both injectors. It was interesting to notice that the type of injector had little influence on the extent
of statistical variation between the injection events within the last second of the simulated time. The
extent of deposit formation increased with the injection rate in all cases. The number of blades ex-
posed to deposit formation was lower in case mixer 2 was applied compared to the reference, mixer 1.
Deposit formation was initiated at or in the direct vicinity of rear blade edges. An excellent repres-
entation of both extent and location was observed for both setups involving the hollow-cone injector.
Apparently, the representation of deposit locations was slightly less accurate for setups involving the
6-hole injector, and the amount of blades exhibiting deposit formation was underestimated.

A detailed analysis of wall wetting and solid cooling was conducted to shed light on the underlying
mechanisms. In contrast to mixer 1, the rear blade edges of mixer 2 were not immediately wetted due
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Figure 6.18: Visualisation of the deposit formation risk on the mixing element of the close-coupled
type SCR system: mixer 1/6-hole injector (a, d), mixer 2/hollow-cone injector (b, e),
mixer 2/6-hole injector (c, f). OP 275/170/35. Upper row shows deposit formation on
the mixing element after an experiment duration of 90 min. Lower row shows deposit
formation risk prediction 40 s after SOI, 0.1ρs,ref. White circles indicate major deposit
locations.

to pronounced blade overlapping. As a consequence, a larger blade surface area was used for wall film
evaporation, which effectively also increased the timescales necessary for rear blade edge wetting.
This phenomenon became visible also through the extent of solid cooling, Fig. 6.19. In comparison
with mixer 1, the cooling of the blades was more emphasised and less focused on the rear blade edges.
In combination with the hollow-cone injector, the cooling of the mixing element was spread onto a
larger area. Due to the focused spray targeting, the local temperature drop was more pronounced for
setups using the 6-hole injector. The results demonstrate that the UWS preparation model captures
the complex interaction of system design, operating, and boundary conditions very well. Impact
factors, such as the specific impingement mass flow rate, are intrinsically considered, which is the
basis for the correct determination of the deposit formation risk.

The underestimation of the extent of deposit formation seemed to be systematically related to the
usage of the 6-hole injector. The exact location of the injection holes as well as the droplet spectrum
were defined based on measurements of the injector in order to ensure accurate simulation of wall
film formation and evaporation. Further spray characteristics, such as the exact orientation and the
cone angles of the individual injector beams, as well as the injection velocity were set up accord-
ing to measurements provided by the manufacturer. A detailed analysis of the wall film pathways
revealed that blades with a deficient prediction of the deposit formation risk were in fact exposed
to intermittent wall wetting. However, the corresponding wall film pathways did not develop ad-
equately. These observations would seem to suggest that, while the spray targeting was correct, the
assumption of uniform mass flow distribution within the individual injector beam cones might not
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Figure 6.19: Blade cooling of the mixing element of the close-coupled type SCR system:
mixer 1/hollow-cone injector (a, 39.818 s after SOI), mixer 1/6-hole injector (b, 40 s after
SOI), mixer 2/hollow-cone injector (c, 39.818 s after SOI), mixer 2/6-hole injector (d, 40 s
after SOI). OP 275/170/60. Temperature drop evaluated by subtracting the temperature
distribution at the end of the last calculated injection event from the reference distribu-
tion at SOI.

have been perfectly accurate. In order to test the sensitivity of the results, a simulation of the setup
M2 6H was conducted applying injector beam cone angles of 3.5◦ instead of 7◦, while maintaining all
other parameters constant (OP 275/170/60, results not shown). The analysis of the wall film pathways
revealed permanent wall wetting of the upper rear blade edges, similar to what was observed during
the measurements, Fig. 6.17(c). The evidence does not necessarily imply inaccurate measurements
of the spray angles. However, it indicates that it might be necessary to model the UWS mass flow as
a function of the injector beam cone angle instead of assuming a uniform distribution. A review of
literature data confirmed that the largest spray density, as well as the highest local droplet SMD and
velocity typically can be found at or close to the spray beam cone axes [151–154].





Chapter 7

Summary and Conclusions

The reduction of nitrogen oxides by means of urea-based SCR systems will continue to be an integral
part of emission reduction strategies for both light and heavy duty diesel powered engines. Preventing
the formation of deposits is a major design target in order to guarantee effectiveness and reliability of
SCR systems. The present work contributes to the understanding of the deposition mechanisms and
provides a methodology for the numerical prediction of the deposit formation risk.

Deposit formation may be observed in virtually any location between the point of injection and the
intake of the SCR catalyst. While deposits on the injector are primarily triggered by irregular injection,
e.g. injector leakage, deposit formation on system walls is closely related to impingement and wet-
ting of the respective areas with urea water solution. Among these, the primary impingement targets
exhibit the highest deposition risk. As mixing elements are typically employed as such in passenger
car applications, they were the focus of the present work.

An optically accessible box was designed in order to analyse the mechanisms of deposit formation.
A surrogate mixing element was installed, which imitated the geometric features of a common mix-
ing element from a series SCR system. A systematic study of wall film evaporation revealed that at
low exhaust temperatures, Te = 200 ◦C, complete UWS preparation was not possible even for injec-
tion rates as low as 3.3 mg/s. Raising the exhaust enthalpy flux, i.e. the temperature and/or the mass
flow, increased the tolerable injection rate and therefore confirmed the fundamental temperature-
dependency of deposit formation. In areas of initial wall wetting, continuous dilution and intense
mixing of the film effectively impeded deposition independent of the temperature. However, as soon
as the film left these areas, deposit formation had to be expected. Typically, wall film was extens-
ively distributed onto all adjacent blade faces at geometric inconsistencies, such as edges, holes, or
blade joints. It accumulated at rear blade edges, flipped around rear edges onto the reverse blade
faces, and stripped off edges, wetting subjacent blades or downstream piping. Deposits formed in-
dependently from the local flow field on surfaces with direct incident flow, shear flow, and in wake
regions. Among the variety of geometric inconsistencies, deposit formation was most frequently ob-
served at rear blade edges. The excellent correlation between the deposition scenarios observed in
the box and in the SCR systems underlined the universality of the results obtained. Once a deposit
nucleus had formed, it could act as a starting point for further deposit accumulation. The analysis of
deposit growth yielded two fundamental growth mechanisms. Urea solidified at the upstream border
of present deposits (damming growth) but also on peripheral borders (peripheral growth). In the lat-
ter case, UWS was transported through small channels and fissures. The consecutive steps of deposit
formation were wall wetting, liquid film accumulation, deposit nucleus formation, and deposit accu-
mulation. Apart from impingement areas, deposit formation was also impeded in liquid films which
trickled with high velocities and/or were particularly thick, e.g. in accumulation areas. In other words,
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urea solidification was hindered wherever films were continuously put into motion and/or diluted
and where undesired reaction products were continuously removed. In addition, thicker wall films
implied a lower heat input and evaporation rate due to the reduction of their surface to volume ratio.
The sharpening of rear blade edges neither affected the location nor the extent of deposit formation.
Concludingly, the study confirmed that persisting liquid film has to be seen as a precursor for de-
posit formation and proved that location and growth of deposits cannot solely be explained based on
the spray targeting. It was possible to plausibly explain the formation of all deposits observed in the
underbody type SCR system, based on the described wall film transport and growth mechanisms.

Deposit formation was observed over a wide range of operating conditions. While the minimum tem-
perature was related to start of injection, the maximum temperature depended on whether a stable
Leidenfrost effect was maintained permanently. This corresponded to mixer temperatures between
approx. 180 ◦C and 310 ◦C before the start of injection. The deposition temperature rose with the
exhaust enthalpy flux slightly less than proportionally and laid within a narrow temperature band.
The area of solidification was determined by the balance between the available exhaust enthalpy flux
and the enthalpy required to decompose the injected UWS. Higher injection rates and lower exhaust
enthalpies shifted the deposit location further downstream without altering the general liquid film
pathways. The critical injection rate, above which deposition had to be expected, increased exponen-
tially with the mixing element temperature level. Up to 290 ◦C, it was characterised by the transition
between intermittent and permanent wall wetting. Above 300 ◦C, it was determined by the Leiden-
frost temperature. The change of the underlying mechanisms became apparent in the increase of
the growth rate around 295 ◦C. The solidification timescales remained above 600 s below 200 ◦C and
below 160 s above 300 ◦C. In between it was typically governed by the balance between injection
rate and exhaust enthalpy flux. At a given temperature, lower injection rates and higher exhaust mass
flows effected lower solidification timescales. Deposits grew fast if the temperature level exceeded ap-
prox. 290 ◦C. Accumulation was especially severe whenever the operating conditions initially caused
a Leidenfrost effect and subsequently allowed the temperature to fall below the Leidenfrost point.
The combination of high injection rates and exhaust enthalpy fluxes led to very short solidification
timescales and rapid accumulation.

Thermogravimetry allows an efficient qualitative assessment of deposit components if the experi-
mental boundary conditions are held constant. Deposits formed up to a temperature of 250 ◦C were
characterised by the degree of conversion of urea and biuret into cyanuric acid, and maintained a low
and constant amount of temperature-stable components of around 8 % (low-temperature deposits).
Deposits formed above 250 ◦C did not contain any urea, only traces of biuret, and were characterised
by the degree of conversion of cyanuric acid into ammelide and ammeline. Their amount increased
with temperature, rendering them more and more temperature-stable (high-temperature deposits).
Systematic decomposition experiments showed that low-temperature deposits required a moderate
temperature increase to at least 350 ◦C, while high-temperature deposits needed temperatures ex-
ceeding 600 ◦C (DPF regeneration) to be decomposed within the single minute range. Generally, an
increase of the deposit mass will prolong the required depletion timescale. It also raises the amount of
temperature-stable components produced during urea decomposition. This can be critical in partic-
ular if the available time is insufficient for sample depletion as it may further increase the temperature
stability of such deposits.

It was the aim of the present work to provide a methodology which allows the prediction of the deposit
formation risk based on the physical properties of the wall film. Based on a validated CFD model, the
evolution of the wall film pathways on the mixing element was simulated during 40 s after start of
injection. In addition, a strategy was presented to significantly lower the timescale of solid cooling
based on the application of similarity principles (Fo = const.). It was applied in case the wall film
pathways on the mixing element could not be covered sufficiently within the simulated time. Based
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on the experimental results, a model was derived which is capable of assessing the local deposit form-
ation risk based on the interpretation of the combined impact of wall film pathways, different forms
of wall film dynamics, and the temperature level, together with the local urea and HNCO concentra-
tion. The model was able to predict the influence of temperature, spray and mixing element geometry
on the deposition risk with excellent accuracy. The formation of deposit nuclei was anticipated for all
major deposits. The manipulation of the spray targeting by deposits on the injector plate and minor
inaccuracies of the droplet mass distribution as a function of the individual beam cone angles were
identified as plausible explanations for deviations between experimental and numerical results. In
summary, the model is able to predict the deposit formation risk as a function of fundamental design
features and operating conditions. The chemistry of deposit formation is considered indirectly via the
wall film temperature and HNCO concentration. Great care has to be taken to model spray targeting
and spray characteristics accurately. While the present work focussed on deposit formation on the
mixing element, the deposit formation risk model can also be applied to all other SCR system walls.

The presented methodology exceeds the capabilities of available models which rely on the sole inter-
pretation of wall wetting and solid cooling based on single or very few injection events. The specific
impingement mass flow rate has significant impact on the efficiency of UWS preparation and, there-
fore, indirectly affects the deposit formation risk. However, in contrast to the previous interpretation
in the literature [44, 93], a high specific impingement mass flow rate is not directly related to deposit
formation. In fact, it is related to an increase of both the liquid film dynamics and the dilution of the
present wall film which impede deposition locally. Despite this, a high specific impingement mass
flow rate is a rough indicator for an increased risk of incomplete wall film evaporation, which would
lead to deposit formation as soon as the film leaves the areas of initial wall wetting. The presented
methodology can easily be implemented as an extension of state-of-the-art simulations of the ammo-
nia homogenisation. To the present day, models which capture the deposit chemistry in detail have
been limited to the simulation of reactor experiments. Unlike these models, the presented methodo-
logy is capable of predicting the deposit formation risk in realistic SCR system geometries.

The present work implies a number of design strategies for SCR systems to improve their resistance
against deposit formation. Generally, the application of close-coupled type systems contributes to
an increase of the exhaust temperature level as heat losses are reduced by installing the system closer
to the engine. While this supports UWS evaporation, and hence lowers the deposit formation risk, it
often goes along with shortened mixing sections which may exacerbate ammonia homogenisation.
The investigations showed that an optimum mixer or injector concept is nonexistent. In fact, the
components have to be matched and their interaction optimised in order to yield a broad distribu-
tion and reliable targeting of the UWS on the surface of the mixing element. This approach entails
a low specific impingement mass flow rate and, therefore, helps to accelerate UWS preparation by
maximising the local ratio between available exhaust enthalpy flux and liquid film mass. As a con-
sequence, the local cooling is diminished. Equally, a broad spray targeting contributes to a reduction
of the local HNCO concentration which effectively reduces the risk of undesired secondary reactions.
The described measures effectively raise the critical injection rate which can be tolerated without the
risk of deposition. On the spray side, a well defined targeting may be achieved by ensuring sufficient
droplet momentum, either by selecting injectors with higher Sauter mean diameters or by realising
higher injection velocities. Both strategies effectively reduce the dispersion of the spray by the flow
field between the point of injection and the mixing element. In general, an increase of the surface
available for impingement, wall film formation and evaporation is expected to support UWS prepara-
tion. However, in the light of the experimental results, it remains questionable whether or not adding
holes or flaps to main blade elements helps to reduce the deposit formation risk. In fact, deposit
formation was frequently triggered at the resulting edges as wall film accumulation lowered the evap-
oration rates, droplet stripping shifted the problem to downstream blades or piping, and wall film dy-
namics were noticeably reduced whenever wall film flipped onto the reverse blade sides. While these
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aspects all increase the deposit formation risk, an extension of the surfaces exposed to wall wetting
may prevent or at least delay wall film reaching critical locations and help to maintain film dynam-
ics on a higher level. As such extensions typically involve an increase of the engine backpressure, a
trade-off between pressure drop and resistance against deposit formation has to be found.

The implementation of detailed chemistry, i.e. reaction kinetics including phase changes, in combin-
ation with further reductions of the required wall times is seen as a key development target for future
work. This will not only increase the prediction accuracy but also allow to capture deposit accumu-
lation and decomposition. In a first step, this entails coupling the wall film model with a chemical
reactor model. In a second step, the wall film model should be extended to account for the impact
of film (or deposit) thickness on both the gas phase flow field and the wall film pathways. As deposit
formation proceeds on timescales in the minute to hour range the wall time requirements of state-of-
the-art simulation models will have to be further reduced. This may be achieved by pre-calculating
the flow field of the entire SCR system and mapping the solution onto the boundaries of a smaller
simulation domain, e.g. the mixing section or even just the mixing element itself, where UWS prepar-
ation and deposit formation proceed. Additionally, freezing the calculation of the flow field may help
to reduce the wall time. A periodical recalculation would still allow to capture the impact of deposit
growth. As the physical processes involved in UWS preparation proceed on different timescales (e.g.
droplet dynamics, wall film dynamics, species mixing, and solid cooling), computational resources
may be used more efficiently by using an automated time step adaptation which is sensitive to the
instantaneous state of the system. The latter may include, for instance, the droplet mass within the
system as well as the gradients of wall film mass changes and/or species concentrations.

Future efforts should also involve enhancing the accuracy of injector modelling. For one thing, cap-
turing the droplet mass distribution as a function of the cone and/or injector beam angles would
benefit the prediction accuracy of the wall film pathways. For another thing, accounting not only for
the droplet diameter distribution but also for the injection velocity distribution would increase the
prediction accuracy of the spray targeting, which is directly related to the actual droplet momentum.
For the evaluation of the deposit formation risk it is vital to capture the onset of wall wetting. There-
fore, the dependency of droplet wall heat transfer and the deposition limit on parameters, such as the
specific impingement mass flow rate, injection frequency, and droplet impact Weber number, should
be considered in more detail by next-generation impingement models. This will also be crucial if
the transition between Leidenfrost effect and wall wetting regimes shall be captured accurately for
arbitrary combinations of sprays and mixing sections. As the mixing sections of state-of-the-art SCR
systems have been shortened significantly in the recent years, impingement and wetting of the cata-
lyst substrate has become more likely. Therefore, future research will also have to pay more attention
to droplet wall interaction at the catalyst. The application of a Large Eddy Simulation approach has
been shown to enhance the prediction accuracy with respect to species mixing and homogenisation.
However, so far a combination with the evaluation of the deposit formation risk appears to be out of
reach owing to the immense consumption of computational power.

With respect to the model calibration, it is likely that the individual mechanisms, which promote
or impede deposit formation, exhibit a transitory behaviour instead of being characterised by sharp
thresholds. Equally, the boundaries between individual deposit severity classes are expected to be
rather smooth. However, the implementation of such boundaries requires further detailed invest-
igations of the deposit formation process under consideration of additional impact factors, such as
the gas phase concentration and time. At the catalyst the boundaries as well as the mechanisms of
deposit formation are likely to differ from those observed in the mixing section. This is due to the
difference in structure, surface, and the availability of a catalytically active coating and also calls for
separate investigations.
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Nomenclature

Mathematical Symbols

Arabic Letters

A − splash boundary coefficient (dry wall)
Aw − splash boundary coefficient (wetted wall)
Aimp m2 impingement area
Bi − Biot number
C − proportionality constant
c m/s velocity
ce

m/s exhaust velocity
cmax − critical heat flux multiplier
cmin − Leidenfrost heat flux multiplier
cn

m/s impact velocity component normal to the wall
cp,f,cp,s

J/kg ·K specific heat capacity of the fluid/solid phase
cs − critical heat flux range multiplier
csf − Rohsenow surface coefficient
ct,c

mm/s wall film trickling velocity threshold
dd µm droplet diameter

D l
m2

/s binary diffusion coefficient (liquid phase)
dn,c µm numerical wall film thickness threshold
ds µm stable droplet diameter
ds,c µm accumulated wall film thickness threshold
dt,c µm thick wall film thickness threshold
dg − deposit growth number
dr − deposition ratio
ds − deposit severity
fdc

mm/mm high liquid film dynamics threshold
Fo − Fourier number

k m2
/s2 turbulent kinetic energy

K kg/m3 ·s porous resistance tensor
lf,ls m characteristic length of the fluid/solid phase
Lad − droplet Laplace number
md mg deposit mass
ṁe

kg/h exhaust mass flow
mimp kg impinging droplet mass
ṁimp,s

kg/m2 ·s specific impingement mass flow rate
ṁUWS

mg/s UWS injection rate



104 Nomenclature

n − Rohsenow exponent
nevap − number of parcels evaporating upon impact
nimp − overall number of impinging parcels
nLF − number of impinging parcels experiencing the Leidenfrost effect
Nu − Nußelt number
pe − partial evaporation ratio
Pr − Prandtl number
rs µm surface roughness
Re − Reynolds number
tUWS ms UWS injection pulse duration
S − slip factor
Sct − turbulent Schmidt number
t s time
T1,min

◦C lower temperature threshold ds = I
T2,min

◦C lower temperature threshold ds = II
T3,min

◦C lower temperature threshold ds = III
T4,min

◦C lower temperature threshold ds = IV
T5,min

◦C lower temperature threshold ds = V
Ta

◦C ambient temperature
Tdcmp

◦C decomposition temperature
TDL,u

◦C upper deposition limit temperature
TDL,l

◦C lower deposition limit temperature
Te

◦C exhaust temperature upstream the point of UWS injection
TLF

◦C Leidenfrost temperature
Tm,EOI

◦C temperature of the mixing element at the end of injection
Tm,SOI

◦C temperature of the mixing element before start of injection
Ts

◦C solidification temperature
ts s solidification timescale
Tsat

◦C saturation temperature
Turea,c

◦C urea crystallisation temperature
Tw

◦C wall temperature
Twf

◦C wall film temperature
∆TDL

◦C deposition limit offset temperature
∆tfd s film dynamics evaluation period
∆tff s final footprint evaluation period
∆tHNCO s HNCO concentration averaging period
∆tif ms initial footprint evaluation period
∆TLF s Leidenfrost point temperature offset
∆Tm

◦C temperature drop between SOI and EOI
∆Ttrans

◦C Leidenfrost transition temperature margin
u m/s velocity
ud

m/s droplet velocity
v m/s superficial velocity
Wed − droplet Weber number
We1 − breakup Weber number
We2 − breakup and splash Weber number
XHNCO,c PPM critical HNCO concentration threshold
Yurea

kg/kg wall film urea mass fraction
Yurea,c

kg/kg critical wall film urea mass fraction



Nomenclature 105

Greek Letters

α W/m2 ·s heat transfer coefficient

ε m2
/s3 turbulent dissipation

ηd
mg/mg deposit yield

λf,λs
W/m ·K thermal conductivity of the fluid/solid phase

µt
kg/m ·s turbulent viscosity

µf
kg/m ·s dynamic viscosity of the fluid phase

ρf,ρs
kg/m3 density of the fluid/solid phase

σ kg/s2 surface tension
τ ms characteristic timescale
ω 1/s specific rate of dissipation

Chemical Compounds

Al2O3 aluminium oxide
C3N3(OH)3 cyanuric acid
C3N3(NH2)(OH)2 ammelide
C3N3(NH2)2(OH) ammeline
C3N3(NH2)3 melamine
[C3N3(NH2)2]2(NH) melam
[C6N7(NH2)3] melem
[C6N7(NH2)(NH)]n melon
(CN)2 cyanogen
CO carbon monoxide
CO2 carbon dioxide
HCN hydrogen cyanide
H2NCN cyanamide
HNCO isocyanic acid
H2O water
H2O+NCO – hydronium cyanate
N2 nitrogen
(NH2)2(CO) urea
(NH2)2(CO)2(NH) biuret
(NH2)2(CO)3(NH)2 triuret
NH3 ammonia
NH +

4 NCO – ammonium cyanate
NO nitrogen monoxide
NO2 nitrogen dioxide
N2O nitrous oxide
NOx nitrogen oxides



106 Nomenclature

Abbreviations

6H 6-hole injector
CD central differencing
CSTR continuously stirred tank reactor
DDM discrete droplet model
DEF diesel exhaust fluid
DFT density functional theory
DOC diesel oxidation catalyst
DPF diesel particulate filter
DSLR digital single-lens reflex camera
EGR exhaust gas recirculation
EOI end of injection
FTIR Fourier transform infrared spectroscopy
HC hydrocarbons
HC hollow cone injector
h.c. hollow cone
HPLC high performance liquid chromatography
inj. injector
LES large eddy simulation
LNT lean NOx trap
M1 mixer 1
M2 mixer 2
MARS monotone advection and reconstruction scheme
MILC mirrorless interchangeable-lens camera
PM particulate matter
prod. production
RANS Reynolds averaged Navier Stokes
RM rapid mixing
RSM Reynolds stress model
SCR selective catalytic reduction
SCRoF SCR on filter
SDPF SCR coated DPF
SI spark ignition
SIMPLE semi-implicit method for pressure linked equations
SMD Sauter mean diameter
SSG Speziale, Sarkar and Gatski
SSL spray surface load
SST shear stress transport
SOI start of injection
TGA thermogravimetric analysis
TKE turbulent kinetic energy
UD upwind differencing
UWS urea water solution
wt. weight
w.v. water vapour content
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