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## Abstract

With the discovery of the Higgs boson, the existence of the last missing piece of the Standard Model of particle physics (SM) was confirmed. However, even though very elegant, this theory is unable to explain, for example, the generation of neutrino masses, nor does it account for dark energy or dark matter.

To shed light on some of these open questions, research in fundamental particle physics pursues two complimentary approaches. On the one hand, particle colliders working at the high-energy frontier, such as the Large Hadron Collider (LHC) at the European Organization for Nuclear Research (CERN), located in Geneva, Switzerland, are utilized to investigate the fundamental laws of nature. Alternatively, fixed target facilities require high-intensity beams to create a large flux of secondary particles to investigate, for example, rare particle decay processes, or to create neutrino beams.

This thesis investigates limitations arising during the acceleration of high-intensity beams at the CERN Proton Synchrotron (PS). The studies presented are aimed at reducing beam loss occurring during the injection and extraction processes, which cause high radioactive activation of the PS ring. The minimization of beam loss is essential to allow maintenance, repair or exchange of crucial accelerator equipment, especially for the production of more intense proton beams, which will eventually be required by future experimental facilities
The first part of this thesis focuses on an intra-bunch oscillation phenomenon, which is observed immediately after injection of high-intensity beams and causes undesirable beam loss. The oscillations are experimentally characterized, detailed simulation studies are presented and the underlying mechanism, namely the interaction between the beam and the self-induced electromagnetic fields in the surrounding vacuum chamber, is explained.
The second part of this thesis sets out the way to making the Multi-Turn Extraction (MTE), a novel scheme based on advanced concepts of non-linear beam dynamics, an operational replacement of the Continuous Transfer (CT) process. Experimental studies stressing the susceptibility of the MTE technique to fluctuations of the magnetic field are discussed, and the results of 6 D time-dependent simulations are explained. Furthermore, a redesign of the extraction process itself is presented. The design of a new extraction bump, which is required by the installation of a passive absorber to protect the magnetic extraction septum, is set out. In addition, improved non-linear extraction optics are presented, which allow the reduction of beam loss at extraction to the expected design values of less than $2 \%$. The entirety of the presented studies played a crucial role in concluding the MTE commissioning process. Since September 2015, the MTE scheme has successfully replaced the CT extraction, leading to a significant reduction of the activation of the PS ring.

## Kurzfassung

Mit der Entdeckung des Higgs-Bosons wurde die Existenz des letzten fehlenden Teils des Standardmodells der Elementarteilchenphysik (SM) bestätigt. Obwohl sehr elegant, ist diese Theorie nicht im Stande Phänomene, wie die Erzeugung der Masse von Neutrinos oder die Existenz von Dunkler Materie und Dunkler Energie, zu erklären.
Um Antworten auf diese offenen Fragen zu finden, bedient sich die Grundlagenforschung im Bereich der Teilchenphysik zweier sich gegenseitig ergänzender Herangehensweisen. Einerseits werden hochenergetische Teilchenbeschleuniger, wie der Large Hadron Collider (LHC) an der Europäischen Organisation für Kernforschung (CERN) in Genf in der Schweiz, verwendet, um die fundamentalen Naturgesetze zu untersuchen. Eine Alternative stellen Anlagen dar, welche durch Wechselwirkung zwischen Teilchenstrahlen hoher Intensität und einem speziellen Target, einen hohen Fluss an Sekundärteilchen erzeugen. Diese können dann verwendet werden um, zum Beispiel, seltene Zerfallsprozess zu untersuchen oder Neutrinostrahlen zu erzeugen.
Diese Dissertation befasst sich mit der Beschleunigung von Teilchenstrahlen hoher Intensität im CERN Proton Synchrotron (PS) und den dabei auftretenden Limitierungen der Leistungsfähigkeit. Die präsentierten Studien zielen darauf ab, Strahlverluste während der Injektions- und Extraktionsprozesse, welche zu hoher radioaktiver Aktivierung des PS Tunnels führen, zu verringern. Die Minimierung solcher Verluste ist unerlässlich, um die Wartung, die Reparatur oder den Austausch von kritischen Elementen des Beschleunigers zu ermöglichen. Dies ist insbesondere im Hinblick auf zukünftige experimentelle Anlagen, welche Protonenstrahlen mit höheren Intensitäten im Vergleich zu heute benötigen werden, von Bedeutung.
Im ersten Teil dieser Dissertation wird ein Phänomen beschrieben, welches unmittelbar nach der Injektion von Strahlen hoher Intensität beobachtet wird. Es handelt sich dabei um Oszillationen innerhalb der Teilchenpakete, die zu ungewollten Strahlverlusten führen. Die Eigenschaften dieser Oszillationen werden experimentell charakterisiert und der zugrundeliegende Mechanismus, nämlich die Wechselwirkung zwischen dem Strahl und den selbstinduzierten elektromagnetischen Feldern in der umliegenden Vakuumkammer, wird anhand von detaillierten Simulation erklärt.
Im zweiten Teil dieser Arbeit werden die verschiedenen Schritte dargelegt, welche dazu geführt haben, dass die Multi-Turn Extraction (MTE), ein neuartiger Extraktionsmechanismus basierend auf fortgeschrittenen Konzepten der nichtlinearen Strahldynamik, den Continuous Transfer (CT) Prozess erfolgreich ersetzen konnte. Experimentelle Studien, welche die Empfindlichkeit des MTE-Verfahrens gegenüber Fluktuationen des Magnetfeldes zeigen, werden behandelt und die Resultate von zeitabhängigen Simulation in 6D werden erklärt. Darüber hinaus wird die Neugestaltung des Extraktionsprozesses präsentiert. Dies betrifft einerseits das Design eines neuen Extraktionsbumps, welcher aufgrund der Installation eines passiven Absorbers zum Schutz
des magnetischen Septums benötigt wurde. Weiters wird eine neue, nichtlineare, Extraktionsoptik gezeigt, deren Einsatz zu der Reduktion der Extraktionsverluste auf die erwarteten Werte von unter $2 \%$ führt. Die Vielzahl der durchgeführten Studien hat wesentlich zu der erfolgreichen Inbetriebnahme des MTE-Prozesses beigetragen. Im September 2015 konnte das MTE-Verfahren den CT-Prozess ersetzten, was in der Folge zu einer wesentlichen Reduktion der Aktivierung des PS Tunnels geführt hat.
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## 1 Introduction

In the course of the last years, tremendous progress has been made in fundamental particle physics research. This has been especially driven by the physics programme at the Large Hadron Collider (LHC) [1], a particle accelerator designed to store and collide proton or lead ion beams at centre-of-mass energies of several TeV per nucleon pair, located at the European Organization for Nuclear Research (CERN) [2] in Geneva, Switzerland. Thirty years after the first ideas concerning this machine were put on paper, the extremely successful first LHC physics run culminated in the discovery of a new particle with a mass of roughly $125 \mathrm{GeV} / c^{2}[3,4]$. Soon after this announcement it became clear that this particle was indeed consistent with a Higgs boson, which was theoretically predicted in 1964 [5-7]. With this milestone, the existence of the last missing piece of the Standard Model of particle physics (SM), a theory describing the interactions of elementary particles, was confirmed. Furthermore, precise verification of various well-known processes, which are intrinsic to the SM, became possible due to the vast amount of recorded data.
However, the SM is unable to provide explanations for several mysteries which have been puzzling physicists for decades. For example, why is our universe, or the part we know of today, mainly composed of matter instead of antimatter? How are neutrino masses generated?
At the LHC, the search for physics beyond the SM has been rather unsuccessful so far. A complementary approach to the LHC research programme at the high-energy frontier concentrates on high-intensity machines. Experimental facilities operating in this regime require the impact of a high-intensity beam on a target to create a large flux of secondary particles, which can then be used to investigate, for example, rare particle decay processes, or to create neutrino beams. A variety of experimental facilities at CERN require intense proton beams for fixed target physics. The On-Line Isotope Separator (ISOLDE) experimental area [8] at the Proton Synchrotron Booster (PSB) is intended to study the properties of radioactive nuclei. At the Proton

Synchrotron (PS), proton beams have been delivered to the neutron Time-Of-Flight (nTOF) facility [9] to study neutron-nucleus interactions since 2001. In the framework of the CERN Neutrinos to Gran Sasso (CNGS) project [10], protons extracted from the Super Proton Synchrotron (SPS) were used to create a beam of muon-type neutrinos.

Additional facilities, which are currently in the design phase, are intended to profit from the unique infrastructure provided by the CERN accelerator complex. For example, the Search for Hidden Particles (SHiP) experiment [11], which is aimed at finding new particles with masses of only a few $\mathrm{GeV} / c^{2}$, has been recently proposed to explore physics beyond the SM . SHiP intends to receive a proton beam from the SPS and, therefore, the particles produced in the Duoplasmatron source located at the beginning of the accelerator chain have to be transferred to the SPS via the Linear Accelerator 2 (Linac2), the PSB and the PS. However, to match the requirements in terms of beam characteristics, the maximum intensity produced by the CERN accelerators will have to be increased compared to the present performance, which will not be possible without overcoming certain limitations.

The research presented in this thesis is focused on studying the limitations for high-intensity beam operation in the PS. At present, these issues appear at injection of the beams from the PSB, during the process of crossing the transition energy, and at extraction to either the experimental facilities, which are directly linked to the PS, or the SPS [12]. The limitations result in significant losses along the PS ring, which become especially critical for devices located in the injection and the extraction regions, as these elements suffer from high radioactive activation. Given that the requests of proposed fixed target facilities can only be met by further increasing the PS beam intensity, the breakdown of any crucial element in these regions would require an extremely long waiting time before any possible intervention.
Therefore, the emphasis of the studies performed in the framework of this thesis is put on the investigation of two different topics, with the aim of reducing beam loss during these processes. In the first part of this thesis, vertical intra-bunch oscillations occurring immediately after injection into the PS are discussed. Based on extensive experimental and simulation studies, this phenomenon, which was first observed about twenty years ago and has remained unexplained ever since, is shown to behave different from an instability. It is rather the injection error and the subsequent interaction of the beam with the self-induced fields in the vacuum chamber, which induces an intra-bunch motion. The simple reduction of the injection error is found to be sufficient to reduce beam loss due to this oscillation. Furthermore, it is concluded that, on the basis of the planned upgrade of the PS injection energy [13], future high-intensity beams will be even less affected than today's operational beams.

The second part of this thesis is then dedicated to optimization of the extraction losses. Due to the special requirements of the SPS for high-intensity beams, the Continuous Transfer (CT) technique was proposed in the nineteen-seventies [14]. However, high beam losses, which are intrinsic to this technique, require an alternative extraction scheme in the future. Therefore, the Multi-Turn Extraction (MTE) was proposed in 2001 [15]. This resonant extraction mechanism
exploits advanced concepts of non-linear dynamics and applies a fourth order stable resonance to perform beam splitting in the transverse phase space. The resulting beamlets are then extracted over multiple turns. After several years of commissioning of this novel concept, the milestone of replacing CT with MTE was achieved in September 2015. In this thesis, crucial steps to achieve this goal are set out. Simulations to substantiate and explain the susceptibility of the MTE process to magnetic perturbations, which had already been experimentally observed in the past, are discussed. Furthermore, benchmarking of simulation results with experimental data is performed and extremely good agreement is concluded. Concerning the extraction process itself, a passive absorber to protect the magnetic extraction septum by reducing beam loss at its location was installed in 2014 [16]. To overcome the additional aperture restriction presented by this device, a new extraction bump was developed, and the corresponding simulations and experimental results are presented. The usually simple concept of an extraction bump is significantly complicated by the peculiar phase space structure of the MTE beam. In addition, the design of new non-linear extraction optics is discussed, and the experimental implementation showing a loss reduction of $5 \%$ is presented. Moreover, the experimental studies to properly align the magnetic septum with respect to the passive absorber are described. Based on the implementation of all aforementioned improvements, less than $2 \%$ of beam loss during the MTE process was achieved, compared to the typical CT values of $5-7 \%$.
This thesis is structured as follows. After this introduction, Chapter 2 presents a general theoretical overview of accelerator physics and defines the main terminology. Chapter 3 sets out the working principle of the PS and defines its main elements. Chapter 4 gives a brief explanation of the simulation codes used for the injection and extraction studies. Chapter 5 concentrates on the injection oscillations and describes the experimental and simulation studies in great detail. Lastly, Chapter 6 introduces the MTE principle, discusses its advantages, and presents studies leading to its operational implementation by overcoming issues, which significantly hampered the progress of this complex technique in the past.

## 2 Concepts used in accelerator physics

The motion of an electrically charged particle moving with velocity $\boldsymbol{v}$ under the influence of electric and magnetic fields $\boldsymbol{E}$ and $\boldsymbol{B}$, respectively, is governed by the Lorentz force

$$
\begin{equation*}
\frac{d \boldsymbol{p}}{d t}=e(\boldsymbol{E}+\boldsymbol{v} \times \boldsymbol{B}), \tag{2.1}
\end{equation*}
$$

where $\boldsymbol{p}$ is the particle's momentum. Based on this equation, various linear and circular particle accelerators have been developed over the last century. In order to explore the fundamental properties of matter, the requirements in terms of maximum particle energy have significantly increased over the years and led to the invention of the synchrotron. Currently, it is mostly this type of circular accelerator which is applied for research in the field of high-energy physics due to its efficiency in increasing the energy of particles. Its main components are dipole and quadrupole magnets, which ensure transversely stable particle motion around a circular orbit. The arrangement of these elements is commonly described as lattice of the accelerator. In addition, oscillating electric fields, which are confined within radio frequency ( RF ) cavities, are applied to accelerate the particles by increasing their energy on a turn-by-turn basis. In order to keep the particles on the design orbit, which passes through the centre of all magnets, the energy gain provided has to be synchronously accompanied by a rise of the magnetic field of the dipoles.
An ensemble of single particles inside an accelerator, which is referred to as a particle beam, is guided along the machine circumference by these external electromagnetic fields. Once the number of circulating particles, i.e. the beam intensity, becomes large, the interaction between themselves and the induced fields in the surrounding environment such as the vacuum chambers has to be considered as well. Therefore, a differentiation must be made between single-particle and collective effects.
A brief and non-exhaustive introduction to both fields is set out in the following sections, which
is in large part based on the excellent available literature [17-23]. The interested reader is referred to these texts for more in-depth treatment of the subjects.

### 2.1 Transverse motion and resonances

Given the circular geometry of a synchrotron, a curvilinear coordinate system as illustrated in Fig. 2.1, is the appropriate choice to describe the motion of particles. The vectors $x$ and $y$ span the transverse plane, which is perpendicular to the motion of a particle on the ideal design orbit. The longitudinal distance of an arbitrary point along this orbit is defined by the coordinate $s$. To keep a reference particle with momentum $p_{0}$ on the design orbit of a synchrotron the equality

$$
\begin{equation*}
\frac{p_{0}}{e}=B_{0}(s) \rho(s) \tag{2.2}
\end{equation*}
$$

needs to be satisfied. $B_{0}$ and $\rho$ denote the dipole field and the local radius of curvature, respectively, and the product of these terms is called magnetic rigidity. In accelerator physics it is common to use $s$ instead of the time $t$ as the independent variable, and the system can be described in terms of the Hamiltonian

$$
\begin{equation*}
\mathcal{H}=-\left(1+\frac{x}{\rho}\right)\left[p^{2}-p_{x}^{2}-p_{y}^{2}\right]^{\frac{1}{2}}-e A_{s} \tag{2.3}
\end{equation*}
$$

where $A_{s}$ refers to the third component of the vector potential, which, however, is not equal to the $s$-projection of $\boldsymbol{A}$.
Usually the transverse momenta are small compared to the total momentum, i.e. $p_{x, y} \ll p$, which allows the expansion of the square root. Considering only linear magnetic fields, i.e.


Figure 2.1. Curvilinear coordinate system applied in synchrotrons. $x$ and $y$ specify the transverse distance from the design orbit and $s$ measures the longitudinal distance along it.
dipolar and quadrupolar contributions, the transverse magnetic components read

$$
\begin{align*}
B_{x} & =\frac{\partial B_{y}(s)}{\partial x} y  \tag{2.4}\\
B_{y} & =B_{0}(s)+\frac{\partial B_{y}(s)}{\partial x} x
\end{align*}
$$

and with the definition of the normalized quadrupole gradient

$$
\begin{equation*}
k(s)=\frac{\partial B_{y}(s)}{\partial x} \frac{1}{B_{0}(s) \rho(s)}, \tag{2.5}
\end{equation*}
$$

the linearized transverse Hamiltonian becomes

$$
\begin{equation*}
\mathcal{H}_{\mathrm{tr}}^{\operatorname{lin}}=\left(p-p_{0}\right) \frac{x}{\rho}+p_{0}\left[\left(\frac{1}{\rho^{2}}-k\right) \frac{x^{2}}{2}+k \frac{y^{2}}{2}\right]+\frac{p_{x}^{2}}{2 p_{0}}+\frac{p_{y}^{2}}{2 p_{0}} . \tag{2.6}
\end{equation*}
$$

By applying Hamilton's equations

$$
\begin{equation*}
z^{\prime}=\frac{d z}{d s}=\frac{\partial \mathcal{H}_{\mathrm{tr}}^{\operatorname{lin}}}{\partial p_{z}} \quad \text { and } \quad p_{z}^{\prime}=\frac{d p_{z}}{d s}=-\frac{\partial \mathcal{H}_{\mathrm{tr}}^{\operatorname{lin}}}{\partial z} \tag{2.7}
\end{equation*}
$$

where $z$ refers to either $x$ or $y$, the inhomogeneous differential equations of motion are obtained:

$$
\begin{align*}
x^{\prime \prime}+K_{x}(s) x & =\frac{\delta}{\rho}  \tag{2.8}\\
y^{\prime \prime}+K_{y}(s) y & =0
\end{align*}
$$

which are known as Hill's equations. The functions $K_{x}(s)=\left(\frac{1}{\rho^{2}}-k\right)$ and $K_{y}(s)=k$ describe the focusing properties of the lattice and satisfy the periodicity condition $K_{z}(s)=K_{z}(s+C)$, where $C$ is the accelerator circumference. Furthermore, the relative momentum deviation $\delta=\Delta p / p_{0}$ was introduced. The general solution of Eqs. (2.8) can be written as

$$
\begin{equation*}
z(s)=\sqrt{\varepsilon_{z} \beta_{z}(s)} \cos \left(\varphi_{z}(s)+\varphi_{z, 0}\right)+\delta D_{z}(s) . \tag{2.9}
\end{equation*}
$$

The emittance $\varepsilon_{z}$ is a measure of the area enclosed by the particle trajectory in the respective phase space spanned by $\left(z, z^{\prime}\right), \beta_{z}(s)$ denotes the periodic betatron amplitude function, $\varphi_{z}(s)$ and $\varphi_{z, 0}$ the betatron phase and its initial condition, respectively, and $D_{z}(s)$ the dispersion function. An on-momentum particle ( $\delta=0$ ) performs betatron oscillations around the design orbit, whereas these oscillations take place around a different, dispersive, orbit for particles with $\delta \neq 0$. Moreover, vertical dipoles are usually only installed in transfer lines between two accelerators, but not inside synchrotrons themselves, and, therefore, the vertical dispersion function is zero. In general, the term 'optics functions' is used to describe both $\beta_{z}(s)$ and $D_{z}(s)$. An important parameter for the stability of the motion is the betatron tune $Q_{z}$. It describes the accumulated phase advance over one turn or, more intuitively, the number of transverse
oscillations a particle performs per revolution:

$$
\begin{equation*}
Q_{z}=\frac{1}{2 \pi} \varphi_{z}(s)=\frac{1}{2 \pi} \oint \frac{d s}{\beta_{z}(s)} \tag{2.10}
\end{equation*}
$$

The fractional part of the tune is often referred to as $q_{z}$.
The above considerations are valid for ideal accelerators. In reality, however, the motion is influenced by unavoidable magnetic imperfections arising from fabrication tolerances or misalignments with respect to the ideal orbit. Therefore, a single particle will no longer pass through the centre of all magnets, but rather follow a different closed orbit, which is determined by the magnetic perturbations. For the purpose of illustration, an ideal machine with only a single dipolar perturbation $\Delta z^{\prime}$ at a location $s_{0}$ is considered, and the resulting distortion of the orbit can be expressed as

$$
\begin{equation*}
z_{\mathrm{co}}(s)=\Delta z^{\prime} \frac{\sqrt{\beta_{z}(s) \beta_{z}\left(s_{0}\right)}}{2 \sin \left(\pi Q_{z}\right)} \cos \left(\pi Q_{z}-\left|\varphi_{z}(s)-\varphi_{z}\left(s_{0}\right)\right|\right) \tag{2.11}
\end{equation*}
$$

Only for non-integer values of $Q_{z}$ an infinite growth of the motion can be avoided. Accordingly, dipolar perturbations excite integer resonances. Likewise, magnetic errors of higher order, such as quadrupolar, sextupolar, octupolar, etc., excite additional resonances. To avoid such resonant phenomena and to assure stable motion in general, it is important to choose the working point, i.e. the transverse tunes, of an accelerator such that the resonance condition

$$
\begin{equation*}
k Q_{x}+l Q_{y}=m \tag{2.12}
\end{equation*}
$$

where $k, l$ and $m$ are integers, is not satisfied.
Misalignments of magnetic elements also lead to additional important, so-called feed-down, effects. A particle passing off-centre through such a device does not only experience the type of multipolar field the magnet was designed for, but also fields of any lower order. Considering a particle travelling through a quadrupole with an offset $\Delta x$, the vertical magnetic field becomes

$$
\begin{equation*}
B_{y}=\frac{\partial B_{y}(s)}{\partial x}(x+\Delta x)=\underbrace{\frac{\partial B_{y}(s)}{\partial x} \Delta x}_{\text {dipole (const.) }}+\underbrace{\frac{\partial B_{y}(s)}{\partial x} x}_{\text {quadrupole }} \tag{2.13}
\end{equation*}
$$

including also a dipolar contribution in addition to the quadrupolar one.
Furthermore, the concept of chromaticity requires some explanation. As the focusing properties of the lattice depend on the particle momentum, which can be represented by including gradient errors $\Delta K_{z} \approx K_{z} \delta$ in the equations of motion, the betatron tune depends on the relative momentum offset. The result is a chromatic, i.e. energy dependent, tune shift, and $Q_{z}$ can be developed in terms of $\delta$ :

$$
\begin{equation*}
Q_{z}(\delta)=Q_{z, 0}+Q_{z}^{\prime} \delta+Q_{z}^{\prime \prime} \delta^{2}+\ldots \tag{2.14}
\end{equation*}
$$

$Q_{z, 0}$ refers to the tune of an on-momentum particle and the terms $Q_{z}^{\prime}$ and $Q_{z}^{\prime \prime}$ denote the linear and the second order chromaticity, respectively. Chromaticity introduces a coupling between the transverse and the longitudinal planes and needs to be carefully controlled during machine operation. It is also often common to define the normalized linear chromaticity as

$$
\begin{equation*}
\xi_{z}=\frac{Q_{z}-Q_{z, 0}}{Q_{z, 0}} \frac{1}{\delta} . \tag{2.15}
\end{equation*}
$$

So far, only the motion of single particles has been treated. By considering a particle beam, the aforementioned emittance $\varepsilon_{z}$ adopts a statistical relevance. For such a multi-particle system it is impossible to evaluate all single-particle emittances, and, instead, $\varepsilon_{z}$ is defined as phase space area, which contains a certain percentage of all particles. Real beam distributions are usually Gaussian in the transverse planes, and the root mean square (RMS) beam size can be expressed as

$$
\begin{equation*}
\sigma_{z}(s)=\sqrt{\varepsilon_{z} \beta_{z}(s)+D_{z}(s)^{2} \delta^{2}} \tag{2.16}
\end{equation*}
$$

where also $\varepsilon_{z}$ and $\delta$ are RMS quantities.

### 2.2 Longitudinal dynamics

In contrast to the transverse magnetic guiding forces, oscillating electric fields are applied in the longitudinal direction to accelerate the particles. For the so-called synchronous particle, the energy gain remains constant every time it traverses an RF cavity. To keep it on the design orbit, synchronization between the oscillation frequency $f_{\mathrm{RF}}$ of the electric field and the particle's revolution frequency $f_{0}$ is required. However, this does not necessarily imply equality of the two frequencies, and RF cavities are usually operated at multiples of the revolution frequency according to

$$
\begin{equation*}
f_{\mathrm{RF}}=h f_{0}, \tag{2.17}
\end{equation*}
$$

where $h$ is referred to as the harmonic number. This relation shows that, actually, $h$ synchronous particles can be accelerated at the same time. In practice, a beam is accelerated and the RF system groups the particles inside the beam into bunches (see also Fig. 2.3). In such a multiparticle system, a certain spread in momentum or energy between the different particles is unavoidable. The fact that the path length covered by a particle crucially depends on its momentum, leads to a frequency spread, which can be expressed as

$$
\begin{equation*}
\frac{\Delta f}{f_{0}}=-\left(\alpha_{c}-\frac{1}{\gamma_{0}^{2}}\right) \delta=-\eta \delta . \tag{2.18}
\end{equation*}
$$

In the above relation, $\gamma_{0}$ denotes the relativistic parameter, $\alpha_{c}$ the momentum compaction factor, which is a property of the lattice and describes the dependency of the path length on the
relative momentum offset $\delta$, and $\eta$ the slip factor. One observes that at the so-called transition energy, for which $\gamma_{0}=\gamma_{\text {tr }}=\frac{1}{\sqrt{\alpha_{c}}}$ holds true, $\eta$ becomes zero and, therefore, the revolution frequency is independent of the particle momentum. For $\gamma_{0} \neq \gamma_{\text {tr }}$, two different regimes can be identified: below and above the transition energy, corresponding to negative and positive values of $\eta$, respectively. For $\eta<0$, an increase of the particle momentum leads to an increased revolution frequency, as the gain in velocity overcompensates for the longer path length. Above the transition energy, the opposite is true and a particle behaves as if it would have negative mass.

In the absence of longitudinal focusing forces, the momentum difference between synchronous and non-synchronous particles leads to a continuous increase of their distance. Therefore, the principle of phase stability $[24,25]$ is exploited in the longitudinal plane to keep the particles together and to form the already mentioned bunches. In Fig. 2.2, the concept is illustrated: below the transition energy, a low-momentum particle arrives late at the RF cavity with respect to the synchronous particle. It experiences a higher electric field, which is usually of sinusoidal form, and, therefore, higher acceleration. In turn, its revolution frequency increases and it approaches the phase of the synchronous particle $\phi_{s}$. As soon as the particle arrives earlier than the synchronous one, it will be decelerated so that it again closes the gap. This process leads to an oscillation of all particles around the phase $\phi_{s}$, and these synchrotron oscillations are the basis for longitudinal stability. Due to the different dynamics above the transition energy, the phase of the cavity voltage has to be changed from $\phi_{s}$ to $\pi-\phi_{s}$.

In order to derive the longitudinal equations of motion, the synchrotron Hamiltonian

$$
\begin{equation*}
\left.\mathcal{H}_{\mathrm{sy}}(\phi, \delta)=\frac{\omega_{0} e V}{2 \pi \beta_{0}^{2} E_{0}}\left(\cos \phi-\cos \phi_{s}+\left(\phi-\phi_{s}\right) \sin \phi_{s}\right)\right)+\frac{1}{2} h \eta \omega_{0} \delta^{2} \tag{2.19}
\end{equation*}
$$



Figure 2.2. Illustration of the principle of longitudinal phase stability in a synchrotron. The solid line represents the sinusoidal wave of the electric field and the black circles represent the synchronous particle below (left) and above (right) the transition energy. All other particles (indicated by the white circles) carry out synchrotron oscillations around the synchronous one.
is considered as starting point. In this expression $\omega_{0}$ denotes the angular revolution frequency, $e$ the electric charge, $V$ the peak RF voltage, $\beta_{0}$ the relativistic factor, $E_{0}$ the total particle energy and $\phi$ the phase of the particle. In contrast to transverse motion, time $t$ is considered as independent variable, and using the Hamilton formalism leads to the following equations describing the variation of $\phi$ and $\delta$ :

$$
\begin{align*}
& \dot{\phi}=\frac{\partial \mathcal{H}_{\mathrm{sy}}}{\partial \delta}=h \omega_{0} \eta \delta, \\
& \dot{\delta}=-\frac{\partial \mathcal{H}_{\mathrm{sy}}}{\partial \phi}=\frac{\omega_{0}}{2 \pi \beta_{0}^{2} E_{0}} \mathrm{eV}\left(\sin \phi-\sin \phi_{s}\right) . \tag{2.20}
\end{align*}
$$

For constant or slowly varying RF parameters, $\mathcal{H}_{\text {sy }}$ is quasi-static and, therefore, time-independent. This results in the existence of two fixed points, for which

$$
\dot{\delta}=0 \quad \text { and } \quad \dot{\phi}=0
$$

holds true. They are located at

$$
\begin{array}{ll}
\left(\phi_{s}, 0\right) /\left(\pi-\phi_{s}, 0\right) & \text { stable fixed point (SFP), } \\
\left(\pi-\phi_{s}, 0\right) /\left(\phi_{s}, 0\right) & \text { unstable fixed point (UFP), }
\end{array}
$$

where the first pairs of values correspond to the situation below the transition energy, and the others to the one above it. An example of the longitudinal phase space above the transition energy is shown in Fig. 2.3 (a). The motion around the SFP is elliptic, whereas the trajectories adopt a hyperbolic shape close to the UFP. The phase space trajectory going through the UFP separates the regimes of bound and unbound motion, and is therefore called separatrix. The area contained within the separatrix is referred to as longitudinal acceptance or bucket, and represents the maximum phase space area, which can be covered by a bunch. In Fig. 2.3 (b), accelerating buckets for different values of $\phi_{s}$ are compared to the stationary bucket, and one realizes that the available acceptance is significantly reduced during acceleration. Therefore, typical values of $\phi_{s}$ are around $30^{\circ}$.
Particles inside the separatrix perform synchrotron oscillations around the SFP, and for small oscillation amplitude, the synchrotron Hamiltonian can be linearized to

$$
\begin{equation*}
\mathcal{H}_{\mathrm{sy}}^{\mathrm{lin}}(\phi, \delta)=\frac{1}{2} h \eta \omega_{0} \delta^{2}-\frac{\omega_{0} e V}{4 \pi \beta_{0}^{2} E_{0}} \phi^{2}, \tag{2.21}
\end{equation*}
$$

which is valid for the case of a stationary bucket and was obtained by using the small angle approximation $\cos \phi \approx 1-\frac{\phi^{2}}{2}$. The equation of motion for the phase is then obtained as

$$
\begin{equation*}
\ddot{\phi}-\frac{\omega_{0}^{2} e V h \eta}{2 \pi \beta_{0}^{2} E_{0}} \phi=\ddot{\phi}-\omega_{s}^{2} \phi=0 \tag{2.22}
\end{equation*}
$$

and the linear synchrotron tune $Q_{s}$ is defined as the number of longitudinal oscillations a particle performs per revolution:

$$
\begin{equation*}
Q_{s}=\frac{\omega_{s}}{\omega_{0}}=\sqrt{\frac{e V h|\eta|}{2 \pi \beta_{0}^{2} E_{0}}} . \tag{2.23}
\end{equation*}
$$

### 2.3 Collective effects

In the previous two sections, single-particle effects were addressed, and their collective interactions were not considered. However, this approach is only admissible as long as the self-generated fields constitute only small perturbations to the external guiding forces. In general, this does not apply to high-intensity beams and, therefore, multi-particle effects have to be carefully studied, as they usually limit the intensity reach of an accelerator.
A differentiation should be made between collective effects in free space, which essentially refers to direct space charge phenomena, and beam interaction with the self-induced electromagnetic fields in the surrounding environment. These effects lead to either incoherent or coherent phenomena, causing a change of the single particle motion or affecting the movement of the beam as a whole. If the induced fields are sufficiently strong, instabilities, which are characterized by an exponential growth of one or several statistical moments of the beam distribution, can develop. Eventually, this will result in emittance blow-up and beam loss, causing significant degradation

(a) Phase space portrait of a stationary bucket. Inside the separatrix (red line), the motion is stable and particles perform synchrotron oscillations around the SFP. Particle motion outside this bucket area is unbound.

(b) The SFPs of accelerating buckets above the transition energy are located at $\phi=\pi-$ $\phi_{s}$. The acceptance is clearly reduced with respect to a stationary bucket.

Figure 2.3. Longitudinal phase space for stationary and accelerating buckets above the transition energy.
of the beam quality.
An ensemble of identically charged particles experiences a Coulomb repulsion, which is commonly known as direct space charge effect. However, if the particles are non-stationary, their movement also constitutes an electric current, which is accompanied by a magnetic field. The repulsion is then partially compensated by the magnetic attraction and, if $\beta=1$, both contributions cancel out completely.

The transverse repulsion affects the focusing properties of the accelerator. A common approach to evaluate the effect of direct space charge forces on the beam distribution is to include a space charge driven focusing error in the equations of motion presented in Eq. (2.8). Consequently, the particles experience a tune shift, which, for a transversely Gaussian distribution, can be expressed as

$$
\begin{equation*}
\Delta Q_{z}=-\frac{r_{0} R}{2 e \beta_{0} \gamma_{0}^{2} \varepsilon_{z}^{n}} \lambda \tag{2.24}
\end{equation*}
$$

with $r_{0}$ the classical radius of a proton, $R$ the average radius of the machine, $\varepsilon_{z}^{n}=\varepsilon_{z} \beta_{0} \gamma_{0}$ the transverse normalized emittance and $\lambda$ the longitudinal line density of the beam. One remarks that the direct space charge tune shift is always defocusing, and that it induces an incoherent tune spread inside the beam, which depends on the longitudinal particle position. This spread results in a modification of the low-intensity working point and in a potential overlap with resonances if the condition in Eq. (2.12) is fulfilled. Due to the inverse dependency on $\beta_{0} \gamma_{0}^{2}$, the tune spread is most important in low-energy machines.
In the above considerations, the electromagnetic interaction between the beam and the surrounding environment was not taken into account. If particles circulating off-centre in a perfectly conducting and smooth vacuum chamber are assumed, a ring of induced charges travels at identical speed with the beam. Depending on the frequency of the induced fields, they are either non-penetrating or penetrating. Only the latter can eventually reach the magnet poles. With the effect depending on the vacuum chamber geometries, these fields act back on the circulating distribution, and cause incoherent and coherent tune shifts.
Furthermore, space charge effects are also present in the longitudinal plane, where they depend on the derivative of the line density $\lambda^{\prime}$, and change from being defocusing below to focusing above the transition energy.
In reality, however, vacuum pipes have finite conductivity and their geometry varies along the accelerator circumference to accommodate, e.g. injection, extraction and measurement systems. In contrast to the previously explained space charge effects, which lead to a real tune shift, these non-ideal geometries induce a complex tune shift and the imaginary part characterizes the growth rate of instabilities.
For the purpose of illustration, a simple model containing only two particles travelling a distance $d s$ apart from each other on the ideal orbit can be considered. In a real chamber, the leading particle leaves behind the so-called wake field, which can perturb the motion of the trailing one. In the longitudinal plane, this results either in energy loss of the second particle or in heating
of the accelerator equipment. The force experienced by a particle when traversing a certain element can be expressed as

$$
\begin{equation*}
W_{\|}(d s)=-\frac{\Delta E_{2}}{q_{1} q_{2}} \tag{2.25}
\end{equation*}
$$

where $W_{\|}(d s)$ is the longitudinal wake function, and $q_{1}$ and $q_{2}$ the electric charges of the source and the trailing particle, respectively.
In order to affect the transverse dynamics, an offset of at least one particle is required. This gives rise to the definition of the dipolar and quadrupolar wake functions

$$
\begin{align*}
& W_{D z}(d s)=-\frac{\Delta E_{z, 2}}{q_{1} q_{2} \Delta z_{1}} \\
& W_{Q z}(d s)=-\frac{\Delta E_{z, 2}}{q_{1} q_{2} \Delta z_{2}}, \tag{2.26}
\end{align*}
$$

where the normalization by the respective transverse offset $\Delta z_{1,2}$ was introduced. This formalism is especially useful for simulation codes, as it can be applied to derive the kicks experienced by the trailing particles according to

$$
\begin{equation*}
\Delta z_{2}^{\prime}(d s)=-\frac{q_{1} q_{2}}{E_{0}}\left[W_{D, z}(d s) \Delta z_{1}+W_{Q, z}(d s) \Delta z_{2}\right] \tag{2.27}
\end{equation*}
$$

A different, but equivalent, approach of describing the beam-environment interaction is based on the fact that the material characteristics depend on the frequency of the fields. Therefore, it is natural to describe the accelerator elements in the frequency domain, leading to the concept of impedance, which is obtained by computing the Fourier transform of the wake function:

$$
\begin{align*}
Z_{\|}(\omega) & =\int_{-\infty}^{\infty} W_{\|}(s) e^{-i \omega s / c} \frac{d s}{c} \\
Z_{D, Q, z}(\omega) & =i \int_{-\infty}^{\infty} W_{D, Q, z}(s) e^{-i \omega s / c} \frac{d s}{c}, \tag{2.28}
\end{align*}
$$

with $c$ the speed of light. The real and imaginary parts of the impedance then describe the effect on the motion. For example, the indirect space charge impedance, which is purely imaginary, does not cause any instability. Application of an inverse Fourier transform to the impedance, yields again the wake function of the respective element.

## 3 The CERN Proton Synchrotron

It was a milestone when proton beams in the PS reached the design top energy of 26 GeV in November 1959. For the first time in the history of accelerator physics, an accelerator based on the alternating-gradient focusing principle had been successfully commissioned.
In addition to protons, various other particle species have been accelerated since then, namely deuterons for the Intersecting Storage Rings (ISR), antiprotons for the Super Proton Antiproton Synchrotron (Spp̄S) collider, and electrons and positrons for the Large Electron Positron (LEP) collider. Today, the PS holds a key position within the injector chain of the LHC, where it receives beams from the PSB and the Low Energy Ion Ring (LEIR), and transfers them to the SPS. It either accelerates protons or heavy ions for the LHC physics programme or provides those beams to different fixed target experiments.
The following pages give an overview of the main elements making up the PS [26, 27], as well as of the devices used to perform the measurements presented in this thesis.

### 3.1 The main components of the PS

The accelerator is composed of 100 combined function magnet units (MUs), which are interleaved by 100 straight sections (SSs), leading to a total circumference of $2 \pi \times 100 \mathrm{~m}$. Each MU is divided into two half-units, a focusing and a defocusing structure, respectively, providing the alternation of the gradient. Overall, this arrangement results in a FOFDOD lattice and additional elements, such as devices for injection and extraction, accelerating cavities and auxiliary magnets, are located in the drift spaces between the MUs. In addition to the 100 main magnets installed in the PS tunnel, one reference magnet (MU101), which is electrically connected in series with the other elements, is accessible during machine operation to perform magnetic measurements.

Figure 3.1 shows a cross section of one MU. The main excitation is provided by the main coils, and additional circuits, the Pole Face Windings (PFW), are located on top of the hyperbolically shaped magnetic poles. These special elements are divided into narrow and wide windings for each half-unit, and the naming convention refers to the width of the air gap at the position of the respective circuit. Together with the Figure-of-Eight Loop (F8L), which is an additional winding that crosses between the two half units giving the corresponding shape, the PFW allow the control of betatron tunes and linear chromaticities. However, depending on their settings, the PFW can induce highly non-linear fields, which may lead to beam instabilities. Therefore, extensive measurements were conducted in the past to determine the $5 \times 5$ working point matrix, which expresses the relationship between the currents of the five circuits and the beam dynamics observables tune and linear chromaticity [29]. In theory, the second order chromaticity in one plane could also be controlled using this approach; however, this was shown to be rather unreliable [30] and, therefore, a reduced $4 \times 4$ matrix is usually used during operation.
In contrast to these smoothly distributed elements, 40 Low Energy Quadrupoles (LEQ) are installed to control both transverse tunes from injection kinetic energy at 1.4 GeV up to a kinetic energy of about 3.5 GeV . Due to the limited strength of the LEQ, the PFW and the F8L take over the control of the working point above this energy. The LEQ, the F8L and the individual circuits of the PFW are independently powered, offering high flexibility during machine operation.
Among the LHC injectors, the PS is the accelerator used to define the longitudinal structure of the beams. Different types of RF cavities, installed in various SSs, allow the carrying out of different manipulations in the longitudinal phase space. This includes bunch splitting or merging, but also rotations in order to provide short bunches. The main accelerating system comprises eleven 10 MHz cavities, with one of them being a spare, and additional $20,40,80$ and 200 MHz cavities are available as well.


Figure 3.1. Cross section of one MU of the PS. The reference point between the two poles corresponds to the location of the closed orbit. The circuits of the PFW, which are encapsulated by an epoxy resin, are situated directly on top of the poles. Furthermore, the main coils and the F8L are visible [28].

The remaining SSs are, on the one hand, occupied by additional auxiliary magnets such as dipole correctors, sextupoles and octupoles, but also by devices used to measure different beam characteristics as presented in the next section.
Furthermore, the definition of some terminology, which will be frequently used throughout this thesis, is in order. First, this concerns the naming convention applied in the PS. Every element installed in the tunnel is characterized by two or three letters followed by two numbers. Choosing one of the extraction kickers, namely KFA04, for the purpose of illustration, this can be understood in the following way: KFA stands for Kicker FAst, whereas 04 identifies SS04 as its location. Additional important terms are described using Fig. 3.2. The PS is a cycling machine and, therefore, the magnetic field rises to a certain value to keep the beam on the closed orbit during the process of acceleration and decreases back to zero after extraction. This occurs within a given time frame, which has the length of either one or multiple basic periods (BPs), each lasting 1.2 s . The sequence of all processes, including injection, acceleration, extraction and possible additional beam manipulations is referred to as cycle, and the characteristics of each cycle depend on the specific requirements of the user, for whom the beam is intended. To deliver beam to multiple facilities almost simultaneously, different cycles are grouped together to the so-called super-cycle (SC), which is usually around 30 BPs long, but can be reprogrammed within minutes.

(a) Typical PS magnetic cycle used to produce the SPS fixed target beam (see also Chapter 6). Injection occurs at 170 ms , transition energy is crossed at 428 ms and the beam is extracted at 835 ms .

(b) PS SC with two fixed target and a zero cycle in front, followed by cycles dedicated to physics in the EAST area and the nTOF facility. The cycle reaching $26 \mathrm{GeV} / \mathrm{c}$ corresponds to one for the LHC.

Figure 3.2. Illustration of a cycle and a SC in the PS.

### 3.2 Beam instrumentation

In order to properly study the evolution of a beam distribution in a given time frame, which can range from a few turns up to seconds, a set of adequate measurement systems is indispensable. The main parameters of interest are usually the beam intensity, the betatron tunes, and the transverse and longitudinal distributions. Furthermore, it is important to closely monitor beam loss along the accelerator, which allows early detection of equipment failure and is an important ingredient to keeping the radiation levels low. In small and low-energy machines the damage potential of the beam is usually small; however, especially for a collider such as the LHC, with an enormous amount of energy stored in the circulating beam, accurate beam loss measurements become part of the machine protection system. The various types of beam instrumentation installed in the PS, which are suited to measure the aforementioned parameters, are briefly discussed below.
Beam intensity measurements are performed with rather simple devices, so-called beam current transformers (BCTs). The circulating beam induces a certain magnetic flux in dedicated measurement coils, and the measured signal can then be related to the beam intensity [31]. In the PS, a measurement is provided every millisecond.
Control of the betatron tunes during the acceleration cycle is important to assure beam stability. Therefore, it has to be possible to measure these parameters with high precision. The common approach is to kick the beam in the transverse planes, and to record the subsequent oscillations of the beam centroid with position sensitive electrostatic pick-up (PU) electrodes for consecutive turns. The tune is then obtained by performing a Fast Fourier Transform (FFT) on the oscillating signal. The intrinsic error of this procedure is proportional to $1 / N_{\text {turns }}$, with $N_{\text {turns }}$ being the number of recorded turns. By performing either an interpolation on the obtained magnitude spectrum or applying a windowed FFT, the error can be further reduced [32, 33]. At CERN, the especially sensitive Base Band Tune (BBQ) measurement system has been developed, which can detect oscillation amplitudes of only a few nanometres [34]. At the moment, the BBQ system is applied throughout the LHC injector chain and at the LHC itself, but also at other laboratories.
Fundamental information about the beam requires accurate knowledge of the transverse and longitudinal phase space distribution. However, a direct measurement of these quantities is not possible. Usually, the projections of the distributions on the $x, y$ and $s$ axes are obtained.
To measure the transverse profiles in the PS, beam wire scanners (BWSs) are installed at multiple locations in the ring. These devices flip a thin carbon wire through the circulating beam to create secondary particles, which are then detected by an arrangement of scintillators and photomultipliers. Subsequently, correlation of the position of the wire and the signals coming from the photomultipliers makes it possible to obtain a projection of the beam distribution and, if the optics functions at the respective location are known, the transverse emittance can be deduced [35]. Currently three horizontal (in SS54, SS65 and SS68) and two vertical (in SS54
and SS85) devices are installed in the PS. One has to note that these devices do not provide an instantaneous measurement of the distribution, as the wire takes about 2 ms to traverse the beam (see also Section 6.2.1.2).
In the longitudinal plane, the signal from a PU or a wall current monitor (WCM) provides a measurement of the bunch profile. As it performs synchrotron oscillations, the distribution slightly rotates every turn and each profile corresponds to a projection at a different angle. Applying a tomographic reconstruction algorithm, it is then possible to accurately reconstruct the longitudinal phase space [36].
To understand the distribution of beam loss along the ring, two different systems are currently in use. On the one hand, the ageing system based on Aluminium Cathode Electron Multiplier (ACEM) detectors is the one mainly applied during machine operation [37, 38]; however, a new system has already been designed and will be installed in the coming years [13]. These beam loss monitors (BLMs) are glass vacuum tubes installed on top of each main magnet, and every lost particle, which impacts on the aluminium cathode, causes electron emission. Signal amplification is achieved via multiplication of the electron current using dynodes. As the subsequent electronics modules integrate the signal over 1 ms , losses cannot be resolved on a turn-by-turn basis. Therefore, the system is usually referred to as slow BLMs.
Certain applications require a loss measurement with a time resolution better than one revolution period, i.e. smaller than $2 \mu \mathrm{~s}$. Therefore, new types of BLMs have been installed at critical locations, namely on the main magnets after the injection and extraction septa as well as on MU15 (see also Section 6.2.4). The active elements are diamond detectors, providing a time resolution of a few nanoseconds. Eventually, 16 of these fast BLMs will be installed in the PS.

## 4 Beam dynamics simulation codes

In the scope of this thesis, several beam dynamics studies have been performed, which required a close interplay of experimental and numerical approaches. The work presented in Chapters 5 and 6 relies essentially on three different well-known and benchmarked simulation codes. This chapter serves as an introduction to these tools and as a justification for their suitability for the studies presented in the following. Code development itself was not pursued as part of this thesis and, therefore, extensive discussions on the applied models and the actual implementation of the codes are omitted. For further details, the interested reader is referred to the cited references.

### 4.1 MAD-X/PTC

Initially developed at CERN to design the optics of the LHC, the Methodical Accelerator Design (MAD)-X program has become the quasi-standard to design, study and optimize lattices for circular accelerators and beam lines over the last decade [39].
In order to investigate the optics parameters of a certain structure, the sequence of the elements representing its lattice has to be specified. This includes the definition of the element's type (bending magnet, quadrupole, RF cavity, etc.), its geometrical properties, i.e. the dimensions and the positioning, as well as the strengths of active elements. After importing all required information, it is, among other things, possible to compute the optics parameters, match the properties of the machine to desired values and evaluate the effect of magnetic errors on the particle motion [40, 41].
Moreover, a tracking module is included in MAD-X, which propagates a particle's phase space coordinates over an arbitrary number of turns around the accelerator. However, it comes with the disadvantage of being non-symplectic when considering thick elements, i.e. the phase space volume is not preserved during this process. To overcome this drawback, the Polymorphic Track-
ing Code (PTC) library, which provides symplectic integration methods and allows the user to determine the required precision, was embedded into MAD-X [42]. In addition, matching of non-linear chromaticity, the computation of anharmonicities, i.e. the detuning with amplitude, and the determination of the optics functions around any SFP are possible with PTC. As this is a fully integrated library, MAD-X basically acts as the interface to PTC and the aforementioned element definitions are taken over accordingly. Based on these features, PTC is ideally suited to account for the complexity of the PS main magnets, and especially to study the Multi-Turn Extraction (MTE) (see also Chapter 6).
Modelling the lattice in a realistic way in simulations is a rather difficult task, which is a consequence of the complexity of the PS MUs. To construct the combined function magnet, each MU is made up of two sector bending magnets (SBENDs), as shown in Fig. 4.1. In addition to the dipole component, each SBEND is assigned with either a focusing or a defocusing quadrupolar component. Moreover, two thin multipoles are inserted in every half-unit, which are used to build an effective non-linear model of the machine. Based on non-linear chromaticity measurements, quadrupolar, sextupolar and octupolar kicks are then introduced into the lattice via these multipoles [43].
At the time of the construction of the PS, the magnetic errors of the different MUs were not measured. Therefore, no random components are currently included in the simulations. However, magnetic measurements of spare magnets as well as 3D simulation studies of the MUs have been started, which will allow further improvement of the modelled lattice.


Figure 4.1. Modelling of the PS MU. The thin multipoles are inserted to match non-linear chromaticity up to the octupolar component.

### 4.2 PyORBIT

To model and understand space charge effects in the LHC injector complex, the symplectic tracking provided by PTC and the object-oriented Objective Ring Beam Injection and Tracking (ORBIT) code [44] were interlinked to form the code PTC-ORBIT and, more recently, its successor PyORBIT [45]. The latter provides a Python interface, is parallelized and can also be extended by the user, if desired. Several space charge solvers (particle-in-cell and frozen [46]) are implemented. Furthermore, time-dependent variation of the strengths of the magnetic elements as well as acceleration using single or double harmonic RF systems can be achieved via input tables for each individual element [47].
The usual approach to set up simulations with PyORBIT (or PTC-ORBIT in the past) is to create a flat file within MAD-X/PTC, which contains the full description of the lattice. In addition, the aforementioned table files, describing the elements' variation in time, are required. Particle distributions can be either initialized using PyORBIT itself or external input files. Particles are then tracked with PTC using the integration method specified in the flat file. At certain interaction nodes, the coordinates are handed over to the C++ routines, which perform the space charge calculations. Subsequently, the coordinates are handed back to PTC and tracking continues until the next node is reached.
Even though usually applied for space charge studies at CERN, PyORBIT was used as a singleparticle tracking code only for the work presented in the following. The feature of programming time-dependent magnetic strengths allowed to investigate the transverse beam splitting in the framework of MTE. The corresponding simulation results are presented in Chapter 6.

### 4.3 PyHEADTAIL

In contrast to the two previously described codes, which have been applied to perform studies of the single-particle dynamics, the PyHEADTAIL code [23] is exclusively dedicated to investigate collective effects in circular accelerators. Developed in order to restructure and increase the flexibility of its predecessor HEADTAIL [48], PyHEADTAIL provides the tools to simulate the effect of wake fields and impedances, space charge, and electron clouds on the particle motion. The physical concepts of the code are based on [20] and, following a common approach in simulations, a beam is described using so-called macroparticles, each of which representing a multitude of particles. The implemented tracking algorithm transports these macroparticles using linear transfer matrices in the transverse planes, while the longitudinal equations of motion are integrated every turn. To study the interaction with the surrounding environment, which is represented in terms of wake fields or impedances, the contributions of different elements such as vacuum chambers or kickers, are usually weighted by the $\beta$-function at the respective locations to compute and apply an effective kick to the macroparticles once per turn. In contrast to this
approach, the study of space charge effects requires, just as described in the case of PyORBIT above, numerous interaction points per turn. Based on the rather simple tracking algorithm, simulations with PyHEADTAIL are significantly less demanding in terms of time compared to PyORBIT; however, this comes with the drawback of being unable to properly model complex lattices and non-linear dynamics.
This code is perfectly suited for the investigations presented in Chapter 5, where the interaction of the injected beam with the wake fields based on the PS vacuum chamber is studied. In addition to PyHEADTAIL, the analytic code Impedance-Wake2D [49] was applied to compute the wake functions from the beam coupling impedance of a cylindric structure. This code adopts a piecewise polynomial interpolation, which allows the computation of the Fourier transform for a set of non-equidistant points.

## 5 Intra-bunch injection oscillations

In this chapter, intra-bunch oscillations observed in the vertical plane at injection into the PS, which contribute to beam loss for high-intensity beams, are described and explained. These oscillations were perhaps first observed in 1997 [50] and first reported in 2001 [51]; however, the depicted observations were not further investigated and the necessity for detailed studies was pointed out.
Following an introduction about the injection process per se, the results of several measurements that were carried out in the PS at the end of 2012 are presented in Section 5.2.1. These measurements show that different parts along a bunch start to vertically oscillate at different frequencies immediately after entering into the PS. The eccentric motion of the beam, which is due to the closed orbit in combination with injection errors, is understood to trigger these oscillations. In Section 5.3, simulations with the PyHEADTAIL code are presented, whose results are in very good agreement with the observations in the machine.
Currently, the intra-bunch transverse damper system of the PS [52] allows to damp these oscillations. However, a detailed understanding of the underlying mechanism is indispensable in order to predict the efficiency of the system for future high-intensity beams.

### 5.1 The injection process

Prior to injection into the PS, proton beams are accelerated in the PSB. This synchrotron consists of four identical and almost independent synchrotrons stacked on top of each other. It was constructed to mitigate space charge issues in the PS by increasing the injection energy from 50 MeV to 800 MeV in the first place. By means of two additional upgrades, today's injection energy of 1.4 GeV has been established. After extraction of the bunches produced in these rings, they are vertically recombined in order to send them to a common transfer line towards the

PS [53].
In the PS, a single-turn injection process is adopted. Around the injection septum, located in SS42, four dipole magnets create a horizontal injection bump, which brings the orbit of the circulating particles close to the blade of this magnetic septum. Subsequently, the injection kicker in SS45 puts the beam on the closed orbit. This process is schematically illustrated in Fig. 5.1.
In Fig. 5.2, measurements of the horizontal and vertical trajectories at injection of the beam sent to the nTOF facility, i.e. the TOF beam, are shown. The impact of the injection bump, whose strength reduces to zero within approximately 1 ms , is clearly visible and the large negative


Figure 5.1. Schematic representation of the PS injection region. The dashed line indicates the deviation from the design closed orbit due to the horizontal injection bump, which is created by the dipoles BSM40-44 (adapted from [54]).


Figure 5.2. Measured transverse trajectories of the TOF beam for the first two turns after injection. Each data point represents an average value over ten measurements and the error bars correspond to the standard deviation. Due to the injection process, the beam enters into the PS with a positive position value in the horizontal plane, which is indicated in SS43. However, on subsequent turns the circulating beam follows the orbit imposed by the injection bump. The positive horizontal excursion of the beam in SS42 is not shown because of the absence of a PU in this location.
excursion of the beam in SS43 constitutes the major horizontal aperture restriction in the PS. A more detailed description of the horizontal aperture depending on the longitudinal position $s$ along the machine is depicted in Fig. 5.3. According to the simulation studies presented in [55], the $3 \sigma$ envelope of the circulating beam almost touches the mechanical aperture at the beginning of MU43.
Due to the elliptic geometry of the vacuum chamber in MU43, a horizontal excursion of the beam also constitutes a vertical aperture restriction (see Fig. 5.4). Therefore, losses at injection are caused by a beam, which is, due to the vertical closed orbit and the injection error, circulating off-centre.


Figure 5.3. Horizontal aperture in the injection region. The dashed lines indicate the orbits of the circulating (red) and the injected (green) beam based on simulations. The solid lines indicate the respective $3 \sigma$ envelopes and the mechanical aperture is shown in blue. The locations of the MUs are shown on the top. Due to the injection bump, the beam envelope closely approaches the vacuum chamber in MU43 [55].


Figure 5.4. Cross section of the vacuum chamber in MU43 (blue). The origin coincides with the closed orbit in the absence of the injection bump. Additionally, the $3 \sigma$ envelope of the circulating beam, whose offset is caused by the maximum of the bump, is depicted in red. The calculation of the envelope is based on the normalized RMS emittances $\varepsilon_{x}^{n}=10 \mathrm{~mm} \mathrm{mrad}$ and $\varepsilon_{y}^{n}=5 \mathrm{~mm}$ mrad. Due to the geometry, the horizontal displacement also causes a limitation of the vertical aperture during the injection process [55].

### 5.2 Measurement campaign

### 5.2.1 Measurements at injection in the PS

The stability of particle beams in the PS can be investigated with high bandwidth instrumentation such as a WCM or a wide band pick-up (WBPU). The signals shown in the following were recorded using the WBPU installed in SS94 [56]. Its bandwidth exhibits a flat behaviour from 200 kHz to 250 MHz , which allows the measurement of high-frequency oscillations within a bunch. The WBPU provides three different output channels, i.e. the horizontal and vertical difference signals and the sum signal. The transverse signals are proportional to the bunch displacement and the line density, while the sum signal is proportional to the line density only. Measurements were performed on the high-intensity TOF and CNGS beams, which are both operated at harmonic number $h=8$ at injection. However, the total intensities vary significantly, as only a single bunch of, at maximum, $850 \times 10^{10}$ protons is sent to nTOF facility, while eight bunches, resulting in up to $2800 \times 10^{10}$ protons per pulse ( ppp ), are accelerated for CNGS-type beams. In the PSB, the TOF bunch is created on $h=1$ in a single ring, while two bunches per ring (operated on $h=2$ ) are created for CNGS. The beam and machine parameters at injection are summarized in Tables I and II.
In Figs. 5.5 and 5.6, the horizontal and vertical difference signals measured on both beams are depicted. Horizontal oscillations, which are, due to the closed orbit in this plane, difficult to interpret are observed. In the vertical plane, oscillations of the bunches are observed as well and the signals are more pronounced than in the other plane. The beam also exhibits some longitudinal oscillations, which are shown in Fig. 5.7. The signals presented in Figs. 5.5-5.7 show non-averaged data. Moreover, it is important to remark that the observations were reproducible each time the beams were injected. In the following emphasis will be put on the vertical oscillations.

Table I. Typical measured beam parameters at injection in the PS

| Parameter | CNGS | TOF |
| :--- | :---: | :---: |
| kinetic energy $E_{\text {kin }}[\mathrm{GeV}]$ | 1.4 | 1.4 |
| total intensity $N_{p}\left[10^{10} \mathrm{p}\right]$ | 2500 | 700 |
| normalized horizontal RMS emittance $\varepsilon_{x}^{n}[\mathrm{~mm} \mathrm{mrad}]$ | 15 | 15 |
| normalized vertical RMS emittance $\varepsilon_{y}^{n}[\mathrm{~mm} \mathrm{mrad}]$ | 10 | 8 |
| RMS bunch length $\sigma_{t}[\mathrm{~ns}]$ | 38 | 53 |
| RMS bunch length $\sigma_{s}[\mathrm{~m}]$ | 10.4 | 14.6 |
| RMS momentum spread $\delta\left[10^{-3}\right]$ | 1.2 | 2 |
| horizontal incoherent space charge tune spread $\Delta Q_{x, \text { incoh }}{ }^{1}$ | -0.12 | -0.17 |
| vertical incoherent space charge tune spread $\Delta Q_{y, \text { incoh }}{ }^{1}$ | -0.15 | -0.26 |

[^0]Table II. Measured machine parameters at injection in the PS

| Parameter | CNGS | TOF |
| :--- | :---: | :---: |
| horizontal tune $Q_{x}$ | 6.17 | 6.13 |
| vertical tune $Q_{y}$ | 6.22 | 6.27 |
| horizontal linear chromaticity $\xi_{x}$ | -0.83 |  |
| vertical linear chromaticity $\xi_{y}$ | -1.12 |  |
| harmonic number $h$ | 8 | 8 |
| number of bunches | 8 | 1 |
| RF voltage $V_{\mathrm{RF}}[\mathrm{kV}]$ | 40 | 56.1 |
| machine radius $R[\mathrm{~m}]$ | 100 |  |

Apparently, these vertical oscillations build up rapidly after injection, in a time span which is short compared to the synchrotron period (between 400 and 600 turns at injection). By observing only a small number of consecutive turns (as shown in Figs. 5.5 and 5.6), these signals might be mistaken as head-tail instabilities, which are, in the absence of stabilizing mechanisms such as linear coupling or the transverse damper, regularly observed in the PS on direct space charge dominated high-brightness beams for the LHC [58]. However, this type of instability usually appears in the horizontal plane with a rise time of a few 100 ms , which is in contrast to the vertical oscillations described in this chapter. Figure 5.8 shows such a horizontal instability with four nodes (mode number $q=4$ ), which was observed on a beam designated for the LHC [59].
Contrary to this observation, superimposition of six consecutive turns of the TOF beam does not reveal the characteristic structure one would expect from a head-tail instability (see Fig. 5.9).


Figure 5.5. Horizontal difference signals measured on the high-intensity beams.


Figure 5.6. Vertical difference signals measured on the high-intensity beams.

(a) Non-optimal RF-settings cause the shown oscillations on the CNGS beam.

(b) The TOF beam exhibits some quadrupolar oscillations due to its large beam loading [60].

Figure 5.7. Waterfall representation of the longitudinal signals measured on the high-intensity beams for 2000 consecutive turns after injection. The colour scheme applied to this and all subsequent figures has been adapted from [61].


Figure 5.8. Horizontal head-tail instability $(q=4)$ measured on an LHC type beam. 20 consecutive turns of a well established instability are shown and a standing wave pattern is clearly visible [59].


Figure 5.9. Vertical difference signals of six consecutive turns after injection of the TOF beam.

Additionally, head-tail instabilities are usually observed on a time scale longer than several synchrotron periods, as particles at the head and the tail of the longitudinal distribution have to exchange positions to drive the instability [62-64].
The transverse oscillations might also be created by coupling of several high order modes with short growth rate. This Transverse Mode Coupling Instability (TMCI) has already been observed at transition energy in the PS and is usually avoided by applying a longitudinal blow-up and a $\gamma_{\mathrm{tr}}$-jump scheme. In Fig. 5.10, a measurement of such an instability is depicted. The vertical difference signals of two consecutive turns reveal a high-frequency travelling wave oscillation [54], which is not consistent with the oscillation pattern that is characteristic to the intra-bunch oscillations presented in this thesis. In Section 5.3.3, it will be further justified that the intra-bunch oscillations can be explained without consideration of the head-tail instability or the TMCI.


Figure 5.10. In the absence of a $\gamma_{\text {tr }}$-jump, a vertical TMCI was observed to develop on a TOF bunch when crossing transition energy. In contrast to the presented intra-bunch oscillations, this instability exhibits a travelling wave pattern with a frequency of approximately 700 MHz , which is illustrated by the measured signals of two consecutive turns [54].

In Fig. 5.11, an additional effect becomes apparent. Instead of considering consecutive turns, if one looks at every 20th turn for example, as the number of turns increases, the oscillation frequency is also found to increase. By means of an FFT, the power spectrum along the bunch of each single turn was computed, allowing the turn-by-turn evolution of the oscillation frequency to be obtained. Although this approach is limited in resolution - the recorded signals for single turns consist of only 500 data points - a trend is clearly visible: each turn the intra-bunch frequency increases.
Additional information about the local oscillation frequency could be extracted from the measured data by regarding the bunch as an accumulation of independent, coherently oscillating slices. Each slice is considered to be represented by a single bin of the measurement data and the applied procedure is explained in Fig. 5.12: looking only at the first 20 turns after injection and assuming a linear machine, as is usually the case at injection energy, the harmonic motion of each slice is obtained. Subsequent application of a sinusoidal fit allows computation of the tune of the different slices. It was decided to use this approach rather than an FFT, as the oscillation of each slice is described by only a few data points.
Apparently, these slices are subject to a tune shift depending on their position within the bunch, proportional to the line density. Furthermore, this shift causes the measured vertical tune of the coherent bunch motion to deviate from its programmed value. By means of an FFT over 1000 turns, the measured vertical tune of the TOF beam at injection varies between $Q_{y}=6.27$ and $Q_{y}=6.29$, while a value of $Q_{y}=6.33$ is programmed. This can be explained by the tune shift presented in Fig. 5.12, where the zero intensity working point corresponds to the programmed tune. Due to the parabolic tune shift, the majority of the particles oscillate at frequencies significantly lower than this programmed value and the coherent tune computed by an FFT

(a) Vertical signals of turns 20,40 and 60 after injection of the TOF beam

(b) Power spectrum computed every single turn. The trend of increasing oscillation frequencies is evident.

Figure 5.11. Frequency analysis of the vertical injection oscillations.

(a) The black bar indicates a single bin of the data. The vertical oscillations performed by this bin over the first 20 turns are represented by the red dots. In order to obtain the vertical tune of this respective bin, a sinusoidal fit considering a window of five turns only (indicated by the grey area) is computed. The window slides from turn 1 to turn 16 and the average over the obtained frequencies is considered as vertical tune of this bin.

(b) A detuning following the line density is revealed and the maximum tune shift is found at the peak density of the bunch. The error bars represent the standard deviation, which increases significantly at the head and the tail of the bunch as the signal is dominated by noise.

Figure 5.12. Computation of the vertical slice-by-slice tune shift along the TOF bunch, based on measured data.
demonstrates this fact.
It is important to mention that the motion of the centroid does not exhibit any growth. Therefore, the observations are described as oscillations rather than instabilities. This will be further justified by the remarks in Section 5.3.3. However, because of the restricted aperture available in MU43, any transverse oscillation of the bunches contributes to the losses in the injection region. Prior to any further investigation in the PS, measurements were carried out in the PSB to assure the stability of the beams arriving at PS injection.

### 5.2.2 Measurements at extraction in the PSB

In order to investigate the transverse profiles of the beams at extraction in the PSB, the high intensity ISOLDE beams were inspected first. The PUs of the transverse feedback (TFB) system were used to observe the transverse difference signals and 500 turns measured on the different rings are depicted in Fig. 5.13.
The absolute amplitude of the horizontal signal on ring 1 was found to exceed the other signals by about a factor 10 , which already indicated a problem of calibration. Furthermore, the vertical signal appeared to be completely distorted and the signals measured on the remaining rings


Figure 5.13. Transverse difference signals measured with the TFB PUs on all four PSB rings. Per ring, a single bunch with $700 \times 10^{10} \mathrm{p}$, designated for the ISOLDE facility, was investigated. Measurements were started 2 ms prior to extraction and 500 turns - corresponding to 0.3 ms of data - are shown. In each case turn 250 is indicated in black. The amplitude of the horizontal signal measured on ring 1 was reduced by a factor 10 in order to be comparable to the signals on the other rings. The bunch in ring 1 appears to be distorted in the vertical plane and the horizontal signal on ring 3 indicates a bunch that is slightly skewed. Additionally, several signals show slow radial movements of the bunches.
showed some slow radial movement of the bunches. However, no transverse oscillations as in the PS were observed.
To verify these signals, measurements with a different system of PUs, the Half-Turn (HT) PUs ${ }^{1}$, were conducted using the same beam and settings and the results are shown in Fig. 5.14. By using these PUs, no movement or distortion of the bunches in the different rings was observed and they appeared to be completely stable. However, these PUs only provide for a low bandwidth
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(c) Measurements on ring 4.

Figure 5.14. Transverse difference signals measured with the HT PUs in different PSB rings. Measurements on ring 3 are not depicted, as there is no HT PU available. The beam and the settings were identical to the ones used to obtain the data shown Fig. 5.13. The bunches appears to be completely stable over the considered 500 turns.
solution (up to approximately 20 MHz ) and, therefore, it was decided to use the TFB PUs in a modified way.
As the previously discussed distortion in the vertical plane was no longer present when using the HT PUs, the beam offset signal suppressor (BOSS) unit of the TFB, which is used to remove the contribution of the closed orbit to the signal, was expected to malfunction. Adding two power splitters and one inverting combiner per ring allowed to record the difference signals on a locally connected oscilloscope, while the behaviour of the BOSS unit was excluded for further observations. Furthermore, the operational beams could still use the TFB and proceed as normal (see Fig. 5.15). With this setup, which forms a high bandwidth solution (up to 300 GHz ), studies on the CNGS and TOF beams were performed (see Fig. 5.16). In addition to the transverse signals, the longitudinal ones were recorded using an available WBPU.

In both cases, CNGS and TOF, the beams were found to be completely stable, even though the intensities had been significantly increased compared to the values in Table I. Therefore, a malfunction of the BOSS unit was confirmed. This led to the understanding that the oscillations described in Section 5.2.1 are indeed generated within the PS itself.


Figure 5.15. Modified setup of the TFB. The signals treated by the amplifiers were split to keep the system in the operational state, while being able to record the difference signals on a local oscilloscope.


Figure 5.16. Measurements with the modified TFB setup, for a duration of 1.8 ms prior to extraction. No transverse oscillations or distortions are observed.

### 5.3 Simulation studies

### 5.3.1 General considerations and setup

The effect of the vacuum chamber on the ensemble of particles forming a bunch was simulated using the PyHEADTAIL code in combination with the analytic code ImpedanceWake2D (see also Section 4.3). With the latter, the wake functions were computed from the beam coupling impedance of a cylindric structure. The resulting dipolar and quadrupolar wake functions then served as input for the PyHEADTAIL simulations, in which the bunches are longitudinally sliced and the macroparticles within these slices experience a single kick per turn based on the provided wake functions. In principle, multiple kicks per turn and multi-bunch effects can be simulated. However, for the simulations presented in the following, one kick per turn and rapidly decaying wake functions were considered, resulting in simulations of single-bunch effects only. This approach is justified by the observations presented in Fig. 5.6: even though the number of bunches is different for the TOF and CNGS beams, the vertical oscillations are similar in both cases.

In order to determine the wall impedance of the PS vacuum chamber, a simplified model was used, consisting of a single geometry made of stainless steel (alloy 316 LN ) all along the $2 \pi \times 100 \mathrm{~m}$ circumference of the ring (see Fig. 5.17). In reality, this type of chamber accounts for about $70 \%$ of the installed vacuum chambers, while the remaining beam pipes differ in size and/or material.
The transverse wake functions $W_{z}$ for this elliptic chamber were obtained by applying the respective Yokoya factors $\mathscr{Y}$ [65] to the wake functions of the cylindric chamber in the following way:

$$
\begin{align*}
W_{x, \text { elliptic }}^{\text {dipolar }} & =\mathscr{Y}_{x}^{\text {dipolar }} \times W_{\text {cylindric }}^{\text {dipolar }}, \\
W_{y, \text { elliptic }}^{\text {dipolar }} & =\mathscr{Y}_{y}^{\text {dipolar }} \times W_{\text {cylindric }}^{\text {dipolar }},  \tag{5.1}\\
W_{x, \text { elliptic }}^{\text {qualrupor }} & =\mathscr{Y}_{x}^{\text {quadrupolar }} \times W_{\text {cylindric }}^{\text {dipolar }}, \\
W_{y, \text { elliptic }}^{\text {quapolar }} & =\mathscr{Y}_{y}^{\text {quadrupolar }} \times W_{\text {cylindric }}^{\text {dindric }} .
\end{align*}
$$



Figure 5.17. Simplified model of the PS vacuum chamber. The dashed line indicates the geometry of the cylindric chamber that was used as input for ImpedanceWake2D.

The dependency of these factors on the dimensions of the elliptic geometry is shown in Fig. 5.18. For the case of the simplified PS vacuum chamber of Fig. 5.17, the following values were obtained:

$$
\begin{align*}
\mathscr{Y}_{x}^{\text {dipolar }} & =0.46, \\
\mathscr{Y}_{y}^{\text {dipolar }} & =0.84,  \tag{5.2}\\
\mathscr{Y}_{x}^{\text {quadrupolar }} & =-0.38, \\
\mathscr{Y}_{y}^{\text {quadrupolar }} & =0.38 .
\end{align*}
$$

The vertical dipolar wake function was found to be the dominating term, which could already be anticipated due to the shape of the chamber. The dipolar wake functions in both planes are shown in Fig. 5.19, where negative distances correspond to the region behind the source particle. Within a distance less than 1 m from this particle, the wake functions decrease by more than four orders of magnitude, a further justification for not taking into account multi-bunch effects. Figure 5.19 also shows the discrimination between the two contributions to the wall impedance and it is clearly visible that the indirect space charge impedance, rather than the resistive wall impedance, is the driving term for the interaction between the particles circulating in the ring and the surrounding beam pipe.
The computation of the discussed wake functions constitutes a major requirement for running the PyHEADTAIL simulation code. Additionally, the following input is necessary (see also Tables I and II):

- General beam and machine parameters such as the relativistic parameter $\gamma_{0}$, the betatron tunes $Q_{z}$, the linear chromaticities $\xi_{z}$, the RF voltage $V_{\mathrm{RF}}$, the circumference of the


Figure 5.18. Yokoya factors for an elliptic geometry [65]. The values a and b correspond to the major and minor semi-axis, respectively, and the dashed black line indicates the ratio $\frac{a-b}{a+b}$, based on the dimensions given in Fig. 5.17.

(a) Functions based on the full wall impedance, i.e. the resistive wall and the indirect space charge impedance together.

(b) Situation when considering the indirect space charge impedance only.

Figure 5.19. Computed dipolar wake functions for the geometry shown in Fig. 5.17, at injection kinetic energy of $1.4 \mathrm{GeV}\left(\gamma_{0}=2.49\right)$. Comparison of both figures reveals the dominating effect of the indirect space charge impedance over the contribution of the finite conductivity of the wall.
machine $2 \pi R$, etc.

- According to the provided normalized transverse emittances $\varepsilon_{z}^{n}$ and the local optics functions together with the injection errors, the macroparticles are normally distributed in the transverse planes. For the studies presented in the following, the transverse injection errors were usually implemented according to the maximum oscillation amplitudes mentioned in Figs. 5.5 and 5.6.
- The longitudinal distribution can be either initialized as a matched stationary Gaussian distribution by the code itself (requires $\sigma_{s}, \delta$ and the RF parameters) or based on a measured longitudinal phase space tomography.
- After initialization of the distributions, each bunch is longitudinally divided into slices of equal thickness, depending on the provided number of slices $N_{\mathrm{sl}}$. The slicing occurs in the interval $\left[-3 \sigma_{s}, 3 \sigma_{s}\right]$ and by means of a convergence study the optimum value was deduced to be $N_{\mathrm{sl}}=1700$ for the simulations discussed in the following.

In order to perform simulation studies under realistic conditions, it was decided to use mainly a measured longitudinal distribution at PSB extraction as input. To justify this approach, distributions at two different instances are compared in Fig. 5.20, at extraction in the PSB and 5 ms after injection in the PS. In addition to the measured data, two Gaussian distributions ini-

(a) Measured distribution at extraction in the $\operatorname{PSB}\left(4 \sigma_{t}=212 \mathrm{~ns}, \delta=1.2 \times 10^{-3}\right.$, $\left.V_{\mathrm{RF}}=56 \mathrm{kV}\right)$.

(c) Gaussian distribution initialized by the PyHEADTAIL code, based on the parameters determined by the measurement shown in (a).

(b) Measured longitudinal phase space distribution 5 ms after injection of the beam into the $\operatorname{PS}\left(4 \sigma_{t}=172 \mathrm{~ns}, \delta=1.98 \times 10^{-3}\right.$, $\left.V_{\mathrm{RF}}=101 \mathrm{kV}\right)$. At both instances in time, injection and 5 ms later, the RF voltage is significantly different in order to prevent quadrupolar oscillations due to the high transient beam loading [60].

(d) Gaussian distribution initialized by the PyHEADTAIL code, based on the parameters determined by the measurement shown in (b).

Figure 5.20. Density plots of different longitudinal distributions of the TOF beam, which were considered as input for the simulations. The black dashed lines describe the respective separatrices. It is important to remark that the measured data resemble more a parabolic than a Gaussian distribution and that the results of the simulations differ depending on the chosen longitudinal distribution.
tialized using the PyHEADTAIL code itself are depicted. The data clearly differ from Gaussian distributions and are considered to be parabolic. Therefore, the line densities are considerably different, which crucially influences the simulation results (see Figs. 5.27 and 5.29). Additionally, it has to be taken into account that 5 ms after injection, filamentation has occurred and the bunch is already matched to the bucket, whereas this does not apply immediately after injection. Therefore, oscillations of the bunch length are expected in the latter case.

### 5.3.2 Discrimination between indirect space charge and resistive wall

In general, the wake functions computed for an arbitrary vacuum chamber are based on its wall impedance and, therefore, the contributions of the resistive wall and the indirect space charge impedance cannot be distinguished.
In order to isolate the effect of the resistive wall impedance in simulations, a certain slice within the bunch is considered. All particles in front of this slice leave a wake field behind and the particles within this respective slice are subject to transverse kicks based on the summation of all fields. However, the fields created by the particles within the slice itself are not considered (see Fig. 5.21). As the strength of the wake functions is rapidly decreasing behind the source particle, the resulting tune shift is expected to be negligibly small. This is confirmed by looking at the vertical profiles in Fig. 5.22 (a). The presence of only the resistive wall impedance is not sufficient to explain the intra-bunch oscillations observed in the machine. After applying an initial injection error the amplitude of the transverse signal simply decay because of the natural chromaticity.


Figure 5.21. Illustration of the particles that are taken into account to compute the effect of the resistive wall impedance on the movement of the bunch. The current slice is indicated by the coloured bar and only particles within the distance $s_{\text {front }}$ from this slice are considered. The kicks based on the wake fields created by the particles within the respective slice itself are not included.

If, instead, the effects of particles within a certain slice on themselves - and even on particles in front for $\beta_{0} \neq 1$ - are taken into account, different slices along the bunch start oscillating at different frequencies, as it was measured at injection into the PS. The wake functions used as input for this simulation are the ones shown in Fig. 5.19 (b) and the corresponding vertical difference signals are presented in Fig. 5.22 (b).
The facts that the indirect space charge forces clearly dominate the wake functions and that realistic intra-bunch oscillations are immediately observed with this simple model of the machine, clearly indicate the importance of the indirect space charge effect in this case.

### 5.3.3 Simulations using the full wall impedance

Computing the wake fields based on the full wall impedance, and using the longitudinal distribution of the TOF beam at extraction in the PSB as input, led to simulation results which reproduce the measurements presented in Section 5.2.1 extremely well. In order to compare the results of the simulations to the measured data, the signals of the same turns as in Figs. 5.9 and 5.11 were considered to produce Figs. 5.23 and 5.24.

Applying an initial offset to this single bunch, vertical intra-bunch oscillations are obtained, as it was already expected by looking at the simulation results depicted in Fig. 5.22. However, in the horizontal plane the agreement between measurement and simulation is less, which is based on the fact that the model of the machine does not include certain conditions that are present

(a) Vertical difference signals when considering only the resistive wall impedance (see Fig. 5.19 (a)) and applying a vertical injection error of 7 mm . This is clearly not sufficient to reproduce the observations discussed in Section 5.2.1.

(b) Using the indirect space charge impedance (see Fig. 5.19 (b)) as input, intra-bunch oscillations, which are very similar to the measurements, are observed. A vertical injection error of 7 mm was applied.

Figure 5.22. PyHEADTAIL simulation results using the parameters of the TOF beam and different wake functions as input.


Figure 5.23. Simulated difference signals for six consecutive turns of the TOF beam. Corresponding to the values mentioned in Section 5.2.1 horizontal and vertical injection errors of 10 mm and 7 mm , respectively, were applied. Comparison with Fig. 5.9 reveals very good agreement of the vertical simulation results with the measured data. The model of the machine used in the simulations corresponds less to reality in the horizontal plane and, therefore, the simulations are not able to represent the data as well as in the other plane.
in reality. These differences arise from the modeling of the vacuum chamber on the one hand, and the absence of the injection bump on the other.
As described in Section 5.3.1, the geometry used to compute the wake fields is based on a single type of vacuum chamber, which accounts for approximately $70 \%$ of all chambers in the ring. For the remaining $30 \%$, the major differences are the horizontal dimensions. Therefore, less agreement in this plane is expected. In addition, the closed orbit is not included in the simulations and, even though the location of the WBPU in SS94 is about half the machine circumference downstream of the septum in SS42, non-perfect closure of the horizontal injection bump is expected to influence the measurements as well.
The spectrum of these oscillations was again computed each turn. It shows an overall increase of the frequency for an increasing number of turns, which is also in agreement with the measurements. Likewise, this applies to the vertical tune shift, and the respective results are depicted in Fig. 5.24. Only minor differences between the measurements and the simulations are observed, which can be explained by the incomplete modelling of the machine and the applied longitudinal distribution. Even though a measured distribution was used, it certainly differed from the actual longitudinal distribution of the beams used for the measurements presented in Section 5.2.1, as the distributions were not recorded simultaneously.
In Fig. 5.25, the motion of the vertical centroid is shown. Compared to the measurements, the simulation results exhibit a very similar decrease of the oscillation amplitude and a slightly different tune, which results from the difference in the tune shift as visible in Fig. 5.24. Contrary

(a) Spectrum of the vertical oscillations. The overall trend is similar to the measurements of Fig. 5.11: with each turn the frequency of the oscillation increases.

(b) Comparison between measured and simulated tune shift along the bunch. Likewise to Fig. 5.12, it depends on the local intensity. The maximum vertical tune shift $\Delta Q_{y, \text { coh }}^{\max }=0.06$ is almost identical to what was measured in the PS.

Figure 5.24. Simulated vertical spectrum and tune shift for the TOF bunch.
to an instability, no exponential growth of the vertical amplitude is observed as the imaginary indirect space charge impedance only causes a real tune shift. Further simulations revealed that a change in linear chromaticity influences the decoherence only slightly, as the decay of the motion is dominated by the loss of phase relationship between the slices that oscillate at different frequencies. On the contrary, reducing the bunch intensity and setting the linear chromaticity again to natural values, the decay of the vertical amplitude is faster. This observation led to the understanding that the decoherence is dominated by the intra-bunch tune shift in case of high-intensity beams and by linear chromaticity for low-intensity beams.
Figure 5.26 depicts the coherent slice-by-slice tune shift for the cases $\xi_{y}=0$ and $\xi_{y}=-3$. As already expected by looking at Fig. 5.25, almost no difference to Fig. 5.24 can be observed for zero chromaticity. However, coupling between adjacent slices is significantly increased for $\xi_{y}=-3$, affecting also the tune shift. The combination of this effect and the, compared to natural and zero chromaticity, faster decay of the oscillation amplitude also increases the uncertainties on the evaluation of the local tune shifts (see Fig. 5.26).
Another important point is the dependency of the oscillations on the total intensity. Considering a certain longitudinal slice within a bunch, its coherent tune shift is proportional to the intensity within the respective slice. Decreasing the total intensity, while keeping all other parameters constant, reduces the local intensity in the same way. Therefore, the tune shift decreases and, as a result, also the frequency of the intra-bunch oscillations. In several simulation runs, the maximum vertical tune shift was computed according to the procedure set out in Fig. 5.12, while

(a) Comparison between measurements and simulations of the decoherence of the vertical centroid motion, showing very good agreement. Both cases are valid for $\xi_{y}=-1.12$ and no exponential growth of the centroid motion is observed. Therefore, the assumption that the discussed vertical phenomenon is a pure intra-bunch oscillation rather than an instability is justified.

(b) Simulation results showing the vertical centroid motion for different chromaticities and an intensity of $700 \times 10^{10} \mathrm{ppb}$. The decoherence differs only marginally, indicating the importance of the phenomenon described in this chapter.

(c) Using again $\xi_{y}=-1.12$, and reducing the intensity, leads to a decreased tune spread along the bunch, causing slower decoherence. Therefore, the influence of the linear chromaticity on the decoherence is much more important in the low-intensity case.

Figure 5.25. Decay of the centroid's oscillation amplitude for different settings of linear chromaticity and intensity.

(a) Tune shift along the bunch for $\xi_{y}=0$. No significant difference to the case of $\xi_{y}=-1.12$ (see Fig. 5.24) can be observed.

(b) Tune shift along the bunch for $\xi_{y}=-3$. Overall, the detuning along the bunch is slightly increased compared to natural and zero chromaticity.

Figure 5.26. Dependency of the detuning on the linear chromaticity.

(a) Vertical difference signals for TOF bunches with different intensities. All curves were normalized to the respective maximum vertical signal of turn 1 (turn 16 is depicted). The intra-bunch frequency increases with intensity.

Figure 5.27. Dependency of the oscillation frequency on the intensity.
the total intensity was varied. The resulting linear relationship between intensity and tune shift as well as the effect on the intra-bunch oscillations are shown in Fig. 5.27.
An important ingredient to all simulation results presented so far is that the particle distributions are initialized with a transverse displacement. Without such an injection error, and for
the beam dimensions and vacuum chamber geometry under study, the forces acting from the vacuum pipe back on the beam completely cancel out. In Fig. 5.28 (a), simulation results for different injection errors are depicted. The intra-bunch frequency is found to be independent of the magnitude of these errors, while the oscillation amplitude changes accordingly. This effect becomes especially important for beams with more than two bunches, as multiple PSB rings are required for their production. Figure 5.28 (b) illustrates this by means of a measurement of four CNGS bunches in the PS, a few turns after injection. These bunches are created in rings 3 and 4, and consecutively sent to the PS via the transfer line. There, each set of two bunches experiences a different steering, resulting in different injection errors when entering into the PS. Therefore, the vertical oscillation amplitudes differ for bunches coming from different rings.
Instead of changing the intensity to modify the line density, an identical effect can be achieved by varying the bunch length. The oscillation frequency increases for shorter bunches as it is shown in Fig. 5.29.
In the framework of the LIU project, an upgrade of the PS injection energy from 1.4 to 2 GeV is projected [66]. Due to the decrease of the indirect space charge impedance at higher energy, the vertical tune shift is also reduced (see Fig. 5.30). Therefore, the requirements in terms of bandwidth for the transverse damper system at an injection kinetic energy of 2 GeV are going to be reduced. In this respect, simulations with CNGS-type beams with a $50 \%$ increase in intensity, as it might be required for high-intensity beam production in the future, were performed. Also in this case an overall reduction of the tune shift was obtained, as the decrease of the impedance carries more weight than the increased intensity.


Figure 5.28. Influence of the injection error on the intra-bunch motion.


Figure 5.29. Simulated vertical difference signals for different bunch lengths of the TOF beam. In contrast to the other simulation results, the longitudinal distributions were initialized by the PyHEADTAIL code. In both shown cases all parameters, except the full bunch length $4 \sigma_{t}$, were kept constant. Increasing the bunch length decreases the line density and, therefore, the tune spread.


Figure 5.30. Tune shift along the bunch obtained by simulations at different injection energies. The proposed upgrade of the injection energy to 2 GeV would decrease the frequency spread along the bunch and, hence, reduce the required bandwidth of the transverse damper.

### 5.4 The contribution of direct space charge

In order to provide a complete study, the contribution of the incoherent space charge forces to the intra-bunch oscillations was also assessed. Therefore, an FFT particle-in-cell solver, which was initially developed to study instabilities in the LHC [67], was applied in addition to the setup described in the previous section. This approach was selected as the linearizations used for the wake computation are not applicable to the non-linear fields caused by direct space charge.
To quantify the direct space charge tune spread the following approach was used: a bunch was tracked for one turn without the contributions of the wake functions and the longitudinal motion to isolate the incoherent effect. At 120 locations along the accelerator the bunch was longitudinally divided into 200 slices - values, which were determined based on a convergence study - and the electric field of the particle distribution was numerically computed and saved. Subsequently, the bunch was tracked for another 128 turns using the previously saved electric field map to apply the incoherent space charge kicks. The field was hereby always re-centred with respect to the centroid of the bunch. For a subset of particles of this bunch, the turn-by-turn positions and angles were then processed by SUSSIX [68], providing the single particle tunes. The resulting tune distribution, also called the tune footprint, is depicted in Fig. 5.31. Comparison with the values of the maximum tune spread mentioned in Table I reveals very good agreement. Moreover, a certain fraction of the distribution appears to be locked on the horizontal integer resonance, which exhibits a rather small stop band. This is due to the fact that apart from the direct space charge kicks no other errors are present in this simplified model of the machine.
Figure 5.32 shows the result of a complete simulation including the effects of the wake fields, the longitudinal motion and the direct space charge. In this case, instead of the previously used


Figure 5.31. Incoherent space charge tune footprint based on the parameters of the TOF beam shown in Tables I and II. The zero intensity working point ( $Q_{x}=6.13, Q_{y}=6.33$ ) is indicated by the red dot.
frozen space charge approach, the electric field was recomputed at each of the 120 locations around the ring. A clear vertical intra-bunch movement could again be observed and the signals exhibit the same behaviour as seen in Fig. 5.23, even though a significant incoherent tune spread was now included in the simulations. The insignificant contribution of direct space charge becomes even more apparent by evaluating the detuning along the bunch. Clearly, and as expected, the incoherent motion does not contribute to the obtained coherent tune shift. Furthermore, several experimental observations support the fact that the discussed intra-bunch oscillations are not driven by direct space charge forces. First, as visible in Fig. 5.28, four bunches, which are affected by almost the same direct space charge tune spread, exhibit very different injection oscillations. Secondly, no, or only very small, intra-bunch oscillations are observed on high-brightness LHC-type beams, as the intensity per bunch is significantly smaller than for the TOF or the CNGS beam.

(a) Including the incoherent space charge effect in the simulations leads to vertical difference signals that are very similar to the ones shown in Fig. 5.23.

(b) Evaluation of the effect of direct space charge based on the vertical tune shift along the TOF bunch. The insignificant contribution of the incoherent space charge forces to the coherent slice-by-slice tune shift is clearly visible.

Figure 5.32. Contribution of direct space charge to the intra-bunch oscillations.

### 5.5 Conclusions and outlook

The injection process for proton beams into the PS constitutes one of the major limitations preventing the production of future high-intensity beams, as they will be required for proposed fixed target facilities. Given the current injection scheme, particle loss occurs as the circulating beam closely approaches the vacuum chamber in MU43 of the machine. These losses are the result of the reduced mechanical aperture in this location, which is created by the elliptic geometry of the vacuum chamber in combination with the horizontal injection bump. It is therefore unavoidable to find means to reduce beam loss, as the acceptable limits in terms of the radioactive activation of the PS ring will otherwise be exceeded.
In this chapter, measurements and simulations explaining the mechanism causing vertical intrabunch oscillations, which are regularly observed when injecting high-intensity beams into the PS, were presented. By means of a WBPU, transverse difference signals were recorded and these oscillations were found to build up very fast compared to a synchrotron period. The analysis of the measured data revealed that the oscillation pattern is generated by a coherent vertical tune shift, which is proportional to the local longitudinal bunch density.
Based on a simplified model of the PS vacuum chamber, extensive simulation studies were performed with the PyHEADTAIL code, and the measurements could be reproduced extremely well. The vertical oscillations were understood to be induced by injection errors, which result in a transverse distribution that is not centred with respect to the beam pipe. Due to this asymmetric arrangement, the effect of the indirect space charge forces, which act back on the beam, leads to a coherent vertical tune shift causing the observed intra-bunch phenomenon. In contrast to an instability, the interaction of the beam with the imaginary space charge impedance does not drive any growth of the centroid motion, and the beam remains stable. Furthermore, it was demonstrated that the effect of direct space charge on the oscillations is negligible.
In order to mitigate the impact of the presented oscillations on the injection losses, special attention must be paid to the steering in the transfer line between the PSB and the PS. By reducing the amplitudes of transverse oscillations as far as possible, minimum beam loss can be achieved. However, due to the required vertical recombination after extracting the beams from the PSB, and inevitable shot-to-shot variations, it is impossible to completely avoid injection errors and the resulting intra-bunch phenomenon.
For the current beam intensities, the intra-bunch transverse damper system has proved to successfully reduce these injection oscillations. According to simulation results, this will also be the case for future high-intensity beams, as the injection energy of the PS will be upgraded in the near future. However, as the CERN accelerator complex is not yet capable of producing these beams, the effectiveness of the transverse damper system remains to be demonstrated experimentally.
In order to mitigate direct space charge issues at injection energy, studies concerning the transfer of long bunches with reduced line density from the PSB are currently being conducted. Based
on sophisticated manipulations in the longitudinal phase space, the production of hollow distributions, which result in flattened bunch profiles, becomes possible [69]. In addition to the mitigation of space charge issues, the decreased line density can also be exploited to reduce the presented intra-bunch oscillations.
To further improve the results of the simulation studies, and especially the agreement with the experimental data measured in the horizontal plane, several aspects could be investigated. On the one hand, this concerns the simulation code itself. The tracking routines implemented in PyHEADTAIL are rather basic, which is usually largely sufficient to study collective effects. However, as the dynamics during the injection process is complicated by the presence of the horizontal bump, a self-consistent code such as PyORBIT, where the tracking is performed by PTC, should be considered. This would allow the inclusion of either an error distribution or a measured closed orbit (see also Section 6.2.2.3). The drawback is that, so far, PyORBIT has only been used to model the effect of direct space charge and the correct treatment of wake functions or impedances still requires some minor code development. Choosing this approach would also allow the combination of the studies presented in this thesis with more recent ones, which are aimed at investigating the importance of direct space charge effects during the collapse of the bump [70].
On the other hand, the studies could be repeated at 1.4 and 2 GeV , applying a more refined impedance model of the PS, such as the one presented in [71]. This approach would overcome the disadvantage of incomplete modelling of the PS aperture, especially in the horizontal plane. Considering that the agreement between experimental and simulation studies for the vertical plane, in which the interesting phenomenon actually occurs, is already very good, the ideas mentioned above are only expected to marginally improve the results.

## 6 The Multi-Turn Extraction

### 6.1 Introduction

To provide beam for fixed target physics at the SPS, the longitudinal structure delivered by the PS has to comply with certain requirements. In order to reduce beam loading and to provide an almost continuous spill towards the experimental facilities, uniform filling of the SPS is desired. Considering that the length of the SPS is about eleven times the circumference of the PS, and that a gap for the rise time of the SPS kickers is needed, this could be achieved by ten subsequent extractions. However, to optimize the duty cycle, the so-called Continuous Transfer (CT) extraction was proposed in 1973 [14]. The advantage of this non-resonant extraction process, which occurs over five turns at $14 \mathrm{GeV} / c$, was that only two subsequent extractions from the PS are necessary. On the downside, this technique comes with one major drawback, namely significant beam loss, which occurs at multiple locations around the ring. For future highintensity beam operation, this constitutes important constraints as personnel will be exposed to considerably elevated collective doses in case of interventions.
These issues triggered the research for an appropriate replacement of the CT process. Especially after the approval of the CNGS project, several methods were investigated to reduce beam loss at extraction in the PS and, therefore, to overcome the intensity limitations, which are intrinsic to the CT method. In this framework, a novel extraction mechanism, the Multi-Turn Extraction (MTE), was proposed in 2001 [15]. It is based on a resonant extraction mechanism, which applies non-linear transverse magnetic fields to perform advanced manipulations in the horizontal phase space.
Due to the complexity of the MTE scheme, its operational implementation has faced various difficulties. In the framework of this thesis, several experimental and simulation studies have been performed, which played a significant role in overcoming these issues. As of September

2015 , the MTE process has been operationally used to deliver high-intensity beams to the SPS, and has therefore successfully replaced the CT extraction [72]. Before going into detail about the dedicated MTE studies, which contributed to this success (see Section 6.2), the principles of both CT and MTE are discussed on the following pages.

### 6.1.1 The CT extraction

The CT extraction is a non-resonant multi-turn extraction, which is performed by horizontally slicing the beam at the electrostatic septum in SS31 (SEH31) - a thin molybdenum foil of about $100 \mu \mathrm{~m}$ thickness - and subsequently extracting the resulting slices at the magnetic septum in SS16 (SMH16). This process occurs at $14 \mathrm{GeV} / c$, and the magnetic configurations of the cycles used in both the PS and the SPS together with typical intensity values are shown in Fig. 6.1. In order for this process to occur over five turns, the horizontal tune is set to $Q_{x}=6.25$ on the flat top, which provides a rotation of 90 degrees per PS turn in the horizontal phase space. Furthermore, a set of quadrupoles located in SS25 and SS73, the kick enhancement quadrupoles (QKE), form a local distortion of the optics to increase the $\beta$-functions and to reduce the horizontal dispersion function at SEH31 (see Fig. 6.2). Thereby, the beam density and the energy dependence in SS31 are reduced, resulting in decreased multiple scattering inside the septum blade and, therefore, less beam loss [73]. By means of slow bumps, the beam then approaches SEH31 and SMH16, and five turns before extraction a fast bump is used to kick the beam onto SEH31, in order to mechanically split it. The external particles encounter a deflecting


Figure 6.1. Magnetic field and beam intensity along the CT cycle. To fill the SPS circumference uniformly, two subsequent five-turn extractions from the PS are required.


Figure 6.2. Configuration of the optics functions applied for the CT extraction. The distortion of the optics due to the QKE between SS25 and SS73 is clearly visible. To keep the beam size small at the SMH16, the functions remain unmodified in the extraction area.
kick and are extracted at SMH16. Over the subsequent turns, the fast bump, and therewith the position of the beam with respect to SEH31, is adjusted to obtain five equally populated slices. As a result of this process, the horizontal emittances and the shapes will differ significantly between the slices. It was shown theoretically that it is impossible to equalize intensity and horizontal emittance at the same time (see also Fig. 6.3) [74].


Figure 6.3. Illustration of the horizontal phase space during the CT extraction. SEH31 is represented by the red dashed line and the horizontal origin is chosen to coincide with its position. During the first turn of the extraction process, particles with positive $x$-values will experience an electrostatic kick and will be extracted at SMH16. One turn later, the beam will have rotated by 90 degrees and the second slice will be cut off (indicated by the brown dashed line). After two more turns, only the central slice remains and is directly kicked to the other side of SEH31. The fast bump is adjusted on a turn-by-turn basis to equalize the intensities of the five turns. A variation of the optical parameters between the five slices is inherent to this extraction process.

Once extracted from the PS, the different slices are guided through the transfer lines TT2 and TT10 until they arrive in the SPS. A certain spread between the different trajectories in the transfer line is intrinsic to the process and, therefore, two fast correctors, the fast dipole 242 (DFA242) and the fast dipole 254 (DFA254), are installed in TT2.
The small vertical acceptance of the SPS adds another complication to the CT process. To overcome this limitation, an emittance exchange insertion consisting of three skew and four normal quadrupoles is installed in TT10. Therewith, the smaller horizontal emittance and the respective trajectories are transferred to the vertical plane and vice versa [75].
The significant drawback of the CT extraction results from direct losses in SS31 and SS32, which are due to the interaction between the beam and the septum, but also from scattered particles, which continue to be transported with the beam and are lost in downstream locations (see Fig. 6.4) [73]. Furthermore, the mechanical splitting leads to a variation of the optical parameters between the five slices, causing an unavoidable blow-up at injection into the SPS.

### 6.1.2 The MTE principle

The basic ingredient of this novel technique is to replace the mechanical splitting of the CT extraction with a magnetic one to avoid the direct interaction of the particles with a septum blade. This can be achieved by choosing a resonant extraction mechanism, where non-linear transverse magnetic fields are applied to create multiple SFPs in the phase space. In addition,


Figure 6.4. Measured beam loss on the CT cycle in the PS ( $N_{p}=1.68 \times 10^{13}$ just before extraction). Values of 255 correspond to saturation of the BLMs.
the tune of the machine needs to be slowly varied to cross a certain non-linear resonance and particles can be captured inside the areas of stability around the SFPs. In general, any nonlinear resonance of order $n$ can be chosen and, depending on the stability of the resonance, $n$ or $n+1$ SFPs are obtained. The stability of resonances is determined by its behaviour when approaching the resonant value of the tune. In case of an unstable resonance, particles close to the origin will be repelled, leading to a depleted central part of the beam. For a stable resonance, the centre of the distribution remains populated and the beam can be separated into one core and $n$ islands (see also Fig. 6.5). Normally, resonances with order $n>4$ are stable [76].
An appropriate theoretical model to illustrate resonances of different orders is the area conserving Hénon map [77]. It describes the transverse motion of a particle in a simple periodic FODO lattice with a single sextupolar non-linearity. An involved treatment of the application of this map in the field of accelerator physics can be found in [78]. The transformation $\boldsymbol{x}_{n+1}=\boldsymbol{M} \boldsymbol{x}_{n}$ of the horizontal particle coordinates from turn $n$ to $n+1$, where $\boldsymbol{M}$ is the one-turn transfer map, explicitly reads:

$$
\binom{x_{n+1}}{x_{n+1}^{\prime}}=\left(\begin{array}{rr}
\cos (\omega) & \sin (\omega)  \tag{6.1}\\
-\sin (\omega) & \cos (\omega)
\end{array}\right)\binom{x_{n}}{x_{n}^{\prime}+x_{n}^{2}}
$$

with $\omega=2 \pi q_{x}$. Figure 6.5 shows the topology of the horizontal phase space for different values of the fractional tune $q_{x}$. Far away from any resonant condition, the particles follow circular trajectories around the origin and the motion remains linear even at large amplitude. In the proximity of the unstable third order resonance $3 q_{x}=1$ a stable area, where the particle trajectories become triangular, is formed. Its extent depends on the distance to the resonance, which is defined as

$$
\begin{equation*}
\Delta_{r}=q_{x}-\frac{1}{m} \tag{6.2}
\end{equation*}
$$

for one-dimensional resonances, with $m$ being an integer number corresponding to the order of the resonance. Particles outside the separatrix are continuously transported to higher amplitudes, until they are eventually lost. In synchrotrons, this fact is actually exploited during the so-called slow extraction [27, and references therein]. In this process, which usually occurs over time scales of several 100,000 turns, $\Delta_{r}$ is continuously reduced to zero, resulting in a reduction of the stable region and repulsion of particles therein. On resonance, i.e. at $\Delta_{r}=0$, the origin will be completely depleted.
The phase space close to the stable fourth order resonance $4 q_{x}=1$ is depicted in Fig. 6.5. For $\Delta_{r}=0.001$ four islands, clearly separated from the central core, appear. Particles that are neither captured in the core nor in the islands follow closed trajectories around the islands. The layer of chaotic motion at large amplitude determines the maximum area of stability in the phase space and is referred to as dynamical aperture.
For the extraction of high-intensity beams from the PS, the choice of the order of the resonance

(a) Purely linear motion for the off-resonance tune $q_{x}=0.22$. The particle trajectories are elliptic around the fixed point at the origin.

(b) Close to the unstable third order resonance $3 q_{x}=1$, the particle trajectories adopt the characteristic triangular shape. The visible area of stability around the origin is a result of setting the tune to $q_{x}=0.34$. Particles outside the separatrix move to infinity.

(c) In the proximity of the stable fourth order resonance $4 q_{x}=1$, four islands are created around the core. Note the chaotic particle motion at large amplitude.

Figure 6.5. Horizontal phase space portraits based on the Hénon map (Eq. (6.1)) to illustrate resonances of different orders.
is dictated by the specific requirements of the SPS. In order to establish a method equivalent to the CT extraction, a stable horizontal fourth order resonance has to be applied to split the beam into one core and four islands, and to extract it over five turns to fill $10 / 11$ of the SPS circumference with two consecutive pulses. In principle, this is achievable by using only sextupolar fields, which would be an approach comparable to the Hénon map. However, precise control over several parameters, such as the size of the islands, the horizontal tune, linear and non-linear chromaticity, and detuning with amplitude, is desired, requiring additional degrees of freedom to properly adjust the splitting process. This can be achieved by adding an octupole to the lattice described by Eq. (6.1), and the corresponding one-turn map was found to be [15]:

$$
\binom{X_{n+1}}{X_{n+1}^{\prime}}=\left(\begin{array}{rr}
\cos (\omega) & \sin (\omega)  \tag{6.3}\\
-\sin (\omega) & \cos (\omega)
\end{array}\right)\binom{X_{n}}{X_{n}^{\prime}+X_{n}^{2}+\kappa X_{n}^{3}}
$$

where $\left(X, X^{\prime}\right)$ are special adimensional normalized coordinates and $\kappa$ depends on the ratio of the strength of the octupole $K_{3}$ to the sextupole $K_{2}$ :

$$
\begin{equation*}
\kappa=\frac{2}{3} \frac{K_{3}}{\beta_{x} K_{2}^{2}} . \tag{6.4}
\end{equation*}
$$

The resulting topology of the horizontal phase space in the proximity of the resonance $4 q_{x}=1$ is shown in Fig. 6.6. If the separation of the islands and the core, i.e. the variation of the tune over time, occurs adiabatically, the five beamlets will be equally populated at the end of the process, with almost no beam ending up in-between. The substantial advantage of MTE over the CT extraction arises from exactly this absence of particles between the different beamlets. Instead of mechanically slicing the beam, the core and the islands are magnetically split and the magnetic extraction septum can then be placed within the emerging free space, resulting in an almost lossless extraction process (see Fig. 6.6 (c)). Due to the specific tune setting, the beam rotates by 90 degrees in the phase space and, therefore, always the outermost island is extracted. Hence, the extracted islands are also equal in terms of horizontal emittance, which significantly simplifies the optics matching to the downstream accelerator and cannot be achieved with CT. It is important to mention that the closed orbit for the islands is very different from the one of the core. As a matter of fact, the islands are one single ribbon of particles, which closes after four turns, whereas the core follows a conventional central closed orbit (see also Section 6.1.2.1 and especially Fig. 6.15).
The linear FODO lattice with the single sextupolar and octupolar kick can furthermore be described by the following Hamiltonian, which was determined using the normal form approach [78, 79]:

$$
\begin{equation*}
\mathcal{H}(\rho, \theta)=\Delta_{r} \rho+\frac{\rho^{2} \Omega_{2}}{2}+\Delta_{r} \rho^{2}\left|u_{0,3}\right| \cos (4 \theta+\psi) \tag{6.5}
\end{equation*}
$$


(a) At a tune of $q_{x}=0.25$ the particle trajectories are no longer elliptic, but square.

(b) For $\Delta_{r}=0.001$ islands are found to be clearly separated from the core.

(c) To extract a horizontally split beam, a septum blade is positioned between the core and the islands (indicated by the red dashed line). In case of the shown fourth order resonance ( $\Delta_{r}=0.002$ ), the beam rotates 90 degrees per turn and one island after the other is extracted. Extraction of the core requires an additional kick.

Figure 6.6. Horizontal phase space portraits based on Eq. (6.3) for $\kappa=0.5$.

In this expression $(\rho, \theta)$ are action-angle coordinates, $\Omega_{2}$ is a term describing the detuning with amplitude and $u_{0,3}$ is the resonant term responsible for the formation of the islands:

$$
\begin{align*}
\Omega_{2} & =-\frac{1}{16}\left[3 \cot \left(\frac{\omega}{2}\right)-\cot \left(\frac{3 \omega}{2}\right)\right]-\frac{3}{8} \kappa \\
u_{0,3} & =\frac{i}{16} \exp ^{i \omega}\left[\cot \left(\frac{\omega}{2}\right)-\cot \left(\frac{3 \omega}{2}\right)-2 \kappa\right] \tag{6.6}
\end{align*}
$$

Fundamental parameters of the islands, such as the distance of the SFPs from the origin $\rho_{+}$and their surface $\Sigma$, were deduced from $\mathcal{H}$ and the corresponding terms are:

$$
\begin{equation*}
\rho_{+}=-\frac{\Delta_{r}}{\Omega_{2}+2 \Delta_{r}\left|u_{0,3}\right|} \quad \Sigma=16 \sqrt{\left|\frac{\Delta_{r}}{\Omega_{2}}\right|\left|u_{0,3}\right| \rho_{+}^{2}} . \tag{6.7}
\end{equation*}
$$

The distance and the size of the islands increase for larger values of the tune and decrease with the octupolar component.
On the following pages the implementation of MTE in the PS is described and the actual research conducted in the framework of this thesis is motivated.

### 6.1.2.1 Implementation of the transverse splitting process in the PS

In 2006, the non-linear elements required to perform the horizontal splitting, i.e. sextupoles and octupoles, were installed in SS39 and SS55. These locations were chosen to provide the proper phase of the islands at SMH16 and to avoid feed-down effects during the rise of the extraction bump (see also Section 6.1.2.2). Furthermore, the increased aperture requirements of a split beam resulted in multiple modifications to the vacuum chambers. The overall implementation of the MTE scheme was rather challenging given the constraints of the layout of the PS [74]. An overview of the elements required to realize the horizontal splitting is given in Fig. 6.7 and the rationale of the process is set forth in the following:

- Likewise to CT, the optimization of the SPS duty cycle requires the phase space manipulations


Figure 6.7. Distribution of elements along the PS, which are used to perform the transverse splitting. The LEQ are not depicted, as 40 of them are installed. Note that the dedicated sextupoles XNO are actually two separate magnets (shown in yellow). Due to the specific requirements in terms of RF voltage (see Fig. 6.11) only a single 10 MHz cavity (C91) is used.
to take place at a flat top of $14 \mathrm{GeV} / c$. Therefore, the magnetic cycle is very similar to that shown in Fig. 6.1; however, an extended flat top is required to adiabatically perform the transverse splitting (see Fig. 6.8). At high energy, the PFW determine the working point of the accelerator and, in order to cross the stable fourth order resonance $4 Q_{x}=25$ from below, the tunes are set to ( $Q_{x}=6.245, Q_{x}=6.30$ ). Both linear chromaticities $\xi_{z}$ are programmed to slightly positive values to (i) avoid head-tail instabilities and (ii) reduce the chromatic tune spread due to the intrinsic momentum spread of the beam. Moreover, the second order chromaticities $Q_{z}^{\prime \prime}$ are desired to be small to further reduce the modulation of the horizontal tune due to coupling to the longitudinal plane. By doing so, particles with different momenta cross the resonance almost simultaneously (see Fig 6.9).

- The dedicated multipole magnets, i.e. the normal octupole in SS39 (ONO39), the normal octupole in SS55 (ONO55), the normal sextupoles in SS39 (XNO39), and the normal sextupoles in SS55 (XNO55), excite the stable fourth order resonance $4 Q_{x}=25$. Furthermore, these elements induce negative detuning with amplitude, i.e. the horizontal tune of a particle decreases as its amplitude increases, and they determine the size and shape of the islands. The sextupoles are also used to control chromaticity and account for the sextupolar feed-down created by the octupoles. Figure 6.10 (a) displays a certain configuration of the settings of the non-linear elements on the flat top of the MTE cycle.
- The variation of the horizontal tune to cross the resonance $4 Q_{x}=25$ is controlled by the LEQ. At maximum octupole current, the resonant tune $Q_{x}=6.25$ is reached and further increased


Figure 6.8. Magnetic configuration of the MTE cycle. Injection occurs at 1.4 GeV kinetic energy, the intermediate plateau is situated at 2.8 GeV kinetic energy, and the flat top, which is extended compared to CT, corresponds to a momentum of $14 \mathrm{GeV} / c$. At high energy, the working point is essentially determined by the PFW and the coloured curves represent the currents applied to these circuits. The current of the F8L was reduced by a factor three to improve readability.

(a) 200 cycles were used to obtain statistically significant measurements of the nonlinear chromaticities. The typical value of $\delta(4 \sigma)$ during the population of the islands (see also Fig. 6.11) is displayed by the grey bar.

(b) The solid lines represent the third order polynomial fits of the measurement data and the circles the values of the model obtained after matching the quadrupolar, sextupolar and octupolar components with the thin multipoles inside the main magnets.

Figure 6.9. Chromaticity measurement on the flat top of the MTE cycle, which serves as input for simulation studies.
as the current of the octupoles is reduced. Consequently, the size of the islands as well as their separation increases.

- The dedicated non-linear elements introduce a tune-shift, which can be expressed in terms of the Hamiltonian in the normal form space [78]:

$$
\begin{equation*}
h\left(\rho_{1}, \rho_{2}\right)=\sum_{k_{1}+k_{2} \geq 2} h_{k_{1}, k_{2}} \rho_{1}^{k_{1}} \rho_{2}^{k_{2}} \tag{6.8}
\end{equation*}
$$

where $\rho_{1,2}$ are the non-linear generalizations of the linear emittances $\varepsilon_{x, y}$. The non-linear tunes to first order can then be written in the following form:

$$
\begin{equation*}
Q_{x}=Q_{1}+2 h_{2,0} \rho_{1}+h_{1,1} \rho_{2} \quad Q_{y}=Q_{2}+2 h_{1,1} \rho_{1}+h_{0,2} \rho_{2} \tag{6.9}
\end{equation*}
$$

with $h_{2,0}$ and $h_{0,2}$ describing the horizontal and vertical detuning with amplitude, respectively, and $h_{1,1}$ accounting for the non-linear coupling between the transverse planes. Minimizing $h_{1,1}$ is another effect that beneficially impacts the resonance crossing, as it reduces the modulation of the horizontal tune due to the vertical amplitude. In the PS, $h_{1,1}$ consists of two components, i.e. a constant contribution of the lattice and a dynamically changing contribution, which is
caused by the time-varying strength of ONO39 and ONO55 [80]:

$$
\begin{equation*}
h_{1,1}=h_{1,1, \text { lattice }}+h_{1,1, \text { dynamic }} . \tag{6.10}
\end{equation*}
$$

Therefore, the strength of an additional set of eight short octupoles, the normal defocusing octupoles (ODN), is varied over time to keep $h_{1,1}$ small and almost constant. The variation of the $h_{i, j}$ and $Q_{x}$ during the splitting process is illustrated in Fig. $6.10(\mathrm{~b})$.

- An important ingredient to further reduce the tune modulation is the decrease of the energy spread of the beam in the longitudinal plane. This is achieved by lowering the RF voltage of the 10 MHz cavities on the flat top as shown in Fig 6.11.
- The splitting process is extremely susceptible to fluctuations of the linear and non-linear magnetic fields. Thus, magnetic stability and reproducibility is a major concern for MTE (see also Section 6.2.1).

Corresponding to the four timings indicated by the dashed lines in Fig. 6.10, i.e. $720 \mathrm{~ms}, 730 \mathrm{~ms}$, 800 ms and 835 ms , where extraction occurs at the latter, the shape of the horizontal phase space is depicted in Figs. 6.12 and 6.13. When the tune is set to $Q_{x}=6.25$, the distance to the resonance is obviously zero and no islands are present. However, the phase space distortion


Figure 6.10. Configuration of the dedicated non-linear elements and variation of the main physical parameters on the flat top. The resonance is crossed at 720 ms , where the currents in the octupoles are maximum. Subsequently, the currents are reduced while the tune is increased to perform the splitting process. Once the beamlets are sufficiently separated, the beam is extracted (at 835 ms , red dashed line). During the whole process, the vertical tune is kept at $Q_{y}=6.30$. The horizontal phase space configurations corresponding to the settings at the dashed lines are depicted in Figs. 6.12 and 6.13.


Figure 6.11. Measurements of the RF voltage and the longitudinal distribution.

(a) $720 \mathrm{~ms}, Q_{x}=6.25$ : No islands are present as the tune corresponds exactly to the resonant value.

Figure 6.12. Horizontal phase space portraits in SS01 during the splitting process at two different timings. Extremely precise control over the tune is required as small variations in the order of $\Delta Q_{x}=1 \times 10^{-3}$ significantly affect the positions of the SFPs.


Figure 6.13. Horizontal phase space portraits in SS01 during the splitting process at two different timings. Extremely precise control over the tune is required as small variations in the order of $\Delta Q_{x}=1 \times 10^{-3}$ significantly affect the positions of the SFPs.


Figure 6.14. Evolution of the distance of the fixed points from the origin. The rapid change of $\rho_{+}$after 810 ms is due to the final rotation of the beam in the phase space. In agreement with Eq. (6.7), the position of the SFPs increases almost linearly with the distance from the resonance. The colour code describes the different islands as illustrated in Fig. 6.13.
is clearly visible. Only 10 ms later, a clear separation between the central part and the area around the additional four SFPs can be observed. Towards the end of the cycle, the size of the islands and their distance from the centre have significantly increased. Once sufficiently separated, the beam has to be rotated in the phase space to properly position the islands with respect to SMH16 (see also Sec. 6.2.3). The evolution of the positions of the SFPs during the splitting is depicted in Fig. 6.14.
At this stage, the beam occupies about 100 mm of the available space and the settings of the PS have to be carefully adjusted to avoid any interaction between the beamlets and the mechanical aperture of the machine. An illustration of the horizontal and vertical closed orbits is shown in Figs. 6.15 and 6.16, and the corresponding optics functions for the core and the islands are depicted in Fig. 6.17.
Furthermore, the horizontal emittance plays a crucial role during the splitting process. In order to equally populate the islands and the core, the transverse damper is used to blow up the beam during resonance crossing, which improves the intensity distribution in the final state. The damper actually excites the beam at a certain harmonic $h_{d}$ of the revolution frequency plus a fractional tune $q_{d}\left(q_{d}=0.25\right.$ is applied for MTE):

$$
\begin{equation*}
f_{\text {damper }}=f_{\text {rev }}\left(h_{d}+q_{d}\right) . \tag{6.11}
\end{equation*}
$$

The natural figures of merit describing the splitting efficiency are defined as

$$
\begin{equation*}
\eta_{\mathrm{MTE}}=\frac{\left\langle N_{\text {island }}\right\rangle}{N_{\text {total }}} \text { and } \eta_{\text {core }}=\frac{N_{\text {core }}}{N_{\text {total }}}, \tag{6.12}
\end{equation*}
$$

where $\left\langle N_{\text {island }}\right\rangle$ is the average intensity captured in the islands, $N_{\text {core }}$ the intensity of the core and $N_{\text {total }}$ the total intensity.

### 6.1.2.2 The extraction process

The transverse splitting and the extraction per se are two completely independent manipulations for MTE, whereas both processes are intrinsically connected for the CT extraction. Even though the actions required to perform the MTE splitting are very sophisticated, this is not entirely true for the proper extraction process, which can actually be simplified, as no orbit bumps around SS31 are required to approach SEH31.
In order to prepare the beam for extraction, a slow bump is applied to approach SMH16. In the framework of MTE, dedicated power supplies for the dipole magnets used to create this bump (BSW) were installed, permitting independent control of the elements in SS12, SS14, SS20 and SS22. In addition to those elements the horizontal dipole in SS15 (DHZ15) and the horizontal dipole in SS18 (DHZ18), which are usually applied for the correction of the closed orbit at high energy, were used until 2012 to properly shape the bump (see Fig. 6.18).

(a) The core and the islands cover a significant fraction of the available aperture at the end of the splitting process. The different islands, which are merely one single ribbon extending over four turns, are shown in different colours. The trajectory of the core, which is shown in light grey, follows a conventional orbit with one-turn periodicity.

(b) Periodic trajectory of particles within one island, corresponding to four turns inside the PS. After four turns the beam reverts to its initial position. The dashed lines represent the end of the one-turn lattice and the colours are identical to those used in (a).

Figure 6.15. Horizontal closed orbits for the core and the islands in the ideal PS lattice applying the settings at extraction shown in Fig. 6.10. The difference in periodicity between the two disconnected structures is highlighted. The envelopes represent a beam size with extension of $3 \sigma_{x}$ and $2 \sigma_{s}$, based on Gaussian distributions in both planes ( $\varepsilon_{x}^{n}=5 \mathrm{~mm} \mathrm{mrad}, \delta=5 \times 10^{-4}$ ). The horizontal mechanical aperture is represented in grey. In odd sections of the accelerator, where the $\beta_{x}$-functions are maximum, the total beam size reaches almost 100 mm .


Figure 6.16. Vertical envelope for the MTE beam in the ideal PS lattice. The envelopes represent a beam size with extension of $3 \sigma_{y}$, based on a Gaussian distribution ( $\varepsilon_{y}^{n}=5 \mathrm{~mm} \mathrm{mrad}$ ). The beam follows a conventional closed orbit and the aperture constraints are less stringent than in the horizontal plane.

(a) The lattice functions for the core show a very regular behaviour. The vertical dispersion is zero considering the ideal lattice.

(b) The lattice functions for the islands show the previously discussed difference in periodicity as well as significant changes in the amplitudes compared to the core functions. The dashed lines represent the end of the one-turn lattice. Due to the non-zero non-linear coupling, also the vertical plane is affected.

Figure 6.17. Optics functions for the core and the islands.


Figure 6.18. Setting of the slow bump applied until 2012, using BSW12, BSW14, BSW20, BSW22 as well as DHZ15 and DHZ18.

Once the maximum of the slow bump has been reached, the fast kicker in SS13 (KFA13) and the fast kicker in SS21 (KFA21), which provide a five-turn long pulse, are applied to extract one island per turn. Subsequently, the core is extracted during the fifth turn using the single-turn fast kicker in SS04 (KFA04) and the fast kicker in SS71 (KFA71) (see Fig. 6.19).
In order to comply with the requirements of the SPS, the longitudinal structure of the beam constitutes another important point. In fact, a debunched beam with an additional modulation at 200 MHz , the frequency of the SPS RF cavities, has to be transferred to ensure proper RF capture in the SPS. Therefore, eight bunches from the PSB are injected and accelerated to the intermediate plateau (see Fig. 6.8), where each bunch is longitudinally split into two. The resulting sixteen bunches then undergo the transverse splitting process and once the islands are significantly separated and populated, the RF voltage is switched off to debunch the beam. This is a rather delicate process as, without any measurable bunch structure, the RF radial loop - a feedback loop aimed at keeping the beam in the centre of the machine by acting on its energy - stops working and the beam becomes susceptible to external effects, such as the non-reproducibility of the magnetic field. Due to the shape of the non-linear chromaticity (see Fig. 6.9), a slight change of the energy of the beam might significantly influence the position of the SFPs. Therefore, it is important to keep the beam bunched as long as possible, in order to keep the radial position under control.

(a) Extraction of the first out of four islands. The remaining four beamlets continue to circulate on the inner side of SMH16 and will be extracted over the subsequent turns.

(b) Extraction of the core to complete the multi-turn extraction over five turns.

Figure 6.19. Fast extraction bump applied until 2012 to extract the islands and the core. Displayed is again only the fraction of the accelerator between SS11 and MU23.

### 6.1.2.3 Problems observed in 2010 and proposed solutions

In regard of replacing the CT extraction, a beam applying the MTE scheme with $2 \times 10^{13}$ protons per pulse (ppp) was successfully sent to the SPS and used for the physics community for the first time in 2010 [82]. After about one month of operational experience, two major show-stoppers were detected [83]:
(1) significant fluctuations in the efficiency of the transverse splitting, the losses at extraction and the trajectories in the transfer lines, and
(2) unacceptably high radioactive activation of SMH16.

Figure 6.20 depicts measurement data recorded in May 2010, were a pseudo-harmonic oscillation of the splitting efficiency is apparent. The islands' intensity dropped from about $20 \%$ to $14 \%$, which causes problems as the SPS requires an almost equal population of the five beamlets, i.e. $\eta_{\text {core }}=20 \pm 1 \%$, to avoid trips of the RF system. The source of this phenomenon was not understood at the time, even though significant effort was devoted to correlating the observed oscillations and various parameters of the machine, such as the tune and the currents of the auxiliary magnets, the PFW and the extraction dipole magnets.
A certain fraction of the losses at SMH16 is, on the other hand, intrinsic to the extraction process


Figure 6.20. Oscillation of the efficiency of the transverse splitting per island based on the measurement data of 2010. The intensity is supposed to be equally distributed among the five beamlets and the grey band represents this SPS requirement ( $20 \pm 1 \%$ ). Unacceptable oscillations of the splitting efficiency were observed.
due to the longitudinal structure of the beam. During the rise time of the fast kickers, the continuous beam is swept from the internal to the external side of SMH16, causing unavoidable beam loss. This was predicted during the design of MTE and for this reason it was initially foreseen to transfer a bunched beam at $h=8$, which was later understood to be incompatible with the SPS. The losses in SS16 led to unacceptable activation levels inside and outside the PS tunnel and, due to the radiation cool down required prior to any intervention, failure of any device in the extraction region towards the end of the year would have caused an extremely long waiting time. Therefore, and due to the adverse effects on the LHC physics programme, it was decided to stop providing the MTE beam to the SPS.
Based on this operational experience, the coexistence of the CT and the MTE schemes was decided and, moreover, a passive absorber, the dummy septum (TPS15) [84], was proposed to be installed in SS15 to shield SMH16 during the rise time of the kickers. Therewith, beam loss can be concentrated at this location, were several concrete blocks provide additional shielding, and the downtime in case of a failure of SMH16 can be significantly reduced.
Furthermore, it is important to mention that, from a radio protection (RP) point of view, MTE appears preferable over the CT method, as the activation of all parts of the ring, with the exception of the extraction region, is significantly reduced [85].

### 6.1.2.4 Installation of the dummy septum in SS15

Based on the operational experience gathered with the MTE beam during the run in 2010, the decision to install TPS15 was taken. More detailed information about its design and implementation can be found in the corresponding design report (DR) [16]. This device has been
designed to absorb particles that would otherwise be lost at SMH16 during the rise time of the fast extraction kickers. These losses correspond to approximately $2 \%$ of the full beam intensity and arise due to the continuous longitudinal structure of the beam. It should be emphasized that the core and the islands are two disconnected structures in the horizontal phase space, which need to jump the blades of the septa independently. Moreover, the rise time of the fast extraction kickers is different for the islands and the core.

TPS15 allows to reduce the radioactive activation in SS16 by relocating beam loss to the wellshielded SS15 and, therefore, the waiting time for any intervention in case of an issue with

(a) Cross section of the TPS15 assembly seen from its upstream position. During the extraction process the circulating beam is moved to the external side of the blade.

(b) To locally confine the losses in SS15, an extensive concrete shielding, which is depicted by the blue blocks, has been put in place. The upstream and downstream MUs are shown as well.

(c) Photo of the installation in the tunnel.

Figure 6.21. Implementation of TPS15 in the PS.

SMH16 is significantly shortened. Obviously, the opposite would be true for an intervention in SS15; however, a failure of TPS15 would only affect the MTE beam, whereas SMH16 is required for the extraction of all proton beams.
Even though the device is designated as septum, its purpose is purely passive as the interaction with the beam is only of mechanical nature and no magnetic field to deflect the beam is applied. The main component of this passive septum is an 800 mm long and 4.4 mm thick copper blade, whose angle and position can be precisely adjusted by means of two motors to shadow the magnetic septum (see Figs. 6.21 and 6.22).
SS15 was chosen as location for the dummy septum due to its proximity to SS16. It nevertheless has to be considered that the phase advance between those two sections of the accelerator is $22.5^{\circ}$ and the gap created downstream of TPS15 will have been slightly repopulated at the entrance of SMH16.
It is worth emphasizing that TPS15 constitutes an important aperture restriction in the extraction region. Therefore, the installation of TPS15 significantly impacted most of the other operational users as well, as the extraction trajectories had to be redesigned.


Figure 6.22. During the rise time of the fast extraction kickers, the beam is swept from the internal to the external side of both TPS15 and SMH16. Proper adjustment of the positions (and angles) of both septa allows to put SMH16 in the shadow of TPS15, and, therefore, reduce the losses in SS16. In the shown configuration the black rectangles indicate the septa at properly adjusted positions to provide shadowing. The efficiency of the shadowing might, however, be different between the core and the islands.

### 6.2 MTE studies after Long Shutdown 1

Between 2013 and 2014, the CERN accelerator complex was not operating for more than a year in order to perform maintenance and renovation work. During this Long Shutdown 1 (LS1), the interventions mentioned in Section 6.1.2.3 were carried out to prepare the PS for future operation with high-intensity beams. The dummy septum was put in place in SS15, while outside the tunnel, civil engineering activities were conducted to reinforce the shielding on top of the extraction region [13]. After installation of TPS15, the PS became ready for operation with the MTE beam and, therefore, the commissioning of this complex extraction technique was restarted after LS1. In this regard, the first step was to set up the transverse splitting process applying the settings that were operationally used in 2010. Significant oscillations of the splitting efficiency, which were in fact worse than observed in 2010, were soon encountered.

These oscillations constituted a substantial obstacle and hampered the progress of the commissioning. It was only after solving this issue, that the actual extraction process could be established. Due to the installation of TPS15, a complete redesign of the extraction bump was required and optimum conditions to provide shadowing had to be determined.
During the whole commissioning process, the available simulation tools played a vital role and allowed to deepen the understanding of the accelerator. In the following sections, the different aspects of the commissioning, which culminated in the operational implementation of the MTE technique, are laid out in detail.

### 6.2.1 Periodic oscillations of the splitting efficiency

### 6.2.1.1 Experimental observations

One of the challenges of working with transversely split beams is the fact that it is impossible to directly measure the locations of the various beamlets in the phase space. Using conventional PUs to provide a measurement of the beamlets' positions fails, as the system only returns the centre of the overall charge distribution. Therefore, it has to be relied on different measurement methods such as, e.g. BWSs. The horizontal scanners of the PS were extensively used to investigate the oscillations of the splitting efficiency.
In Fig. 6.23, a measured horizontal profile using BWS54 is shown together with the corresponding phase space obtained by simulations. The BWS in this straight section of the PS was chosen, as the horizontal projection reveals rather distinct beamlets. In the shown case, several parameters, such as the horizontal tune and the strength of the damper, were not optimized leading to an important population of the core in the order of about $40 \%$ and, therefore, this example was selected for the purpose of illustration only. Already from this simple comparison between the simulated phase space and its measured projection, very good agreement can be concluded. Ideally, this BWS would have been used for the measurements presented in the following; however,


Figure 6.23. Simulated horizontal phase space at the location of BWS54 (top) and measured profile (bottom), which corresponds to an average value over 100 measurements. The grey band represents the one sigma standard deviation and the coloured lines the Gaussian fits for the different beamlets, with the only constraint being the equal integral of the functions corresponding to the four islands. The shift of the profile due to the closed orbit at BWS54 was removed. Excellent agreement between the predicted positions of the SFPs and the actual measurement is obtained, which is indicated by the dashed lines. The non-Gaussianity of the distribution in the islands together with particles remaining in-between the core and the islands during the splitting account for the difference between the data and the fits. The parameters of the splitting were set according to Sec. 6.1.2.1.
this was not possible due to a damage of the wire during the startup after LS1, and BWS68 was chosen instead.
Once the non-linear elements were set up correctly, first investigations of the transverse splitting could be started. Figure 6.24 depicts measurements of the horizontal profile recorded on fifteen different MTE cycles, which were each separated by one SC. As the beam was of rather low intensity (and consequently also low horizontal emittance), the horizontal tune was not entirely adjusted and the transverse damper was off, the efficiency of the splitting was very low. On top of this, a fluctuation of the efficiency, which occasionally led to almost no population of the islands at all, was observed. Subsequently, a significant amount of additional measurements was conducted and the impression arose that those hills and valleys of the islands' population follow indeed a periodic oscillation, as it had been observed in 2010. In Fig. 6.25, a waterfall repre-


Figure 6.24. Horizontal profiles measured with BWS68 on fifteen consecutive MTE cycles. The position of the outermost islands is indicated by the dashed lines. Along them, a clear decrease of the signal after the first three measurements and an increase towards the end can be observed. The profiles were recorded at a cycle time of 820 ms .
sentation of these scans is depicted to emphasize the variation of the intensity of the islands. The period of this oscillation appears to be several SCs and, furthermore, non-constant, as the distance between the light spots is larger towards the last measurements than in the beginning.

A more detailed view of the oscillation of the intensity of the island situated at $x \approx 15 \mathrm{~mm}$ is shown in Fig. 6.26, where the amplitude corresponds to the signal of BWS68. A clear change of the oscillation frequency after 39 SCs is depicted.


Figure 6.25. Waterfall plot of horizontal profiles measured with BWS68. The measurement index corresponds to the number of SCs and the corresponding time scale is shown as well. To improve visibility, logarithmic scaling was applied to the amplitudes of the signals. The blue line after about 70 SCs corresponds to one measurement without beam. The outermost islands are situated at the same locations as indicated in Fig. 6.24 and a modulation of their intensity is clearly observable.


Figure 6.26. Oscillation of the amplitude measured with BWS68 corresponding to the island at $x \approx 15 \mathrm{~mm}$ in Fig. 6.25. Based on sinusoidal fits, two distinct regimes with significantly different frequency are observed and the respective oscillation periods are stated on the plot.

On the basis of the observations presented in Figs. 6.24-6.26, the main physical quantities, which could significantly impact the beam during the capture process, were identified. Consequently, various measurement campaigns were initiated to correlate these properties with the variable splitting efficiency. The parameters of particular importance are mentioned in the following:

- In general, stability of the magnetic field up to the octupolar component is required, as the characteristics of the islands depend on the non-linear fields.
- Any variation of the horizontal tune, i.e. the distance from the resonance $\Delta_{r}$ as defined in Eq. (6.7), will affect the position of the SFPs and impact the splitting. Various effects could be the reason for this:
- To regulate the main power supply of the PS, of the PFW, and of the F8L, only the dipolar field is considered. The sequence of cycles in the SC is known to affect the quadrupolar component of the main field [86] and, therefore, the composition of the SC could impact the MTE beam.
- The stability of the power converters (PCs) of the elements dedicated to control the working point of the PS, i.e. the LEQ, the PFW, and the F8L.
- The magnetic feed-down effects experienced by a beam, which passes off-axis through a non-linear element, are modified by a variation of the closed orbit and lead to a different tune.
- Any change of the revolution frequency would indicate a change of the radial position, which, due to linear and non-linear chromaticity, results in a change of the working point.
- Within the limits of the capabilities of the tune measurement system, all these points
should be detectable, if the resulting variation of the tune is larger than the error associated to the measurement (usually in the order of $1 \times 10^{-3}$, see also Section 3.2).
- The momentum spread of the beam is another important parameter that influences the transverse splitting (see also Sec. 6.3.1). Therefore, stability of the RF voltage is crucial.

The measurements conducted to identify the source of the variable splitting efficiency are presented below.

Influence of the composition of the $\mathbf{S C}$. The sequence of cycles in the SC as well as the position of the MTE cycle were changed while recording the BWS signals and the tune. The corresponding observations are depicted in Figs. 6.27-6.32.
The composition of the SC shown in Fig. 6.27 was kept unmodified for about two hours and the MTE cycle was placed closely after the two CT cycles in the beginning of the SC. On every MTE cycle, a measurement with BWS68 was conducted. It was important to observe such a long span of time, as the oscillations of the intensity occurred at very low frequency: the distance between two maxima was more than 15 min . During the whole measurement process this frequency was found to remain constant.
One beneficial effect of low splitting efficiency is the possibility to measure the tune of the core. If the intensity were equally shared between the core and the islands, the islands' contribution to the tune measurement would be dominant and the measured tune would be locked to $Q_{x}=6.25$, corresponding to the tune of the SFPs inside the islands (see Fig. 6.28). However, with the core being significantly more populated (see e.g. Fig 6.24), the measurement system is sensitive to the tune of the central beamlet and a variation of the quadrupolar component of the magnetic field should be observed on the measured tune. In Fig. 6.29, the horizontal tune during the transverse splitting, which was measured every cycle such as the horizontal profile, is depicted. The average value over 70 measurements was subtracted to emphasize any possible variation. No regular pattern could be observed and sufficient stability of the quadrupolar fields was concluded.
In a next attempt, two MTE cycles were executed in the SC and special attention was again paid to the measurement of the horizontal profiles. The related BWS measurements, shown in Fig. 6.30, revealed the previously observed harmonic oscillation of the islands' population, but a modulation at higher frequency was observed as well. This additional phenomenon is explained in Fig. 6.31, where the data recorded on both cycles are analysed separately. In both cases, the splitting efficiency was found to oscillate at the same frequency, but the oscillations were out of phase by almost four SCs. If the effect causing the variation of the intensity in the islands were intrinsic to the magnetic configuration of the SC, a phase difference corresponding to the distance between the two cycles, i.e. less than one SC, would be expected. Therefore, an additional test with two MTE cycles was conducted. The corresponding data are depicted in Fig. 6.32.

(a) Composition of the SC with four $\mathrm{CT}(14 \mathrm{GeV} / c$ ), one MTE (blue), one Antiproton Decelerator (AD) (red), seven EAST ( $25 \mathrm{GeV} / c$ ), six TOF ( $20 \mathrm{GeV} / c$ ) and one LHC ( 26 $\mathrm{GeV} / c$ ) cycle. The AD requires beam approximately every 90 s and is therefore executed in alternation with the EAST cycle. This SC consists of 35 BPs, corresponding to a length of 42 s .

(b) Waterfall plot of horizontal profiles measured with BWS68. The maxima of the intensity modulation appear at regular intervals.

(c) Fitting of the intensity variation of the island at $x \approx 15 \mathrm{~mm}$ reveals a constant period, which is noted on the plot.

Figure 6.27. The MTE cycle was executed in the beginning of the SC and an oscillation of the splitting efficiency with constant frequency was observed.

(a) Measured horizontal tune along the MTE cycle. Resonance crossing occurs at 720 ms , which is indicated by the dashed line. The data points represent the frequency at which the most prominent peak of the FFT of the turn-by-turn position signal occurs. The FFTs corresponding to the coloured markers are shown in (b).

(b) Tune spectrum for two instants of time, as indicated in (a). In both cases distinct peaks are visible: the one of the islands remains at $Q_{x}=6.25$, while the tune of the core constantly increases as the islands are separated. From 760 ms onwards, the measured tune is locked to $Q_{x}=6.25$, as the intensity captured inside the islands is larger than in the core.

Figure 6.28. Illustration of the effect of increasing the islands' population on the measurement of the horizontal tune. To separate the islands from the core, $Q_{x}$ is increased along the cycle. Initially, i.e. as long as the intensity of the core is dominant, the main contribution to the tune spectrum comes from the central part of the beam. Once the islands are sufficiently populated and separated, the measured tune is locked to $Q_{x}=6.25$.


Figure 6.29. Measurement of the horizontal tune during the splitting process. The plot shows the residual signal after subtracting the average value. Noise appears to be the dominant contribution and no periodic modulation can be observed.


(b) Waterfall plot of horizontal profiles measured with WS68.

(c) Intensity variation of the island at $x \approx 15 \mathrm{~mm}$ based on the BWS measurements. The periodic oscillation is modulated by a high-frequency structure.

Figure 6.30. With two MTE cycles in the SC an additional high-frequency modulation of the splitting efficiency was observed. The measurement index corresponds again to the number of SCs.

(a) Separate treatment of the measurements shown in Fig. 6.30 (c) for each cycle. A certain phase difference between two otherwise very similar signals is observed.


Figure 6.31. Separate treatment of the data recorded on the two cycles shown in 6.30.

(a) Two MTE cycles (blue) were programmed at the end of the SC.


Figure 6.32. For this measurement, two MTE cycles separated by only four BPs were used. The superposition of the signals of the different cycles is again clearly visible. Furthermore, a drift of the oscillation frequency during the measurement can be deduced, even though the composition of the SC remained the same.

Even though the sequence of cycles in the SC was kept constant during the measurements, a clear change of the oscillation frequency can be deduced from the shown data. In this case the determined phase shift between the oscillations on the two different cycles corresponded to eight SCs, which exceeded by far the value expect based on the distance of the two cycles in the SC. These observations lead to the understanding that an effect, which is more complex than a pure variation of the dipolar or quadrupolar fields, impacts the quality of the splitting.

Stability of revolution frequency and RF voltage. Further investigations were conducted, and in Fig. 6.33 measurements of the revolution frequency and of the RF voltage are shown. The signals were treated in the same manner as the previously discussed measurement of the tune (see Fig 6.29) and no harmonic component could be observed.


Stability of the PCs of the PFW and the F8L. The currents of the PFW and the F8L were examined and the results are depicted in Fig. 6.34. On both wide circuits an oscillation was apparent; however, the frequency was not clearly correlated to the BWS signals of the islands. On the remaining circuits (DN, FN and F8L) only noise around the average value and no harmonic component was observed.
A significant impact of the wide windings of the PFW on the operation of the PS was already observed in 2007, after the installation of the new switching PCs [87]. The spill of the slow extraction of the EAST cycle was substantially degraded due to a current ripple on these circuits


(c) Measurement on the focusing wide circuit.

(d) Similar to the DW, an oscillation is observed on the FW, but with different frequency.

Figure 6.34. Current measurement of the wide circuits of the PFW. The average values were again subtracted and an oscillation of the current of both the DW and the FW is visible.
(see Fig. 6.35). To mitigate this effect additional inductances were installed to filter the highfrequency ripple [88].
In this framework, an interesting observation was made when measuring the transverse tunes on an argon ion cycle. Figure 6.36 shows such a measurement and, apart from the dominant horizontal and vertical tune lines, important sidebands are clearly visible. To determine the frequency $f_{\mathrm{SB}}$ of these sidebands, the revolution frequency $f_{\text {rev }}$ and the distance to the main tune line $\Delta Q_{\mathrm{SB}}$ have to be known:

$$
\begin{equation*}
f_{\mathrm{SB}}=\Delta Q_{\mathrm{SB}} \times f_{\mathrm{rev}} \tag{6.13}
\end{equation*}
$$

The analysis showed that $\Delta Q_{\mathrm{SB}}$ corresponds to 5 kHz , which is equal to the switching frequency of the PCs of the PFW. The next step was to understand whether this observation could be explained by a disturbance of tune measurement system itself or if it was actually caused by a modulation of the magnetic field at 5 kHz . In the latter case, the effect would be directly transmitted to the beam.
To measure the magnetic field in the PS, PU coils are installed in the defocusing and the focusing half-units of MU101 outside the tunnel (see Fig. 6.37). The provided signals actually correspond to the time derivative of the magnetic field $\dot{B}=d B / d t$, and are used for longitudinal and transverse beam control as well as for the regulation of the power supplies [89]. In Fig. 6.38, measurements of the $\dot{B}$-signal on the argon cycle are depicted. An analysis of the frequency spectrum revealed an important component at 5 kHz and, therefore, it was concluded that this oscillation is indeed present on the magnetic field. More interestingly, the amplitude of the peak at 5 kHz varied over time and was observed to change at the same rate as the previously discussed amplitude of the sidebands of the measured tune.
The result of these magnetic measurements strengthened the suspicion of the effect being related


Figure 6.35. Spill of the slow extraction of the EAST cycle before and after the consolidation of the PCs of the PFW. The current ripple delivered by the new devices occasionally even led to zero extracted intensity.

(a) Tune measurement along the ion cycle. The average value of 900 cycles is shown. Sidebands are visible in both planes.

(c) The sidebands of the horizontal tune are clustered around $f_{\mathrm{SB}}=5 \mathrm{kHz}$.

(b) Measurement of the revolution frequency on the ion cycle. Injection and extraction are indicated by the dotted lines and occur at 235 ms and 1360 ms , respectively.

(d) The dashed line corresponds to the variation of the sideband frequency $f_{\mathrm{SB}}=5 \mathrm{kHz}$ along the cycle.

Figure 6.36. Horizontal and vertical tune measurement and determination of the sideband frequency on an argon ion cycle. The spacing between the sidebands and the main tune lines corresponds to the switching frequency of the PCs of the PFW.

(a) Installation of the coils inside the focusing half-unit of MU101. Their location is indicated by the red circle.

(b) Spare of the measurement coils (brown) mounted on the green support structure. Per half-unit, only one out of the three superimposed devices is operationally used.

Figure 6.37. PU coils used to measure the magnetic field in the PS. In each half-unit an assembly containing three coils and the appropriate support is installed [90].
to the PFW. Therefore, local measurements of the current, i.e. directly at the exit of the PC, were conducted, while the horizontal profiles were recorded with the repaired and hence again available BWS54 (see Fig. 6.39). A peak-to-peak current ripple of 120 mA at 5 kHz was observed on the DW and FW circuits, which corresponds to $2 \%$ of the operational value and is clearly exceeding the specification of $\sim 100$ parts per million (ppm) [91]. Furthermore, the oscillation of the intensity of the outermost island obtained with BWS54 was compared to the variation of the amplitude of the spectral line at 5 kHz measured on the PFW and on the magnetic field, and very good agreement of the different spectra could be concluded.
All the observations presented in this section led to the understanding that the wide circuits of the PFW were at the origin of the intensity modulation of the islands. Furthermore, it was understood that different clocks, which are not synchronized with each other, are used to control the switching of the PCs. Any minor difference in phase and frequency between the clocks will, therefore, inevitably be transmitted to the current at the output of the PC. Due to their proximity inside the main units, the different circuits are magnetically coupled and the interference of the signals results in the the variation of the magnetic field at 5 kHz . At the moment, no solution to this problem can be implemented, as the current PC hardware does not allow a synchronization of these clocks. However, an extensive measurement campaign, conducted by members of the Electrical Power Converters (EPC) Group, revealed a cabling error of the wide circuits, which enhanced the current ripple on these two elements. In Fig. 6.40, sketches of the respective cabling schemes are depicted. Actually, each wide winding consists of two individual

(a) Measurement of the time derivative of the magnetic field $\dot{B}$ with sampling frequency $f_{s}=20 \mathrm{kHz}$. Displayed is the sum of the D and F coils.

(c) The amplitude of the peak at 5 kHz shown in (b) oscillates in the same way as the amplitude of the sideband of the horizontal tune discussed in Fig. 6.36.

(b) The FFT of $\dot{B}$ reveals an important peak at 5 kHz .

(d) Frequency analysis of the signals shown in (c). The agreement between the oscillation frequencies of the different measurements is evident.

Figure 6.38. Magnetic measurement on the argon cycle and correlation of the signals with the tune measurement.

(a) Measurement of the current of the FW circuit, conducted directly at the exit of the $\mathrm{PC}\left(f_{s}=20 \mathrm{kHz}\right)$.

(c) Waterfall plot of horizontal profiles measured with BWS54.

(b) An important ripple at 5 kHz on the current of the FW circuit is apparent.

(d) Correlation between the fluctuations observed with the BWS and the amplitude variations of the spectral lines at 5 kHz observed on the magnetic field and on the DW and FW circuits. An FFT of those three signals reveals important peaks at the same frequencies.

Figure 6.39. Comparison between the oscillation of the splitting efficiency, the amplitude variation of the 5 kHz component of the current of the wide circuits of the PFW, and the magnetic field. Very good agreement was found.

(a) Incorrect cabling of the wide circuits.

(b) Correct cabling of the wide circuits.

Figure 6.40. Cabling scheme of the wide circuits of the PFW before and after the intervention of EPC. $X$ signifies either D or F, depending on the half-unit the winding is situated in. The output filters were initially installed to reduce the current ripple, which was significantly affecting the slow extraction (see Fig. 6.35).
circuits, which are powered in series. These are denominated as $X \mathrm{WI}$ and $X \mathrm{WP}$, with $X$ referring to either the defocusing or the focusing half-unit, and I and P corresponding to impair and pair ${ }^{1}$. More detailed information about the properties of the PCs can be found in [87].
To conclude, Figs. 6.41 and 6.42 depict measurements before and after the intervention where the cabling issue was resolved. Consequently, tremendous improvement both on the stability


Figure 6.41. Comparative measurement with the magnetic coils in MU101 before and after the intervention.

[^2]

Figure 6.42. Measurements with BWS54 conducted after the intervention of EPC. Significant improvement of the stability of the transverse splitting is evident.
of the magnetic field and of the horizontal profiles was observed, which allowed to continue the commissioning of the extraction process itself as set forth in Section 6.2.2. Prior to this, benchmarking of PTC and PyORBIT simulation studies with experimental data is presented in the following section, which validated the application of the existing tools. Subsequently, simulations with these codes allowed to understand the effect of the current ripple on the dynamics of the splitting process (see Section 6.2.1.3).

### 6.2.1.2 Benchmarking of simulation codes

The establishment of reproducible conditions for the horizontal splitting was an important milestone to continue the experimental studies with the MTE beam. Furthermore, it allowed to benchmark the results of PTC simulations with measurements conducted with the BWSs. This was essential, as the overall complexity of MTE requires an accurate and predictive model of the accelerator to further advance the understanding of this complex technique and, in particular, to understand the observations analysed in the previous section.
Figure 6.43 depicts the evolution of the horizontal profiles during the splitting process, which is composed of seventy different measurements. For this specific setup of the non-linear elements (see Fig. 6.44), the principal population and separation of the islands occurs within 30 ms after crossing the resonance. Towards the end of the cycle, the rotation of the islands in the phase space, which is required to properly position the beamlets in the extraction region, is obvious. During the entire splitting process, the locations of the five SFPs obtained by simulations are indicated by the coloured markers on top of the measurement results. Only minor discrepancies between measurements and simulations can be observed at the start of the rotation, i.e. around a time of 810 ms : this is due to the fact that the measurement of the MTE beam with a BWS at this moment of the cycle actually takes about 5 ms and, accordingly, a time stamp of 810 ms


(a) Every millisecond, a measurement was performed and the formation of the islands is clearly visible. Comparison with simulations, where the circle represents the core and the triangles the islands, reveals very good agreement.

Figure 6.43. Benchmarking of the position of the fixed points obtained via PTC simulations with measurements conducted with BWS54. The evolution of the transverse splitting along the cycle is shown. In this case, the resonance was crossed at 760 ms and the rotation of the phase space started around 808 ms (white solid line in (a)).


Figure 6.44. Configuration of the dedicated non-linear elements and the horizontal tune on the flat top used for the measurements depicted in Fig. 6.43. The resonance is crossed at 760 ms , which is different from the settings shown in Fig. 6.10.
corresponds to a time frame of $810 \pm 2.5 \mathrm{~ms}$.
Even though the measurements were not performed with statistical significance, as every wire scan could only be carried out once within the available time frame of one hour, the smooth evolution of the data presented in Fig. 6.43 indicates an extremely reproducible splitting process. The agreement between measurements and simulation results validated the ability of the model to forecast the positions of the islands.
The capabilities of PyORBIT were exploited to perform simulations of the full splitting process from resonance crossing until beam extraction. At CERN and elsewhere, this code is normally applied to investigate space charge effects; however, the simulations presented in the following clearly motivate its utility for single particle studies as well.
With the availability of this code, simulation studies taking into account the full 6 D dynamics of the MTE process were conducted for the first time. As presented in Section 6.3.1, the longitudinal dynamics play an important role. This was previously experimentally studied, and the splitting efficiency $\eta_{\text {MTE }}$ was reported to decrease with increasing RF voltage [92]. Therefore, the minimum possible RF voltage is applied during the splitting process (see Fig. 6.11), which reduces the energy spread of the bunches and, thereby, decreases the coupling to the horizontal plane via the chromaticity and the dispersion.
Figure 6.45 depicts the PyORBIT simulation results likewise to the measurements shown in Fig. 6.43. For this and all following PyORBIT simulations presented in this thesis, tracking of 20000 particles was determined as acceptable trade-off between computing time and sufficient particle density for the evaluation of the results. As PTC is the underlying tracking code, the evolution of the positions of the SFPs is in agreement with the experimental data. However, this is not the case for the intensity sharing among the beamlets. The splitting efficiency was found to be as low as $14.6 \%$, which corresponds to experimental results without active transverse intrabunch damper. During operation, the horizontal excitation provided by this element is crucial

(a) Time evolution of the horizontal splitting. As a result of the projection, the islands seem to have vanished after the rotation (see also Fig. 6.46 (d)).

(b) The core of the distribution is more importantly populated compared to experimental results.

Figure 6.45. PyORBIT simulations of the full horizontal splitting process at the location of BWS54. Apart from the different population of the beamlets, the results are in very good agreement with the experimental ones shown in Fig. 6.43.


Figure 6.46. Portraits of the horizontal phase space in SS54 during the splitting process. The rotation towards the end of the cycle is clearly non-adiabatic, causing significant emittance blow-up of the islands.
to achieving equal population of the beamlets. Such a device is currently being implemented into PTC.
The simulated horizontal phase space at several instants of time is displayed in Fig. 6.46. At resonance crossing, no islands are present and the distribution adopts the characteristic square shape. Subsequently, the beam is split and rotated before extraction. Already in Figs. 6.43 and 6.45 it became obvious that this rotation occurs very fast, i.e. within less than 5 ms . Based on the time-dependent simulation results, this process was identified to be extremely non-adiabatic, causing filamentation and hence emittance blow-up for the beam captured in the islands. In addition, a small fraction of particles is lost from the islands and remains trapped between the beamlets. At extraction, these particles will then be intercepted by the septum blade, contributing to the extraction losses. These results triggered the development of a new non-linear optics scheme to improve the rotation by significantly slowing it down and changing the optics functions around the SFPs of the islands (see Section 6.2.3).
The enormous benefit of the MTE scheme over the CT extraction becomes even more evident by looking at Fig. 6.46c. In contrast to the mechanic splitting applied for CT, which contributes extensively to the radioactive activation of a large fraction of the PS ring, the purely magnetic transverse splitting occurs fully loss-less, if performed adiabatically. Only during the rise time of the fast extraction kickers losses are created, but at a defined and well-shielded location (see also Sections 6.1.2.4 and 6.2.4).

### 6.2.1.3 Simulation-based explanation of the oscillation phenomenon

Time-dependent simulation studies The possibility of conducting simulations with timevarying magnet strengths with PyORBIT enables the exploration of the extremely wide MTE parameter space. However, due to the complexity of the PS lattice, this comes at the expense of significant computing time. Using the available 48 core machines to simulate the whole time span from resonance crossing to extraction, which corresponds to approximately 60000 turns, one week of computing time is required. Consequently, the most relevant studies to investigate the dynamics of the MTE process had to be wisely determined, in order to permit an efficient analysis of the problem at hand.
Based on various past simulation studies and, more importantly, on operational experience with the MTE technique, the sensitivity of the process to variations of the horizontal tune is wellknown. This becomes also apparent in Figs. 6.43 and 6.44 , where a variation of $\Delta Q_{x}=5 \times 10^{-3}$ leads to a separation between the core and the islands of about 25 mm . As a rule of thumb, i.e. not considering the dedicated multipoles, a tune change of $1 \times 10^{-3}$ leads to an increase of the islands' distance from the origin by 5 mm . Therefore, any significant modulation of the horizontal tune could influence the splitting process. Experimentally, this was investigated and ruled out as possible explanation of the oscillation phenomenon, as no periodic modulation of
the tune could be observed (see Fig. 6.29). However, it also has to be considered that a precise tune measurement usually requires to measure the beam centroid position during at least 1024 turns, which corresponds to a measurement time of more than 2 ms at $14 \mathrm{GeV} / \mathrm{c}$ in the PS. Accordingly, a modulation of the tune at the switching frequency of the PCs of 5 kHz occurs multiple times during the measurement window, and the concept of considering the tune a static quantity is actually no longer valid.
In order to evaluate the effect of the measured current ripple on the horizontal tune, the working point matrix $M_{\text {PFW }}$ was used in the following way (see also Chapter 3):

$$
M_{\mathrm{PFW}}\left(\begin{array}{c}
\Delta I_{\mathrm{FN}}  \tag{6.14}\\
\Delta I_{\mathrm{FW}} \\
\Delta I_{\mathrm{DN}} \\
\Delta I_{\mathrm{DW}}
\end{array}\right)=\left(\begin{array}{c}
\Delta Q_{x} \\
\Delta Q_{y} \\
\Delta \xi_{x} \\
\Delta \xi_{y}
\end{array}\right),
$$

where the currents of the various PFW circuits $\Delta I_{\mathrm{i}}$ are the input parameters. The measured ripple amplitude of 60 mA on the FW and DW circuits results in the following changes to the parameters:

$$
\begin{align*}
& \boldsymbol{M}_{\mathrm{PFW}}\left(\begin{array}{c}
0 \\
0.06 \\
0 \\
0
\end{array}\right)=\left(\begin{array}{r}
2.85 \\
-1.88 \\
-11.4 \\
5.46
\end{array}\right) \times 10^{-4}  \tag{6.15}\\
& \boldsymbol{M}_{\mathrm{PFW}}\left(\begin{array}{c}
0 \\
0 \\
0 \\
0.06
\end{array}\right)=\left(\begin{array}{r}
-1.63 \\
2.44 \\
-14.6 \\
16.8
\end{array}\right) \times 10^{-4} .
\end{align*}
$$

These values appear to be rather small; however, the various contributions might add up depending on the relative frequency and phase between the different clocks of the two PCs. Therefore, realistic assumptions of the maximum tune-shift caused by the current ripple are in the order of $\Delta Q_{x} \approx 5 \times 10^{-4}$ and $\Delta Q_{y} \approx-4 \times 10^{-4}$, which would translate into a non-negligible 2.5 mm movement of the islands.
As next step, the effect of such a tune ripple on the horizontal splitting process was investigated in detail by modulating the currents of the LEQ in time-dependent simulations. In practice, these circuits are not subject to a ripple at 5 kHz due to the different PC technology [93]; however, the ripple was distributed to these elements as they create a pure quadrupolar effect. The
amplitude of this modulation was determined with the respective tune transfer matrix:

$$
\begin{gather*}
\boldsymbol{M}_{\mathrm{LEQ}}^{-1}\binom{\Delta Q_{x}}{\Delta Q_{y}}=\binom{\Delta I_{\mathrm{F}}}{\Delta I_{\mathrm{D}}}  \tag{6.16}\\
\boldsymbol{M}_{\mathrm{LEQ}}^{-1}\binom{5}{-4} \times 10^{-4}=\binom{9.8}{-4.5} \times 10^{-2} . \tag{6.17}
\end{gather*}
$$

In relative terms, these values correspond to ripple amplitudes $\Delta I_{\mathrm{F}, \mathrm{D}} / I_{\mathrm{F}, \mathrm{D}}$ of $8.5 \%$ and $-4.5 \%$, respectively, based on the currents at resonance crossing ( $I_{\mathrm{F}}=1.16 \mathrm{~A}, I_{\mathrm{D}}=1.00 \mathrm{~A}$ ). For the sake of simplicity, the relative modulation amplitude found for the focusing circuit was also applied to the defocusing one in all simulations shown in the following and any relative ripple amplitude quoted in the text refers to the value of $I_{\mathrm{F}}$. This is justified by the fact that the horizontal dynamics is of fundamental importance to the MTE process. The vertical motion is less critical, as the non-linear coupling between the transverse planes is minimized using the ODN. All additional settings were kept unchanged with respect to those used for the simulations depicted in 6.46. The modulation of the currents at 5 kHz along the cycle is shown in Fig. 6.47. In Fig. 6.48, the effect of a 5 kHz tune ripple at various amplitudes on the horizontal distribution is depicted. The orientation of the shown phase spaces is different with respect to Fig. 6.46, as the simulation data was recorded at the beginning of the simulated lattice, i.e. in SS01. The advantage is twofold: first, the rotation is such that the islands are positioned upright and, secondly, the horizontal $\beta$-function in this section is large, leading to an increased separation between the islands and the core. This allowed to improve the determination of the splitting efficiency, which was done in the following way: particles inside the red boundary shown in


Figure 6.47. 5 kHz modulation applied to the LEQ circuits. The solid black lines correspond to the unperturbed currents and the coloured lines represent a ripple with an amplitude of $10 \%$ of the value at resonance crossing (indicated by the markers). To better visualize the oscillations, a zoom around 760 ms is shown in the bottom right corner.

Fig. 6.48 (a) were considered core particles and the remaining ones were assigned to the islands. The red lines were drawn at $\pm 3.5 \sigma_{\text {core }}$ in $x$ and $x^{\prime}$, based on the core size obtained in the simulations without tune ripple. This definition was applied to compare the different results presented in Figs. 6.48, 6.49 and 6.53.
These simulation results clearly confirm what was expected based on experimental data: a tune ripple, if occurring at sufficiently large amplitude, is capable of preventing a proper splitting

(a) The red boundary ( $\pm 3.5 \sigma_{\text {core }}$ in $x$ and $x^{\prime}$ ) was chosen to contain the core particles. In the absence of any tune ripple, $42.3 \%$ of the particles remain in this region.

(b) For a ripple amplitude of $5 \%$, the core population is slightly increased and reaches $44.4 \%$.

(c) At an even higher ripple amplitude of $10 \%$, which is the same order of magnitude as calculated in Eq. (6.16), the core is populated with $47.2 \%$ of the particles and the island formation is further suppressed.

(d) Comparison of the horizontal projections of the distributions shown in (a) - (c).

Figure 6.48. Horizontal phase space portraits in SS01 for different ripple amplitudes at 5 kHz . The snapshots correspond to a cycle time of 800 ms . In agreement with experimental data, the splitting process is found to be severely affected by a tune ripple.
process. Following this conclusion, Fig. 6.49 depicts the dependency of the trapping efficiencies $\eta_{\text {MTE }}$ and $\eta_{\text {core }}$ on the amplitude and frequency of the ripple. At 5 kHz , the aforementioned increase of the core population for an increased ripple amplitude is visible. One should also remember that the measured spectrum of the $\dot{B}$ did not contain an important component at 2.5 kHz (see Fig. 6.38) and that, after mitigating the 5 kHz issue, proper splitting efficiency was re-established (see Fig. 6.42). Interestingly, this phenomenon is no longer observed if the ripple occurs at 10 kHz . On the other hand, the depopulation of the islands appears to be even more considerable for ripple frequencies of 2.5 kHz . This is insofar disturbing, as 2.5 kHz corresponds to the switching frequency of the PC of the F8L. However, in contrast to the various PFW circuits, only a single PC is required for the F8L. Therefore, the problem of synchronizing the different clocks does not apply and any current ripple on the F8L circuit permanently affects the splitting process in the same way as it is constant in time.
In the case of conventional beam production, where the linear motion is of principal importance, the betatronic frequencies of the particles are considerably higher than several kHz . Considering, however, the betatronic motion around the SFPs in the islands, the situation changes as the oscillation frequencies slow down significantly. Investigations were conducted to determine these so-called secondary frequencies and it was observed that particles close to the islands' centre indeed oscillate at frequencies in the low- kHz regime. The corresponding simulations and analysis are presented on the following pages.


Figure 6.49. Dependency of the splitting efficiencies for the islands (squares) and the core (circles) on the amplitude and the frequency of the ripple.

Static simulation studies to evaluate the secondary frequencies The secondary frequencies of particles in the islands were determined by performing static simulation studies with PTC. At several instants during the splitting process, the locations of the stable and unstable fixed points in the horizontal plane were identified based on particle tracking. The phase space of the islands was then probed by tracking of 20 particles for more than 10000 turns, which was required to provide sufficient resolution for a subsequent frequency analysis. The initial conditions for those particles were determined by spacing the distance between the SFP and the UFP into equal parts. Figure 6.50 illustrates the definition of these initial conditions and shows the increase of the surface of the islands during the MTE process.
To evaluate the secondary frequencies, a stroboscopic analysis is applied to the motion of particles: in case of the fourth order resonance under study, only particle coordinates of every fourth turn are considered. Thereby, the fact that particles move from one island to the next on consecutive turns is suppressed, which allows to study the motion within a single island. This analysis was applied to simulation results performed at five different timings along the cycle, as mentioned and shown in Fig. 6.50 (b). In Fig. 6.51, an example of this type of analysis for two particles is depicted. Close to the SFP, the motion is almost harmonic, which is no longer the case for a particle moving at the border of the island. The motion slows down significantly and almost adopts the shape of a square wave. Hence, a frequency analysis reveals a multitude of peaks for a particle at this amplitude.
The main oscillation frequency of a particle close to the SFP is found to be around 2.5 kHz and the spectrum also contains several higher harmonics. In Fig. 6.52, the frequency analysis for all 20 particles at the various timings is depicted. The resulting amplitude-dependent secondary frequency is shown, where the invariant of motion $\varepsilon_{0}$ for each particle, i.e. its single particle emittance in the horizontal phase space, was determined as measure of the particle amplitude. This was done by numerically computing the surface enclosed by its trajectory applying the Shoelace formula [94]

$$
\begin{equation*}
\varepsilon_{0}=\frac{1}{2}\left|\sum_{i=1}^{n-1} \chi_{i} \chi_{i+1}^{\prime}+\chi_{n} \chi_{1}^{\prime}-\sum_{i=1}^{n-1} \chi_{i+1} \chi_{i}^{\prime}-\chi_{1} \chi_{n}^{\prime}\right| \tag{6.18}
\end{equation*}
$$

where $\chi_{i}$ and $\chi_{i}^{\prime}$ represent the coordinates of the horizontal phase space centred at the SFPs of the islands.
The outcome of this investigation is fully in line with the previously presented findings based on the PyORBIT simulations. Shortly after resonance crossing, the islands are very close to the central SFP and the secondary frequencies of the particles are found to be extremely small, as the most significant peaks returned by the analysis only cover the region up to 500 Hz . With increasing surface and separation of the islands, also the frequencies increase towards larger values. At the end of the splitting process, particles close to the centre of the islands oscillate at 2.5 kHz , but especially also the second harmonic at a frequency of 5 kHz importantly contributes
to the spectrum. So far, only on-momentum particles have been considered. By including particles with non-zero $\delta$, the situation is further modified, as the spectrum represented by the beam broadens.
All these observations lead to the conclusion that the depopulation of the islands in the presence of a low-frequency tune ripple occurs due to an overlap of the external excitation frequency with the natural frequency of motion of the particles during the splitting process. For frequencies below 5 kHz , extremely small population of the islands was observed, which is due to the fact that this overlap of frequencies takes place throughout the whole splitting process. As expected, the interaction between the particles and the external driving force is especially important during the early part of the splitting process, where the island formation takes place. Considering instead a ripple at 10 kHz , the various spectra in Fig. 6.52 show the presence of only little energy at this frequency. Furthermore, an overlap occurs rather towards the end of the splitting process, where the islands have already been properly populated. Therefore, the splitting itself is almost unaffected by such a high-frequency ripple.

(a) Innermost island at 800 ms . The central red dot corresponds to the SFP, while the blue one indicates the location of the UFP. The black dots in-between correspond to the initial conditions for the other 18 particles and were obtained by equally spacing the distance from the centre to the separatrix of the island.

(b) Islands at 765, 770, 780, 790 and 800 ms superimposed. For each time step, the initial conditions of the tracked particles were determined according to (a).

Figure 6.50. Tracking of 20 particles to explore the phase space of the islands and to provide the simulation results to compute the secondary frequencies.

(a) Trajectories in the horizontal phase space for two particles. Only in the close vicinity of the SFP the trajectories are elliptic.

(b) Oscillation of the horizontal positions of the particles shown in (a). To improve visibility, the coordinates were normalized to their respective maximum. Close to the separatrix (red curve), the motion is no longer harmonic.

(c) Frequency spectrum of the particles following the black and red trajectories in (a). The dashed line corresponds to a FFT without window, whereas a Hann window function was applied to the simulation results in the case of the solid lines. The spectrum of the central particle contains frequencies at multiples of 2.5 kHz .

Figure 6.51. Analysis of the particle motion inside an island at a cycle time of 800 ms .


Figure 6.52. Evolution of the secondary frequency for particles inside the islands at various timings along the cycle. The red lines are spaced by 2.5 kHz .

### 6.2.1.4 Proposed measures to further improve the stability of the MTE process

Based on the results presented on the previous pages, the magnetic stability of the various accelerator elements is clearly of crucial importance for the MTE process. Ideally, the frequencies of all PCs operating in switch-mode should be in the order of 10 kHz to reduce any interplay with the natural secondary frequencies of particles inside the islands. However, due to the load represented by certain circuits (such as the F8L), this is technically not always possible. Fortunately, the ripple caused by the PC of the F 8 L appears to be negligibly small and is furthermore constant in time. Therefore, the splitting process is currently not affected by this circuit, but one needs to ensure that this remains valid also in case of future upgrades to the circuit.
The situation was shown to be clearly different for the remaining PCs of the PFW. On the one hand, the feasibility of synchronizing the clocks controlling the switching of the different PCs clearly needs to be investigated. Once implemented, the splitting process would still be affected, but this effect would no longer vary with time. On the other hand, each PC of the PFW actually consists of two modules, and the switching is supposed to occur with a phase difference of $\pi$ to actually cancel the frequency component at 5 kHz and a ripple at 10 kHz should be the only residual. However, even though the 5 kHz ripple was significantly reduced by resolving the cabling error, it has not been fully suppressed (see Fig. 6.41). Therefore, the phase difference between the modules within each PC should be carefully optimized, which will additionally benefit the magnetic stability of the machine.
In order to even further improve the splitting efficiency, the frequencies of the various PCs (especially those of the FW and DW circuit) could be de-tuned within the bounds of possibility. More precisely, one PC could be operated at a frequency $f_{1}$, which is either smaller or higher than the other one, which remains to be controlled at $f_{2}=5 \mathrm{kHz}$. Simulation results, which justify this approach, are depicted in Fig. 6.53. Interference between the ripples of the two circuits leads to the shown beating signal and the overall effective ripple amplitude is reduced. As expected based on the results presented in this section, the splitting efficiency is decreased by going to lower frequencies, i.e. positive values of $f_{\text {beat }}=f_{1}-f_{2}$. Accordingly, the efficiency is improved by programming negative values and a small gain of $\eta_{\text {MTE }}$ on the sub-percent level seems achievable. Obviously, this approach requires careful tuning of the hardware as well as an experimental verification of this proposal.
Lastly, controlling the secondary frequencies in order to keeping them small during the whole splitting process could be imagined. Thus, the overlap of the beam spectrum with that of the PCs would be reduced. However, as the secondary frequencies depend on the size of the islands and their distance from the centre [78], this type of advanced splitting control requires a detailed investigation and optimization of the configuration of the non-linear elements.

(a) Horizontal phase space at 800 ms . A $10 \%$ tune ripple according to the red curve shown in (b) $\left(f_{\text {beat }}=-100 \mathrm{~Hz}\right)$ was applied. Compared to Fig. 6.48 (c), the splitting process is improved.

(b) Interference between two similar frequencies creates the beating signal shown in red. Compared to a pure 5 kHz oscillation, the effective ripple amplitude is reduced.

(c) Dependency of the splitting efficiency on the beating frequency $f_{\text {beat }}$. The case $f_{\text {beat }}=0 \mathrm{~Hz}$ corresponds to that shown in Fig. 6.48 (c). For $f_{\text {beat }}<0$ the splitting process is improved.

Figure 6.53. Effect of a tune ripple composed of two different frequencies on the splitting process. Compared to a purely monochromatic ripple at $5 \mathrm{kHz}, \eta_{\mathrm{MTE}}$ is slightly improved by applying negative beating frequencies.

### 6.2.2 Development of a new extraction bump

The complexity of the MTE technique originates not only from the transverse splitting process, but also from the difficulty of properly extracting the horizontally split beam. The installation of TPS15 further complicated the extraction process, as this device constitutes an aperture restriction for the circulating beam, while, in order to shadow SMH16 during the rise of the extraction kickers, the extracted beam is required to pass on the external side of this passive absorber.
Therefore, a new slow extraction bump was developed and proposed in the TPS15 DR [16], which is very different from the previously used one (see Fig. 6.18). The underlying idea is to approach as closely as possible the two septa in SS15 and SS16. To achieve the necessary additional kick in SS15, it was suggested to use the high energy orbit corrector DHZ05 to open the slow bump already in SS05. The difference between this proposal and the old extraction bump is depicted in Fig. 6.54 (a). This enlarged slow bump clearly has the advantage of increasing the particle amplitude at TPS15; however, it also comes with one significant drawback: during the 6 ms long rise of the extraction bump, which follows the shape of a quarter sine wave, the particle motion is influenced by magnetic feed-down effects created by the non-linear fields of the PFW. This especially affects the positions of the islands, as the sextupolar and octupolar components of the PFW generate a quadrupolar component by feed-down, while higher-order fields cause a minor change of the islands' size and the shape.
Experimentally, the resulting tune-shift was observed to be undesirably strong. This caused the islands to be lost at SMH16, as they were transported to high amplitudes already before the maximum value of the slow bump was achieved. Therefore, a dynamic compensation of the tune during the rise time of the bump, which aims at keeping the distance between the islands and the core constant, was concluded to be inevitable.
Operational experience demonstrated that the tune compensation required by the new enlarged bump is extremely cumbersome to achieve. Any optimization of the bump settings, which has to occur on a regular basis to account for unavoidable drifts of the setup, was found to result in a large movement of the islands, likely to be accompanied by unintentional beam loss.
Therefore, a different concept of determining the tune-shift caused by the feed-down effects was pursued in the framework of this thesis. This was rendered possible on the basis of the gained confidence in the model of the machine, which is a result of the activities presented throughout the previous sections. The new approach consists of computing the lattice parameters for various given configurations using PTC, and subsequent comparison of the obtained values. Considering again the two configurations shown in Fig. 6.54 (a), the respective tune-shifts and changes of linear chromaticity during the rise time of the slow extraction bump are depicted in Fig. 6.54 (b). In agreement with experimental observations, the horizontal tune-shift $\Delta Q_{x}$ during the rise of the bump is found to be positive, which causes the islands to be transported towards higher amplitudes. For the old operational bump a maximum tune-shift of $\Delta Q_{x, \max }=1.9 \times 10^{-3}$ is

(a) Horizontal excursion of a particle at maximum bump amplitude. The dashed lines indicate the positions of TPS15 and SMH16. Some residual oscillation outside the extraction region remains.

(b) Horizontal detuning (squares) and change of linear chromaticity (circles) during the rise time of the bump.

Figure 6.54. Comparison between the old operational slow bump and the one proposed in the TPS15 DR.
obtained, whereas this value is already achieved after 1 ms rise time of the new proposal. To illustrate the resulting movement of the SFPs during these 6 ms before extraction, Fig. 6.55 shows the horizontal phase space in SS55 of the PS. This section of the machine is ideally suited for such an investigation, as the $\beta_{x}$-function is maximum and, as the SFPs are aligned as an upright cross, the external island moves almost purely along the position axis. Considering first

(a) Horizontal phase space. The close-up depicts the movement of the external beamlet.

(b) Change of the horizontal position of the external beamlet.

Figure 6.55. Evolution of the SFPs at the beginning of SS55 during the rise of the slow bump.
the old version of the bump, this outermost beamlet is observed to move by $\Delta x_{\max } \approx 6 \mathrm{~mm}$. Even though this value is non-negligible, it can still be accommodated within the available aperture and hence, even without any tune correction, beam loss is unlikely. Looking at the results using the bump from the TPS15 DR, the situation is drastically different. As already shown in Fig. 6.54 (b), within the first millisecond of the rise of the bump, the additional amplitude exceeds the maximum value of the other bump quoted above. Once the maximum amplitude of the enlarged bump has been reached, the tune-shift has even caused the island to be displaced by $\Delta x_{\max } \approx 22 \mathrm{~mm}$. This does not immediately lead to beam loss in this specific section; however, it significantly reduces the clearance between the beam and the machine aperture and, due to the existence of various aperture restrictions distributed along the ring (see Fig. 6.18, notably the various injection and extraction septa), may cause beam loss elsewhere.
On the other hand, the observed variations of linear chromaticity on the particle distribution are deemed to be much less important. In any case, changes of $\xi_{z}$ in the order of $10^{-2}$ cannot be reproducibly controlled using the PFW, and correspond to the order of magnitude caused by unavoidable shot-to-shot variations.
Furthermore, space charge effects were reported to cause a positive horizontal tune-shift, apparently dominated by the contribution of the image currents, which also influences the positions of the SFPs [80]. For beam intensities of $N_{p}=2 \times 10^{13} \mathrm{p}$, a rather small resulting tune-shift of $\Delta Q_{x}^{\mathrm{SC}}=4 \times 10^{-4}$ was observed. In the absence of any extraction bump, the application of an additional single particle tune-shift was found to be sufficient in order to compensate this space charge induced effect. During the rise of the bump, however, the distance between the beamlets and the vacuum chamber is modified, which will also change the indirect space charge tune-shift. Therefore, the actual total horizontal tune-shift is likely to be larger than presented in Fig. 6.55; a fact, which has to be considered when experimentally implementing the tune compensation. The explanations set forth above substantiate the operational difficulties, which were experienced when trying to identify a proper tune compensation scheme for the enlarged extraction bump. The systematic approach of performing tune measurements at various points during the rise time of the extraction bump suffers from two conflicting disadvantages. To reduce the error of the tune measurement, turn-by-turn data of at least 2 ms (corresponding to 950 turns) should be recorded (see also Section 3.2). However, during this time span, the tune has already changed quite importantly, resulting in the mere measurement of an average tune value. If, on the other hand, the measurement window is sufficiently reduced to more precisely follow the evolution of the tune-shift, the required resolution of $\Delta Q_{x} \approx 10^{-3}$ is no longer achievable.
Therefore, it was decided to consider the tune-shift obtained by simulations as figure of merit for the development of a new slow bump, which has to fulfil the requirements of approaching both TPS15 and SMH16, while minimizing the need for a tune compensation scheme. Based on the results presented in Fig. 6.58, it became clear that natural self-compensation of the tune-shift can be obtained by combining positive and negative bump amplitudes. Thereby, if properly designed, the tune-shift experienced during the first part of the bump is cancelled by the negative
particle excursion in the second part. This approach simplifies the operability of the bump and renders the extraction process more robust, as small variations of the settings only cause minor movement of the positions of the islands.
The subsequently created fast extraction bump is then supposed to send the beamlets to the external sides of both septa. In contrast to the adiabatic rise of the slow bump, which provides sufficient time for the beamlets to follow the movement of the SFPs caused by the experienced tune-shift, the fast kicks represent a discontinuity in time. As the islands remain in the machine only for up to four additional turns, no state of equilibrium will be reached and their resulting movement during this time is negligible.
The different steps to design a completely new extraction bump fulfilling all of the above requirements, which has successfully been operationally deployed in June 2015, are set forth on the following pages.

### 6.2.2.1 Extraction bump using BSW12-20

A simple-minded approach to extracting the MTE beam consists of applying a $\pi$-bump created by the dipole magnets BSW12 and BSW20. In order to determine the required amplitude of the slow bump, the closed orbit of the beamlets prior to the rise of the bump has to be evaluated in the first place. This is indispensable to understand the movement of the islands especially in the extraction region. The respective situation, together with the horizontal phase space at the entrance of SMH16, is shown in Fig. 6.56.
For all considerations regarding the extraction bump the shown horizontal envelopes are computed assuming the same parameters as in Fig. 6.15, which reveals a certain discrepancy when comparing these envelopes to the projections of the beamlets' surfaces obtained via particle tracking over hundreds of turns (see Fig. $6.56(\mathrm{~b})$ ). Due to the non-linear nature of the motion inside the islands and the resulting distorted phase space trajectories, the logical approach of applying the coordinates of the envelopes as initial tracking conditions fails to correctly predict the equivalent surface of the islands. This becomes especially clear when looking at the internal and external islands in Fig. 6.56 (b), where the projection of the trajectory leads to an envelope, which is asymmetric with respect to the position of the fixed point. However, this does not imply a problem, as the envelopes extending to $\Delta x_{\text {env }}= \pm \sqrt{\left(3 \sigma_{x}\right)^{2}+\left(2 \sigma_{s}\right)^{2}}$ represent a conservative estimate of the beam size, especially when considering the beamlet close to the septum blade. Therefore, all assumptions concerning the design of the extraction bump made in the following are based on $\Delta x_{\text {env }}$, which should provide some additional safety margin for the actual operational implementation. It is worth mentioning that in any case, a final experimental optimization of the parameters, while closely monitoring beam loss in the extraction region, is inevitable (see Section 6.2.2.4).
Applying the above considerations, the required amplitude of the slow bump can finally be de-

(a) Orbit of the islands between SS13 and SS18. TPS15 is indicated at its nominal settings of $86 \mathrm{~mm} / 0 \mathrm{mrad}$ and SMH16 at $55.5 \mathrm{~mm} / 3 \mathrm{mrad}$ (see also Fig. 6.57).

(b) Phase space at the entrance of SMH16. The surfaces of the islands are based on PTC tracking results and the resulting horizontal envelope of the external island is asymmetric with respect to the position of the SFP.

Figure 6.56. Horizontal closed orbit of the islands after their final rotation has taken place. The maximum aperture requirements are in the order of 80 mm .


Figure 6.57. Schematic drawing of SMH16. Both elements of the septum are rotated as one rigid unit around the point of rotation indicated by the white circle, which is located 624 mm downstream of the device entrance [95]. Any setting quoted in the text actually describes the distance of the blade from the ideal orbit, measured at the longitudinal position of the rotating point. If the septum is inclined at a positive angle, the clearance between the entrance of the device and the circulating beam is further reduced.
termined. At maximum amplitude, the external island is supposed to closely approach SMH16, without actually provoking beam loss on the septum blade. Considering again the results of the closed orbit simulations depicted in Fig. 6.56 (a), the particle amplitude needs to be increased by 20.5 mm at the entrance of SMH16. This is easily achievable by powering BSW12 and BSW20 at 243.20 A. The resulting slow bump for a central particle is shown in Fig. 6.58. A certain leakage outside the extraction region is unavoidable, as the phase advance between BSW12 and BSW20 is short of $\pi$ by $2 \%$. Given the optics of the machine, the particle amplitude is obviously higher in SS15 than in SS16. The corresponding beam envelopes and the phase space portrait at SMH16 are shown in Fig. 6.59. Using this setup, the beam is correctly positioned at SMH16;


Figure 6.58. Slow bump between SS12 and SS20.

(a) Beam envelopes between SS13 and SS18. With this bump, TPS15 cannot be closely approached.

(b) At SMH16, the beamlets are correctly positioned in the horizontal phase space.

Figure 6.59. Orbit of the islands at maximum amplitude of the slow bump. The tune-shift was corrected to again achieve $Q_{x}=6.255$.
however, the resulting distance to TPS15 is rather large and amounts to 17 mm . Furthermore, this kind of slow bump causes only a positive excursion of the circulating beam and, therefore, no natural self-compensation of the induced tune-shift, as it is the case for the black curve in Fig. 6.54, is observed. Instead, the horizontal tune is modified by $\Delta Q_{x}=5 \times 10^{-3}$, leading up to 15 mm displacement of the external island in an odd section with large $\beta_{x}-$ function and requiring compensation.
In order to actually extract the beam from the machine, the five-turn long fast bump created by
the kickers KFA13 and KFA21 has to be activated. This leads to an additional deflection on top of the excursion caused by the slow bump and the combined extraction bump, applying 50 kV to each of the kickers, is depicted in Fig. 6.60. The beamlets' envelopes and the phase space portraits at the septa are then shown in Fig. 6.61. It is immediately obvious that these settings do not allow to send the beam to the external side of TPS15, which is caused by the insufficient amplitude of the slow bump at this location. Even though the beam could be extracted, TPS15 cannot provide shadowing of SMH16 using this configuration. In addition, another aperture bottleneck is created as the horizontal position in SS17 becomes extremely large.
In summary, the considerations presented in this section lead to the understanding that a simple $\pi$-bump fails to comply with the requirements to properly extract the MTE beam. This conclusion is based on the necessary tune compensation on one hand, but, more importantly, on the fact that a bump created by BSW12 and BSW20 provides insufficient amplitude to send the beamlets to the other side of TPS15. Therefore, a different slow bump, which accounts for these shortcomings, is presented in the following section.

### 6.2.2.2 Extraction bump using BSW12-20 and BSW14-22

In order to set up a proper extraction scheme for the MTE beam, the slow bump explained on the previous pages requires significant improvement. This especially consists of increasing the amplitude at TPS15 without changing it at SMH16. A total of four dipole magnets, i.e. BSW12, 14, 20 and 22, are available to shape the slow bump, and with these elements one can actually superpose two independent $\pi$-bumps, as also BSW14 and BSW22 are separated by a phase advance of almost $\pi$. To simplify further investigations, a single strength value was assigned to each pair of dipole magnets. Therefore, the notation B12 and B14 will be used in the following to describe the bumps BSW12-BSW20 and BSW14-BSW22, respectively.
Having identified the important elements to continue the development of the extraction bump, the model was used to determine the $2 \times 2$ orbit response matrix (ORM) $\mathbf{M}_{\mathrm{ORM}}$, which describes the response of the orbit $\Delta x_{i}$ at the locations of TPS15 and SMH16 to an excitation with B12 and B14 at a certain current $\Delta I_{j}$ :

$$
\begin{equation*}
\binom{\Delta x_{\mathrm{TPS} 15}}{\Delta x_{\mathrm{SMH} 16}}=\mathbf{M}_{\mathrm{ORM}}\binom{\Delta I_{\mathrm{B} 12}}{\Delta I_{\mathrm{B} 14}} . \tag{6.19}
\end{equation*}
$$

The matrix elements were determined to be

$$
\mathbf{M}_{\mathrm{ORM}}=\left(\begin{array}{ll}
m_{\mathrm{BI}}^{\mathrm{TP} 15} & m_{\mathrm{B} 14}^{\mathrm{TPS} 15}  \tag{6.20}\\
m_{\mathrm{B} 12}^{\mathrm{SM11}} & m_{\mathrm{B} 14}^{\mathrm{SMH16}}
\end{array}\right)=\left(\begin{array}{ll}
0.1060 & 0.0366 \\
0.0852 & 0.0572
\end{array}\right)
$$

in simulations, with the unit of $m_{j}^{i}$ being $\mathrm{mm} / \mathrm{A}$.
The inverse of this matrix can then be applied to compute the required currents to push the


Figure 6.60. Summation of the slow and the fast extraction bump. The dashed lines indicate the positions of TPS15 and SMH16.


Figure 6.61. Trajectories of the islands and phase space portraits during the first turn after firing the extraction kickers.
bump amplitude either at TPS15 or at SMH16:

$$
\begin{equation*}
\mathbf{M}_{\mathrm{ORM}}^{-1}\binom{\Delta x_{\mathrm{TPS} 15}}{\Delta x_{\mathrm{SMH} 16}}=\binom{\Delta I_{\mathrm{B} 12}}{\Delta I_{\mathrm{B} 14}}, \tag{6.21}
\end{equation*}
$$

with the actual values being

$$
\begin{equation*}
\mathbf{M}_{\mathrm{ORM}}^{-1}\binom{1 \mathrm{~mm}}{0 \mathrm{~mm}}=\binom{19.41 \mathrm{~A}}{-28.91 \mathrm{~A}} \tag{6.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}_{\mathrm{ORM}}^{-1}\binom{0 \mathrm{~mm}}{1 \mathrm{~mm}}=\binom{-12.42 \mathrm{~A}}{35.98 \mathrm{~A}} \tag{6.23}
\end{equation*}
$$

In Fig. 6.62, the orbit response to an excitation at the currents mentioned in Eq. (6.22) is depicted. By construction, the orbit at SMH16 remains at 0 mm , while the amplitude at TPS15 reaches 1 mm . Moreover, an important negative peak at the beginning of MU19 appears, creating an additional aperture restriction at this location. However, this negative excursion also comes with the advantage of a negative tune-shift $\Delta Q_{x}=-2.3 \times 10^{-4}$. Therefore, applying B12 using the settings presented in the previous section in combination with increasing the amplitude in SS15 according to Eq. (6.22) leads to an overall reduction of the tune-shift, which improves the operability of the extraction bump.
A first iteration using B12 and B14 to approach TPS15 is presented in Fig. 6.63. The results shown in Fig. 6.59 indicate 40 mm of available aperture in MU19, which, considering 2 mm of safety margin, allows to increase the bump amplitude at TPS15 by the required 17 mm .


Figure 6.62. Simulated orbit response to an excitation with B12 and B14 according to Eq. (6.22). The dashed lines indicate the positions of TPS15 and SMH16 and the amplitude at the former septum is increased by 1 mm without any modification at the latter one.

Considering the phase space portrait, it becomes clear that, due to the peculiar shape of the islands, the actual distance to the septa is larger than suggested by the envelope, which provides some additional safety margin. Overall, this slow bump causes a reduction of the horizontal tune by $\Delta Q_{x}=-4 \times 10^{-4}$, as the large negative amplitude in MU19 leads to a self-compensation of the tune-shift due to the feed-down effects. Therefore, the islands' distance from the core is slightly reduced at maximum bump amplitude and only minor tune correction is required to account for this effect.
Further optimization of the extraction bump is required to minimize beam loss during the fast bump. Therefore, sufficient separation between the extracted and the circulating beam has to be provided, which can be achieved by acting on the slow bump and the horizontal tune at the same time. To retain the external islands' position while increasing its distance from the core, the amplitude of the bump can be reduced by multiplying both B12 and B14 with a factor between zero and one, whereas $Q_{x}$ requires an increase. Especially the operational implementation of this approach is an iterative process, as the various BLMs in the extraction region have to be precisely monitored to avoid any beam loss at the different aperture restrictions during the slow bump.
Such an additional iteration is depicted in Fig. 6.64, where the bump amplitude was reduced by $20 \%$ to $I_{\mathrm{B} 12}=458.21 \mathrm{~A}$ and $I_{\mathrm{B} 14}=-420.70 \mathrm{~A}$ and the horizontal tune was increased to 0.257 . By doing so, the position of the external beamlet remains unmodified with respect to the septa, but increased separation between the green and the blue islands is obtained. This provides additional space to position the septa in-between these beamlets when firing the extraction


Figure 6.63. Slow bump using B 12 and B 14 at 572.79 A and -525.87 A , respectively. The maximum achievable amplitude at TPS15 is constrained by the aperture in MU19.

KFAs, especially in SS16.
Lastly, Figs. 6.65-6.67 depict the actual extraction of the beamlets after activation of the fast kickers KFA13, KFA21 and, during the last turn, KFA71. As foreseen, the modified bump explained in this section is capable of sending the beam to the external side of TPS15. However, as visualized in the corresponding phase space portraits in Fig. 6.66, this is only achievable by further inserting TPS15 from its nominal position of 86 mm to the minimum of 80.5 mm .
As mentioned in the introduction to this chapter, the optics functions of all four extracted islands are in agreement. However, the DFA242 and the DFA254 in TT2 need to be used to correct the turn-by-turn variations of their trajectories, which are in the order of 1 mm . During the last turn, the core of the MTE beam is then extracted by pulsing KFA71. By definition, the extraction conditions of the core are different than those of the islands and, therefore, KFA04 can be additionally used to match angle and position of the core to the values of the islands. This requires again an operational optimization process, as the beam positions have to be measured at TPS15 as well as in the downstream transfer line.
In all presented considerations, the finite momentum spread of the beam has not been taken into account. This approach is justified as the spread is kept small by minimizing the RF voltage before the final debunching, and by the fact that a correction of the islands' positions can be achieved by slightly trimming the horizontal tune.
In conclusion, it is worth mentioning that, prior to the successful experimental verification of the proposed extraction scheme, a major hardware intervention was required, as the unipolar PC of BSW14 had previously only provided positive current. Therefore, this device had to be replaced by a bipolar spare PC, which allowed to test this extraction bump without perturbing the other users. Before discussing experimental results, the important role of the closed orbit in


Figure 6.64. Result of applying a reduction factor of 0.8 to the currents of B12 and B14 mentioned in Fig. 6.63, while increasing the tune to $Q_{x}=0.257$. This provides additional separation between the core and the islands.


Figure 6.65. Trajectories of the beamlets during the first four turns of the fast bump. The core (plotted in grey) remains in the machine for an additional turn.


Figure 6.66. Fast bump sending the beamlets to the external sides of the extraction septa.

(a) The large oscillation towards the end of the machine is due to the additional kick by KFA71, which finally extracts the remaining part of the beam from the machine.

(b) Close-up of the region SS01-SS20 showing how the additional kick sends the core to the other side of the septa.

Figure 6.67. Trajectory of the core during the last two turns of the fast bump.
the whole extraction process is briefly explained in the next section.

### 6.2.2.3 Importance of the closed orbit

The design of the extraction bump can be further improved by incorporating the actual closed orbit into the model. A corresponding measurement is depicted in Fig. 6.68 (a), which reveals a significant problem in the extraction region. The alignment of the MUs and the intrinsic magnetic errors lead to a rather large RMS value of the horizontal orbit of $x_{\mathrm{RMS}}=3.1 \mathrm{~mm}$ and, more importantly, a negative excursion of $x \approx-10 \mathrm{~mm}$ at the location of TPS15. This is obviously undesired, as the extraction process is already largely constrained assuming ideal conditions. Therefore, an orbit correction scheme was indispensable, but this approach comes with an additional disadvantage: only three correctors (DHZ05, DHZ18 and DHZ60) are available to shape the orbit at high energy. To nevertheless achieve proper orbit correction at least around the extraction region, an online application available in the control room was used [96]. At first, an ORM using the three correctors was established and in several subsequent iterations the orbit was flattened in the extraction region. The resulting closed orbit is shown in Fig. 6.68 (b), where it becomes apparent that, due to the small number of correctors, the correction around SS15 occurs at the expense of the RMS orbit, which increases to $x_{\mathrm{RMS}}=3.9 \mathrm{~mm}$.
Figure 6.68 furthermore shows the modelled closed orbit, which is achieved by introducing a dipolar kick at the centre of each MU. The kick strengths were determined with the singular
value decomposition (SVD)-based closed orbit correction algorithm of MAD-X, using the position measurements at the locations of the 43 PUs as input. Even though the simulation results might not be unique solutions, they are deemed to be sufficient to improve the extraction bump proposed in the previous section.
Another fact that has to be considered when incorporating such a closed orbit into the simulations, is the tune-shift caused by feed-down effects. Previously only discussed for the extraction bump itself, the tune-shift becomes also important for a non-zero closed orbit. Figure 6.69 shows a comparison between the initial, the corrected and zero closed orbit. In order to keep a horizontal tune of $Q_{x}=6.255$ also in the presence of a non-zero closed orbit, the LEQ have to be adjusted to account for the tune-shift and to establish simulation conditions, which closely represent the reality.
The envelopes of the islands using the corrected closed orbit are shown in Fig. 6.70. The large excursions of the orbit especially in SS03 and towards the end of the ring constitute an additional complication for the extraction process. Using the same approach as set forth in the previous section, the maximum amplitude of the slow bump for a tune of $Q_{x}=6.255$ is determined by the aperture bottleneck in MU19, and the respective currents were found to be 497 A for B12 and -510 A for B14. However, to increase the separation between the beamlets an improved setting was obtained by reducing these values by $20 \%$ and increasing $Q_{x}$ to 6.257 . The resulting trajectories during the fast bump (using 65 kV for KFA13 and KFA21) are also depicted in Fig. 6.70. Overall, the space constraints are rather demanding and only little space between the


Figure 6.68. Comparison between the closed orbit before and after correction. The markers and the error bars represent an average value of twenty consecutive measurements and their standard deviation, respectively, and the solid lines are PTC simulation results. The straight dashed line indicates the position of TPS15.


Figure 6.69. Feed-down effects modify the horizontal tune in the presence of a non-zero closed orbit. The black and red curves correspond to those shown in Fig. 6.68.
beamlets at SMH16 is achievable. Furthermore, the horizontal position of the external island slightly reduces during the four turns, causing the envelope to touch both septa during the last turn. However, no correctors are available, which could account for that fact on this short time scale.
In a final step, the settings of the extraction septa to shadow SMH16 during the rise time of the fast kickers have to be determined. Based on the considerations presented on the previous pages, it has become clear that TPS15 needs to be inserted as much as possible, i.e. to 80.5 mm . The resulting shadowing configuration, which is achieved when a particle that would otherwise centrally impinge on SMH16, is actually absorbed by TPS15, is shown in Fig. 6.71. According to the simulation results, the position of SMH16 has to be slightly increased to 56 mm (keeping the angle of 3 mrad ) to fulfil the shadowing criteria.
Following the considerations presented in this section, it was possible, after some experimental fine tuning, to properly extract the MTE beam and the corresponding experimental results are summarized in the following section.

### 6.2.2.4 Experimental results

After the installation of the bipolar PC for BSW14, the newly developed setup of the extraction bump could be experimentally tested. First, a low-intensity beam was used to verify the setup and avoid unnecessary high beam loss during this initial phase. The settings of the slow bump were programmed according to Fig. 6.68 (b) and an intensity measurement as well as the slow BLM signals are depicted in Fig. 6.72. If properly tuned, the whole MTE process occurs completely loss-free until the activation of the fast extraction bump during the last five turns. However, the BLM signals in SS16 and SS19 started to already increase about 1 ms prior to

(a) Envelopes around the closed orbit after correction.

(c) Extraction of the first island. Shown are SS14-SS17.

(e) Extraction of the third island.
(b) Slow bump using B12 and B14 at $80 \%$ of 497 A and -510 A, respectively.

(d) Extraction of the second island.

(f) Extraction of the fourth island.

Figure 6.70. Closed orbit, slow and fast bump applying the orbit correction shown in Fig. $6.68(\mathrm{~b})$. To improve the clearance between the beamlets at SMH16, the amplitude of the slow bump mentioned in the text was reduced by $20 \%$, while the tune was increased to $Q_{x}=6.257$.


Figure 6.71. With TPS15 at $80.5 \mathrm{~mm} / 0 \mathrm{mrad}$, the simulations suggest to move SMH16 to $56 \mathrm{~mm} / 3 \mathrm{mrad}$ to provide shadowing.

(a) BCT measurement at the end of the cycle. The intensity used during this test was more than ten times smaller than the operational requirement.

Figure 6.72. Low-intensity test to verify the feasibility of the new extraction bump.
extraction, i.e. before the slow bump had reached its maximum. This could have been corrected by reducing the maximum amplitude of the slow bump, but was considered of marginal importance at this time, as the main aim was to proof the extraction principle. The subsequent increase of BLM15 and BLM16 is however unavoidable and, especially in SS15, also intended. Main beam loss is expected to occur in this well-shielded region, which is in line with the shown saturated BLM signal. Once shadowing conditions have been established, the losses in SS16 will be further reduced.
The only way to verify whether the islands are actually sent to the external side of TPS15 by


Figure 6.73. Measurements with the screen of TPS15.
the fast bump, is based on an observation system using a radiation resistant camera, a 90 degree mirror and an aluminium screen. The screen can be moved into the beam and the light created by the impact of the beam allows to reconstruct the transverse dimensions [16]. For two different positions of TPS15, measurements with this system are depicted in Fig. 6.73. As indicated by the simulations, positioning TPS15 at 86 mm provided insufficient aperture to properly extract the islands. The recorded screen image shows that a substantial fraction of the beam had been absorbed by the septum blade, leading to the remaining triangular distribution. Subsequent insertion of the blade to its minimum position provided sufficient space to correctly send the beam to the extraction channel. The respective measurement moreover shows the significantly different optics between the islands and the core. As $80 \%$ of the beam is captured in the islands, if the horizontal splitting has occurred within specifications, the optics matching to the downstream transfer line TT2 is based on the optics of these four beamlets. A certain optics mismatch is tolerated for the core, as it only contains the remaining $20 \%$ of the particles [97]. After this initial test phase the beam intensity was gradually increased, and the settings of the non-linear elements were modified to improve the adiabaticity of the splitting process. Crossing the resonance was brought forward by 40 ms compared to the settings shown in Fig. 6.44, and the arrival of the currents to their final values was rounded off to improve the rotation taking place in the horizontal phase space prior to extraction. Furthermore, it was understood and corrected that the magnets ONO39 and ONO55 were saturating at maximum current [98] (see Fig. 6.74).
These improvements provided the foundation for a first comparison between MTE and CT.

Looking at the pattern of beam loss along the PS ring shown in Fig. 6.75, the number of hot spots is reduced to a single one around SMH16. It is noteworthy that TPS15 had to be retracted to its parking position ( 120 mm ) , as it would have otherwise caused unacceptably high loss for the other operational beams. This issue was overcome at a later stage, when also the extraction schemes for the other users were redesigned [99]. By comparing losses for MTE to the CT case (see also Fig. 6.4), the benefit of extracting high-intensity beams using the MTE technique becomes immediately obvious. Instead of multiple saturated BLM signals in the CT case, only BLM16 (and occasionally BLM17) are found to saturate for MTE. As shown in Sec. 6.2.3, losses in SS17 could be reduced by improving the horizontal splitting in order to decrease the number of particles trapped between the islands and the core. These intermediate particles experience a certain deflection at SMH16 and are subsequently lost in SS17. Therefore, only BLM15 and possibly also BLM16 are expected to be saturated, once TPS15 is eventually aligned to shadow SMH16.
The mitigation of the effect of the PC ripple on the splitting process together with the new extraction bump allowed for the first time to continuously extract the MTE beam according to specification over an extended period of time, constituting a major milestone for the project. However, a comparison between the MTE and CT performances, where the data sets represent about 2.5 hours of statistics, showed that, even for significantly lower MTE intensity, the CT extraction efficiency was about $3 \%$ higher and fluctuating much less (see Fig. 6.76). This was rather unexpected, especially as TPS15 was kept at 120 mm to not perturb the CT extraction. These observations together with the emittance blow-up during the final rotation, which was observed in simulations (see Fig. 6.46 (d)), and the fact that the large negative horizontal angle of the external island at SMH16 (see e.g. Fig. $6.66(\mathrm{~b})$ ) reduces the clearance between the beam and the septum blade during the fast bump, triggered further investigations to improve the


Figure 6.74. Configuration of the dedicated non-linear elements and the horizontal tune on the flat top used for the measurements depicted in Figs. 6.75 and 6.76. Resonance crossing and extraction are indicated by the dashed lines, while the dash-dotted lines correspond to the saturated octupole settings.


Figure 6.75. Measured beam loss on the MTE cycle in the PS $\left(N_{p}=1.45 \times 10^{13}\right.$ just before extraction).

(a) MTE was extracted with $16 \%$ less intensity on average.

(b) Despite the higher intensity, the CT extraction efficiency was significantly better.

Figure 6.76. Comparison between MTE and CT in terms of extracted intensity (measured with BCT372 in TT2) and extraction efficiency recorded on 3 July 2015. The mean values and standard deviations over the 250 measurements are mentioned in the legends. The measurements took place with TPS15 in parking position.

MTE process. These additional steps are presented in the following.

### 6.2.3 Optimization of the rotation of the islands

After successfully splitting the beam in the horizontal phase space, the positions of the beamlets have to be rotated in order to prepare the MTE beam for extraction in SS16. Following the remarks in Section 6.2.1.2 and given the operational settings of the multipoles, this rotation process was observed to occur very quickly and, therefore, non-adiabatically. Eventually, this results in filamentation and emittance blow-up, as the particles captured inside the islands are not able to follow the rapid movement of the SFPs.

A first improvement of this situation consisted of rounding off the arrival of the multipole functions to their extraction values (see Fig. 6.77). Figure 6.78 confronts time-dependent simulation results with and without the application of this smoothing. Using the setup shown in Fig. 6.77, the whole rotation process takes only about 5 ms . During this time, the islands experience not only the rotation, but also a certain elongation. Furthermore, a small fraction of particles is expelled from the islands and remains trapped in-between the islands and the core. This is unfavourable for the subsequent extraction process, as these particles are lost during the rise of the fast bump, which reduces the overall extraction efficiency and increases the activation of the extraction region. In Fig. 6.78 (e) the horizontal phase space at the end of a rotation without any smoothing is demonstrated. The filamentation inside the islands is still ongoing at the chosen point in time, but the emittance increase with respect to Fig. 6.78 (d) is already clearly visible.
In Fig. 6.79, static simulation results of the horizontal phase space of the external island at SMH16 are illustrated during the time span of the rotation (indicated by the grey band in Fig. 6.77). At a timing of 809 ms , the beamlet is found to be perfectly positioned and reduced


Figure 6.77. Improved setting of the octupoles by rounding off their arrival to the extraction values. The sextupole currents remained unmodified with respect to Fig. 6.74. The rotation occurs during the time indicated by the grey area and the dashed blue line corresponds to the optimum rotation angle at SMH16 (see also Fig. 6.79). The dashed red line illustrates the settings at 802 ms .


(c) Horizontal phase space at 809 ms .

(d) Horizontal phase space at 812 ms .

(e) Horizontal phase space at 810 ms .

Figure 6.78. Time-dependent simulation results showing several snapshots during the final rotation. (a)-(d) correspond to the case with smoothing, while (e) corresponds to that without. Especially the benefit of rounding off the arrival of the octupole functions to their extraction values is visible, as the islands' emittances are better preserved and less particles are trapped between the islands and the core.
in size. If the rotation occurred adiabatically and could be frozen at this instant, minimum extraction losses would be expected for such a configuration. This is based on the fact that for an adiabatic rotation, no particles remain in-between the islands and the core and, furthermore, the clearance between the beam and the extraction septum is increased by reducing the beamlets' sizes. Even though the islands' phase space topology is rather distorted, the $\beta_{x}$-function is a representative measure of the beam size in the close vicinity of the SFP. Its behaviour for the external island is shown in Fig. 6.79 (d), and the rotation is found to be accompanied by a kind of discontinuity in the function.

The presented results led to the understanding that (i) the rotation has to occur significantly

(a) Initially, the island experiences a squeeze.

(c) At the end of the rotation, the beamlet increases again in size.

(b) The main part of the rotation occurs within these 2 ms .

(d) Evolution of the $\beta_{x}$-function. The coloured markers correspond to the situations in (a)-(c).

Figure 6.79. Behaviour of the external island at the entrance to SMH16 during the final rotation (settings according to Fig. 6.77). As indicated by the time-dependent simulation results, the island is actually squeezed and rotated. To reduce losses at SMH16, the optimum position of this beamlet would correspond to the situation at 809 ms .
slower to preserve the splitting efficiency $\eta_{\mathrm{MTE}}$, and (ii) the surface of the islands can be reduced by properly choosing the multipolar configuration. Nevertheless, it has to be considered that the reduction of the surface is always accompanied by a certain probability of de-trapping. In a first step, it was decided to separate the splitting process from the rotation by choosing the final currents of the octupolar functions at values, which completely avoid the phase space rotation. The resulting configuration, which corresponds to the settings at 802 ms (indicated by the red dashed line in Fig. 6.77), applies the following currents:

$$
\begin{equation*}
I_{\mathrm{ONO} 39}=22.3 \mathrm{~A}, \quad I_{\mathrm{ONO} 55}=82.1 \mathrm{~A}, \quad I_{\mathrm{XNO} 39}=110 \mathrm{~A}, \quad I_{\mathrm{XNO} 55}=70 \mathrm{~A}, \quad I_{\mathrm{ODN}}=-43.9 \mathrm{~A} \tag{6.24}
\end{equation*}
$$

Secondly, it was desired to use only one out of the four ONOs and XNOs to perform an adiabatic rotation in a simple and controlled way. Therefore, simulations were performed to investigate the susceptibility of the positions of the SFPs to changes of the settings of these elements.
In Fig. 6.80, the response of the SFPs at TPS15 and SMH16 to variations of $I_{\text {XNO55 }}$ are demonstrated. To provide proper extraction conditions, $x_{\text {SMH16 }}^{\prime} \approx 0 \mathrm{mrad}$ is sought for the outermost island, which can be achieved for a setting of $I_{\text {XNO55 }}=160 \mathrm{~A}$. Additional simulations showed that such a configuration is also achievable by using ONO55 (see Fig. 6.81). Regarding the evolution of the $\beta_{x}$-functions during both scans (shown in Fig. 6.82), a similarity to Fig. 6.79 (d) is observed: close to the optimum settings, $\beta_{x}$ experiences a significant jump, which can be exploited to reduce the island's size. Comparison of both scans additionally revealed that using ONO55 increases the particle amplitude more significantly. Therefore, it was chosen to perform the adiabatic rotation with XNO 55 , and to achieve the required final separation of the beamlets by carefully adjusting the horizontal tune. Scans with the remaining elements XNO39 and ONO39 were also conducted and revealed similar movement of the islands, but are not shown here for the sake of brevity.
In Fig. 6.83, the multipole settings to optimize the final rotation are depicted. As previously explained, the currents of ONO39 and ONO55 are kept constant from 802 ms onwards. Additionally, the strength of XNO55 is slowly increased until it reaches the required 160 A . The corresponding time-dependent simulation results are presented in Fig. 6.84 and the islands are shown to slowly adapt to the new configuration. Thereby, they are elongated and the external one is reduced in horizontal size, which provides additional margin for the proper extraction process.

Finally, the setup of the extraction bumps had to be verified using these new multipole currents. As discussed in the previous sections, the maximum slow bump amplitude is constrained by the available aperture in MU19 and, as shown by the phase space portraits in Fig. 6.85, the tune can be increased up to $Q_{x}=6.262$ in order to achieve maximum separation of the beamlets. It has to be noted that the amplitude excursion due to the slow bump does not only generate a quadrupolar feed-down, but includes also higher-order effects. This becomes especially visible


Figure 6.80. Dependency of the SFP of the external island on the strength of XNO55. The stars indicate the initial positions according to Eq. (6.24) and the tune was kept at $Q_{x}=6.255$ for all cases.


Figure 6.81. Dependency of the SFP of the external island on the strength of ONO55. The stars indicate the initial positions according to Eq. (6.24) and the tune was kept at $Q_{x}=6.255$ for all cases.


Figure 6.82. Variation of the $\beta_{x}$-functions during the scans with XNO55 and ONO55. The stars indicate the initial values according to Eq. (6.24).


Figure 6.83. Multipole settings used to perform an adiabatic rotation with XNO55. The rampdown of the octupoles is stopped at 802 ms (red dashed line), and XNO55 starts to increase at the same time. To achieve proper final separation of the islands, the tune is increased to $Q_{x}=0.262$. All functions are kept constant after 820 ms . XNO39 remains unmodified at 110 A during the whole process.


Figure 6.84. Phase space portraits in SS01 during an adiabatically performed rotation. The applied settings correspond almost to those of Fig. 6.83, with the final tune being only $Q_{x}=6.255$ instead of 6.262.


Figure 6.85. Phase space portraits at the maximum slow bump amplitude, applying $Q_{x}=6.262, I_{\mathrm{B} 12}=497 \mathrm{~A}$ and $I_{\mathrm{B} 14}=-510 \mathrm{~A}$.
when comparing the position of the external island at SMH16 in Figs. 6.80 and 6.85, as the SFP appears even further rotated in the latter one. Overall, this setup allows to position the beamlets in a very similar way as it was obtained in Sections 6.2.2.2 and 6.2.2.3. The subsequent activation of the fast extraction kickers KFA13 and KFA21 then sends the beam to the external sides of TPS15 and SMH16 as intended. In Fig. 6.86 the second beneficial effect of the presented approach, besides the adiabatic rotation, is illustrated: the compression of the islands provides additional clearance between the beam and the blades of the septa and only particles in the tails of the island's distribution are likely to be absorbed. Moreover, the value of the dispersion function of the external island at SMH16 is significantly reduced from $D_{x}=4.52 \mathrm{~m}$ to $D_{x}=0.11 \mathrm{~m}$, which is another justification for not considering the dispersive contribution during the design of this extraction bump. Therefore, the combination of the adiabatic rotation, which significantly reduces the number of particles captured between the islands and the core, and the small beam size at extraction, is expected to further increase the efficiency of the MTE process.


Figure 6.86. Fast extraction bump using KFA13 and KFA21 at 60 kV .


Figure 6.87. Experimental verification of the beneficial impact of the adiabatic rotation on the extraction efficiency.

The multipole settings proposed in this section were experimentally implemented and an the expected gain in extraction efficiency was indeed observed. Figure 6.87 presents the corresponding measured results, which show an improvement of about $4 \%$ with respect to the values mentioned in Fig. 6.76.
However, it should be remembered that the dedicated sextupoles in SS39 and SS55 are applied for chromaticity correction. For the case under discussion, the horizontal chromaticity becomes actually slightly negative by increasing XNO55 to 160 A , which is obviously undesired as MTE operation takes place above the transition energy. For the intensities, which are presently being operationally used, however, no instabilities have been observed. One the one hand, this is based on the fact that the whole process of rotating the phase space takes place only 6 ms prior to debunching and 15 ms prior to extraction, which restricts the available time for an instability to develop. On the other hand, the intensity per beamlet is rather small due to the transverse splitting.
The final step pursued in the framework of this thesis to further increase the extraction efficiency, i.e. positioning SMH16 in the shadow of TPS15, is presented in the next section.

### 6.2.4 Shadowing

The last objective in order to make MTE an operational replacement of CT was the establishment of shadowing conditions. One should recall that TPS15 was installed to reduce the activation of SMH16 by relocating the losses from SS16 to the well-shielded SS15. As set forth throughout Section 6.2.2, the position and angle of TPS15 had to be fixed to the values of 80.5 mm and 0 mrad , respectively, in order to provide sufficient separation between the beam and the septum blade during the extraction process. Therefore, the only remaining degrees of freedom corresponded to the position and angle of SMH16 and a fine scan of these parameters was experimentally conducted to determine the settings, which position SMH16 in the shadow of TPS15 and, therefore, minimize beam loss in SS16.
The essential component of the applied measurement procedure is the fast BLM16, which allows to resolve beam loss on a time scale shorter than one turn. Hence, losses occurring during the extraction of the islands can be distinguished from those created during the final turn. In Fig. 6.88 a typical beam loss pattern during the last five turns, corresponding to $10.5 \mu \mathrm{~s}$, is shown. The first peak is proportional to losses occurring during the rise time of KFA13 and KFA21 (360 ns between $10-90 \%$ of the maximum strength), while the second, smaller, peak describes beam loss caused by the rise of KFA71 ( 70 ns between $10-90 \%$ of the maximum strength) [16]. To evaluate the shadowing efficiency, the sum of the amplitudes of both peaks was considered as figure of merit and the dependency of this value on the position (Fig. 6.88) and angle (Fig. 6.89) of SMH16 was investigated. For an angle of 0 mrad , beam loss was observed to be a quadratic function of the position, with a minimum located at 58.65 mm . The losses measured at this position corresponded to a reduction by about a factor three compared to the value obtained for the settings of TPS15 and SMH16, which were considered operational at the time these measurements were conducted ( $82.5 \mathrm{~mm} / 0 \mathrm{mrad}$ and $55.5 \mathrm{~mm} / 3 \mathrm{mrad}$, respectively). Regarding the extraction efficiency, an additional increase of about $1 \%$ with respect to the data shown in Fig. 6.87 was obtained; however, the statistical fluctuation appeared to be rather large. Therefore, an investigation as explained in Section 6.2 .1 was carried out, by measuring the cycle-by-cycle variation of the frequency component at 5 kHz of the main magnetic field and comparing it to the signal of the slow BLM16. In Fig. 6.88 (d), both signals are shown to oscillate in a correlated manner, which led to the conclusion that the noise of the PCs of the PFW still affected the MTE process, even though the ripple amplitude had been significantly reduced (see Fig. 6.41). The effect is actually twofold: on the one hand, the splitting process itself is affected, causing particles to be expelled from the islands and, on the other hand, the islands' positions are modulated. Both effects contribute to the observed cycle-by-cycle variation of the losses in SS16 and, hence, the extraction efficiency.
Based on the results of the position and angle scans, it was decided to choose the following settings as new operational configuration: TPS15 at $80.5 \mathrm{~mm} / 0 \mathrm{mrad}$, SMH16 at $57.5 \mathrm{~mm} / 1 \mathrm{mrad}$. Even though these values do not correspond to the observed optimum, they constitute an ac-

(a) Signal of the fast BLM16. The grey area indicates a duration of five turns, with the dashed lines being separated by one turn. The red and the blue circles correspond to the maximum beam loss occurring during the extraction of the islands and the core, respectively.

(c) Dependency of the extraction efficiency on the position of SMH16.

(b) Dependency of beam loss on the position of SMH16 for an angle of 0 mrad . Red and blue circles correspond to the losses of the islands and the core as described in (a), and the black circles represent their sum. Error bars describe the standard deviation obtained over 10 consecutive measurements. The parabolic fit (solid black line) $0.72+0.06(x-58.65)^{2}$, reveals a global minimum at 58.65 mm . The dashed line and the grey band indicate mean value and standard deviation of losses for the nominal septa settings.

(d) Correlation between the signal of the slow BLM16 and the amplitude variation of the 5 kHz component of the main magnetic field (TPS15 at $80.5 \mathrm{~mm} / 0 \mathrm{mrad}$, SMH16 at $57.5 \mathrm{~mm} / 1 \mathrm{mrad})$.

Figure 6.88. Scan of the position of SMH16.


Figure 6.89. Scan of the angle of SMH16 for the two positions indicated in the legend.
ceptable compromise for both MTE and the other operational users, for which a redesign of the optics was inevitable in order to overcome the obstacle represented by this reduced extraction channel [99].
Measurements with the slow BLMs, which are presented in Fig. 6.90, confirmed the intended reduction of losses in SS16. BLM15 was found to be the only remaining saturating device.


Figure 6.90. Integrated beam loss measured after extraction on the MTE cycle using TPS15 and SMH16 in shadowing configuration $\left(N_{p}=1.55 \times 10^{13}\right.$ just before extraction). Only BLM15 is saturated, and beam loss at the adjacent SMH16 is significantly reduced. For comparison, the MTE case with TPS15 in parking position and the CT case are shown. Error bars correspond to the standard deviation of 500 consecutive measurements.

### 6.3 Investigation of the longitudinal dynamics for MTE

### 6.3.1 Effect of the longitudinal motion on the splitting efficiency

Coupling between the horizontal and the longitudinal plane via the chromaticity and the dispersion can lead to a significant reduction of the splitting efficiency $\eta_{\mathrm{MTE}}$. Therefore, the magnetic setup of the machine aims at reducing the chromatic tune spread by setting the chromaticity to small positive values (see Fig. 6.9), and at minimizing the RF voltage to obtain bunches with small energy spread. In this section the effect of the longitudinal motion on the islands' formation is studied in more detail and simulations are presented, which illustrate the effect of the longitudinal on the horizontal motion. Furthermore, a simple scaling law describing the dependency of $\eta_{\text {MTE }}$ on $\delta$ is inferred from time-dependent simulation results.
In the first instance, the impact of the longitudinal motion on the phase space trajectories of a single particle was investigated. In Fig. 6.91, the movement of a core particle and its dependency on the longitudinal amplitude is illustrated. If the particle moves close to the centre of the longitudinal distribution, it experiences only a small energy variation caused by its synchrotron oscillations. Via the dispersion function, this leads to a small but continuous modulation of the particle's trajectory in the horizontal phase space. With increasing longitudinal amplitude, this modulation increases as well, and the change of the horizontal oscillation amplitude follows the well-known dispersion relation

$$
\begin{equation*}
\Delta x=D_{x} \delta . \tag{6.25}
\end{equation*}
$$

In Fig. 6.91 (d) a longitudinally matched distribution of 20000 particles is displayed in order to visualize the longitudinal density in the vicinity of the chosen trajectories. Less than $1 \%$ of the distribution is situated close to the separatrix, i.e. outside the black trajectory, and, therefore, only very few particles experience the important horizontal modulation shown in Fig. 6.91 (c). Furthermore, it has to be borne in mind that a realistic longitudinal distribution of a proton bunch is more parabolic than Gaussian, which decreases the large-amplitude density even further.
Figure 6.92 presents the variation of the horizontal trajectory of a particle in the islands. The shown situation corresponds to that before the final rotation, and the surface of each island is found to be modulated differently, as the SFPs and UFPs move differently depending on the respective value of $D_{x}$. Considering that the value of $D_{x}$ of the external island at SMH16 was significantly reduced by implementing the adiabatic rotation with XCT55, another reason for the improved extraction efficiency (see Section 6.2.3) of this new scheme is clearly illustrated: as the modulation of the horizontal position is almost eliminated, close to no particles will be interacting with the septum blade.
Synchrotron motion can also result in an even more important change of horizontal amplitude, which is illustrated in Fig. 6.93. On the one hand, core particles can follow the islands' sepa-

(a) Horizontal phase space trajectory of a particle with $\delta_{\max }=0.2 \times 10^{-3}$.

(c) Horizontal phase space trajectory of a particle with $\delta_{\max }=1.2 \times 10^{-3}$.
(b) Horizontal phase space trajectory of a particle with $\delta_{\max }=0.5 \times 10^{-3}$.

(d) Longitudinal phase space trajectories at different amplitudes. The separatrix applying the operational MTE settings $\left(V_{\mathrm{RF}}=\right.$ $12 \mathrm{kV}, h=16$ ) is shown by the black dashed line. The legend states the maximum value of $\delta$ for each trajectory and the coloured background illustrates a bi-Gaussian matched distribution $\left(\delta=0.5 \times 10^{-3}\right)$ as used for timedependent simulation studies.

Figure 6.91. Effect of synchrotron motion on the horizontal phase space trajectory of a core particle. The red dashed lines represent pure horizontal motion, while the other trajectories are obtained using 6D tracking. The colours of the solid lines in (a)-(c) describe the particle's amplitude in the longitudinal phase space according to (d). The shown situation corresponds to resonance crossing, i.e. maximum octupole current and $Q_{x}=6.25$. The value of the horizontal dispersion function at the chosen location (SS01) is $D_{x}=3.04 \mathrm{~m}$.

(a) Horizontal phase space trajectory of a particle with $\delta_{\max }=0.2 \times 10^{-3}$.

(b) Horizontal phase space trajectory of a particle with $\delta_{\max }=0.5 \times 10^{-3}$.

(c) Horizontal phase space trajectory of a particle with $\delta_{\max }=1.2 \times 10^{-3}$.

Figure 6.92. Effect of synchrotron motion on the horizontal phase space trajectory of a particle inside the islands. The magnetic settings of the machine correspond to those at 800 ms in Fig. 6.77 and the applied colour code indicates the longitudinal particle amplitude according to Fig. 6.91 (d).
ratrices just to finally end up circulating around the islands. Thereby, the particle's amplitude experiences a large change. On the other hand, large amplitude particles can be trapped inside the islands increasing their population. In contrast to purely transverse motion, synchrotron oscillations induce a periodic crossing of the resonance, which can result not only in trapping, but also in de-trapping [100].
Based on the above considerations it becomes clear that longitudinal motion plays an important role in the MTE process. Especially during the first milliseconds after resonance crossing, when the formation of the islands takes place, the spitting process is prone to be affected by the longitudinal dynamics. To further investigate this phenomenon, several time-dependent simulation

(a) Transport of a core particle to large amplitude via trapping inside the islands.

(b) Trapping of a large amplitude particle inside the islands.

Figure 6.93. Examples of significant changes in horizontal amplitude caused by a particle's energy modulation.
studies using different initial longitudinal distributions were conducted. By changing the RF voltage while keeping the bunch length constant, it was possible to create distributions that differ only in terms of $\delta$. The respective simulation results are presented in Fig. 6.94. For very low RF voltage (see Fig. $6.94(\mathrm{a})$ ), high splitting efficiency of $\eta_{\mathrm{MTE}} \approx 17 \%$ was observed, and the size and shape of the four islands appear to be almost equivalent in the corresponding phase space plot. This is insofar understandable, as the dispersive contribution to the beam size is almost suppressed by achieving such a low momentum spread of the beam. However, in practice this RF setup is unusable and, therefore, the minimum achievable voltage of $V_{\mathrm{RF}}=12 \mathrm{kV}$, which is required to keep the radial position of the beam under control, is applied during operation. Figure 6.94 (b) presents simulation results with this voltage and the effect of the dispersion becomes clearly visible as the size of the islands varies significantly. Starting at the external island and continuing clockwise, the following values of the horizontal dispersion function are obtained at the beginning of the simulated lattice:

$$
\begin{equation*}
D_{x}^{\mathrm{isl} 1}=5.14 \mathrm{~m}, D_{x}^{\mathrm{isl} 2}=2.88 \mathrm{~m}, D_{x}^{\mathrm{isl3}}=0.87 \mathrm{~m}, D_{x}^{\mathrm{isl} 4}=3.01 \mathrm{~m} \tag{6.26}
\end{equation*}
$$

Increasing the RF voltage further results in a reduction of the number of particles captured in the islands and, once the momentum spread reaches values corresponding to about three times the operational configuration, the islands are barely distinguishable from the core and form a broad cloud of particles.
These simulations confirmed the importance of decoupling the longitudinal and transverse dynamics, which had been experimentally observed before. Depending on their longitudinal amplitude, particle trajectories are continuously modified throughout the splitting process, and do


Figure 6.94. Comparison of time-dependent simulation results for different settings of the RF voltage. For high values of $\delta$, less particles are captured in the islands.
no longer agree with the expectations based on pure 2D motion. If a system following the principles of linear dynamics were considered, this would simply lead to an increase of the beam size. However, the presence of additional SFPs complicates the situation and results in the observed reduction of $\eta_{\mathrm{MTE}}$ if the positions of these SFPs experience a significant modulation.
On the basis of the previously presented results, the dependency of the splitting efficiency on the momentum spread of the beam was investigated. First, it was verified that the momentum spread of the different longitudinal distributions used for the simulations is indeed proportional to the square root of the RF voltage. In Fig. 6.95(a), this well-known relation is confirmed and the obtained best fit is

$$
\begin{equation*}
\delta=\left(0.149 \sqrt{V_{\mathrm{RF}}}-0.038\right) \times 10^{-3}, \tag{6.27}
\end{equation*}
$$

for $V_{\mathrm{RF}}$ in kV . In the next step, the splitting efficiency $\eta_{\mathrm{MTE}}$ was determined by considering only particles with a horizontal amplitude of less than 15 mm . Thereby, identifying the number of particles captured in the islands was simplified, as $D_{x}$ is minimum for this beamlet. The obtained quadratic dependency of the form

$$
\begin{equation*}
\eta_{\mathrm{MTE}}=17.32-4.56 \delta-3.74 \delta^{2} \tag{6.28}
\end{equation*}
$$

which is valid for $\delta$ in units of $10^{-3}$, is depicted in Fig. 6.95 (b). The decrease of the splitting efficiency with increasing momentum spread of the beam is clearly visible.
Benchmarking of these simulation results with experimental data has not yet been performed in great detail; however, the implementation of an offset in the above formula is expected to be required in order to account for the absence of the transverse damper in the model.

### 6.3.2 Implications of a non-linear momentum compaction factor

In view of the upcoming CNGS operation, the transmission and the longitudinal structure of the MTE beam in the SPS were studied in 2008. The results of these tests are described in [101], and significant differences between the longitudinal bunch profiles of the islands and the core were described. Furthermore, a bunch-by-bunch intensity variation of the islands was observed (see Fig. 6.96). As explained in Section 6.1.2.2, the beam in the PS is debunched a few milliseconds before extraction and partially recaptured using a 200 MHz RF system. This approach is necessary to reduce longitudinal losses in the SPS by adapting the bunch structure to the frequency


Figure 6.95. Simulation-based scaling laws describing the longitudinal dynamics and the splitting efficiency. The solid lines represent the best fit based on a non-linear least square method.


Figure 6.96. Longitudinal bunch structure observed in the SPS in 2008 [101]. The first four lines correspond to the signals of the islands, the fifth one to the core and the last one to the sum of all signals divided by five. Important amplitude variations and intra-bunch motion are observed for bunches originating from the islands, but the sum signal shows a rather conventional distribution.
of the SPS RF system. However, the modulation of the beam at 200 MHz could be excluded as possible cause of the peculiar bunch structure and, therefore, additional studies aiming at an explanation of the observed phenomenon were carried out and are presented in the following.
In a first approach, the results of the time-dependent simulations presented in the previous section were used to examine the longitudinal distributions of the islands. It was investigated whether the horizontal splitting is accompanied by a longitudinal selection process, which could explain the peculiar bunch structure. Figure 6.97 presents the projections of the islands' longitudinal distributions in $s$ and $\delta$ for the case $V_{\mathrm{RF}}=12 \mathrm{kV}$. No significant differences between the distributions are observed. Even though not displayed, also the distribution of the core is very similar to those of the islands; however, the amplitude of the projection is higher by about a factor four, which is due to the higher intensity of this beamlet. Therefore, these findings are unable to explain the SPS bunch structure and a different approach was pursued.
This second procedure consisted of analytically evaluating the effect of the non-linearities required for the MTE process on the longitudinal motion. Therefore, the non-linear extension of the momentum compaction factor $\alpha_{c}$, which was introduced in Eq. (2.18), was determined. This allowed to obtain expressions for the different orders of the slip factor $\eta$, according to

$$
\begin{equation*}
\eta(\delta)=\eta_{0}+\eta_{1} \delta+\eta_{2} \delta^{2}+\eta_{3} \delta^{3} \cdots \tag{6.29}
\end{equation*}
$$

The non-linear terms become especially important close to the transition energy, where the linear part $\eta_{0}$ vanishes. Depending on the strengths of the non-linearities, the buckets can experience an important distortion or, above a certain threshold (see Eq. (6.48)), completely change their shape and adapt an $\alpha$-like form (see Fig. 6.98). These $\alpha$-buckets can be exploited at light sources


Figure 6.97. Comparison of the longitudinal distributions of the four islands for the case $V_{\mathrm{RF}}=12 \mathrm{kV}$. No meaningful differences between the beamlets are observed.
to create extremely short electron bunches and, more recently, studies on the effect of the nonlinear momentum compaction factor in the SIS 100, a heavy ion machine under construction, were presented [102]. Clearly, the presence of such $\alpha$-buckets for the MTE case was excluded by the previously discussed 6D time-dependent simulation studies. However, even though the MTE extraction energy is quite far from transition $\left(\gamma_{\mathrm{MTE}}=14.95\right.$ compared to $\left.\gamma_{\mathrm{tr}}=6.12\right)$, the analytical approach was pursued to evaluate at which point the MTE non-linearities might become important enough to influence the synchrotron motion. The derivation of $\eta(\delta)$ was based on $[18,103]$ and the expression

$$
\begin{equation*}
\frac{f R}{f_{0} R_{0}}=\frac{\beta}{\beta_{0}} \tag{6.30}
\end{equation*}
$$

where $f$ describes the revolution frequency of a particle, $\beta$ its relativistic parameter, $R$ the radius of its orbit and the index 0 refers to the synchronous particle, was considered as a starting point. Inserting the relation $f=\Delta f+f_{0}$ leads to

$$
\begin{equation*}
\frac{\Delta f R}{f_{0} R_{0}}+\frac{f_{0} R}{f_{0} R_{0}}=\frac{\beta}{\beta_{0}} \tag{6.31}
\end{equation*}
$$

which can be related to the slip factor after an additional manipulation:

$$
\begin{equation*}
\frac{\Delta f}{f_{0}}=\frac{\beta R_{0}}{\beta_{0} R}-1 \equiv-\eta(\delta) \delta \tag{6.32}
\end{equation*}
$$

Using the dependency of the path length on a particle's momentum deviation, the expression

$$
\begin{equation*}
R=R_{0}\left(1+\alpha_{0} \delta+\alpha_{1} \delta^{2}+\alpha_{2} \delta^{3}+\alpha_{3} \delta^{4}+\ldots\right) \tag{6.33}
\end{equation*}
$$

is obtained, which results in the following definition of the non-linear momentum compaction factor

$$
\begin{equation*}
\alpha_{c}=\frac{d\left(\frac{\Delta R}{R}\right)}{d \delta}=\alpha_{0}+2 \alpha_{1} \delta+3 \alpha_{2} \delta^{2}+4 \alpha_{3} \delta^{3}+\ldots \equiv \frac{1}{\sqrt{\gamma_{T}}} \tag{6.34}
\end{equation*}
$$

Applying the definition of the relativistic momentum $p_{0}=m c \beta_{0} \gamma_{0}$, the relation $\Delta p=p-p_{0}$, and the expressions

$$
\begin{equation*}
\delta=\frac{\beta \gamma}{\beta_{0} \gamma_{0}}-1 \tag{6.35}
\end{equation*}
$$

and

$$
\begin{gather*}
\frac{\gamma}{\gamma_{0}}=\sqrt{\frac{1-1+\gamma^{2}}{\gamma_{0}^{2}}}=\sqrt{\frac{1+\gamma^{2}\left(1-\frac{1}{\gamma^{2}}\right)}{\gamma_{0}^{2}}}=\sqrt{\frac{1+\gamma^{2} \beta^{2}}{\gamma_{0}^{2}}}=\sqrt{\frac{1}{\gamma_{0}^{2}}+\frac{\gamma^{2} \beta^{2}}{\gamma_{0}^{2}}}= \\
=\sqrt{1-\beta_{0}^{2}+\frac{\gamma^{2} \beta^{2}}{\gamma_{0}^{2}}} \stackrel{\text { Eq.(6.35) }}{=} \sqrt{1-\beta_{0}^{2}+\beta^{2}(\delta+1)^{2} \frac{\beta_{0}^{2}}{\beta^{2}}}=\sqrt{1+2 \beta_{0}^{2} \delta+\beta_{0}^{2} \delta^{2}} \tag{6.36}
\end{gather*}
$$

the ratio between the particle velocities is obtained:

$$
\begin{align*}
\frac{\beta}{\beta_{0}}= & (1+\delta) \frac{\gamma_{0}}{\gamma}=\frac{1+\delta}{\sqrt{1+2 \beta_{0}^{2} \delta+\beta_{0}^{2} \delta^{2}}}= \\
= & (1+\delta)\left(1-\beta_{0}^{2} \delta-\frac{1}{2} \beta_{0}^{2} \delta^{2}+\frac{3}{2} \beta_{0}^{4} \delta^{2}+\frac{3}{2} \beta_{0}^{4} \delta^{3}+\frac{3}{8} \beta_{0}^{4} \delta^{4}-\frac{5}{2} \beta_{0}^{6} \delta^{3}-\frac{15}{4} \beta_{0}^{6} \delta^{4}+\ldots+\right. \\
& \left.+\frac{35}{8} \beta_{0}^{8} \delta^{4}+\ldots\right)= \\
= & 1-\beta_{0}^{2} \delta-\frac{1}{2} \beta_{0}^{2} \delta^{2}+\frac{3}{2} \beta_{0}^{4} \delta^{2}+\frac{3}{2} \beta_{0}^{4} \delta^{3}+\frac{3}{8} \beta_{0}^{4} \delta^{4}-\frac{5}{2} \beta_{0}^{6} \delta^{6}-\frac{15}{4} \beta_{0}^{6} \delta^{4}+\delta-\beta_{0}^{2} \delta^{2}-  \tag{6.37}\\
& -\frac{1}{2} \beta_{0}^{2} \delta^{3}+\frac{3}{2} \beta_{0}^{4} \delta^{3}+\frac{3}{2} \beta_{0}^{4} \delta^{4}+\frac{3}{8} \beta_{0}^{4} \delta^{5}-\frac{5}{2} \beta_{0}^{6} \delta^{4}-\frac{15}{4} \beta_{0}^{6} \delta^{5}+\frac{35}{8} \beta_{0}^{8} \delta^{4}+\ldots \approx \\
\approx & 1+\left(1-\beta_{0}^{2}\right) \delta+\left(\frac{3}{2} \beta_{0}^{4}-\frac{3}{2} \beta_{0}^{2}\right) \delta^{2}+\left(3 \beta_{0}^{4}-\frac{1}{2} \beta_{0}^{2}-\frac{5}{2} \beta_{0}^{6}\right) \delta^{3}+\left(\frac{15}{8} \beta_{0}^{4}-\frac{25}{4} \beta_{0}^{6}+\right. \\
& \left.+\frac{35}{8} \beta_{0}^{8}\right) \delta^{4} .
\end{align*}
$$

Only terms up to fourth order in $\delta$ are considered. The last expression can then be further simplified to

$$
\begin{equation*}
\frac{\beta}{\beta_{0}} \approx 1+\frac{1}{\gamma_{0}^{2}} \delta-\frac{3}{2} \frac{\beta_{0}^{2}}{\gamma_{0}^{2}} \delta^{2}+\frac{1}{2} \frac{\beta_{0}^{2}}{\gamma_{0}^{2}}\left(5 \beta_{0}^{2}-1\right) \delta^{3}+\frac{5}{4} \beta_{0}^{4}\left(\frac{3}{2}-5 \beta_{0}^{2}+\frac{7}{2} \beta_{0}^{4}\right) \delta^{4} \tag{6.38}
\end{equation*}
$$

In order to determine the relationship between $\eta(\delta)$ and $\alpha_{c}$, Eqs. (6.33) and (6.38) are inserted into Eq. (6.32), which leads to the expression

$$
\begin{align*}
\frac{\Delta f}{f_{0}} \approx & \frac{1+\frac{1}{\gamma_{0}^{2}} \delta-\frac{3}{2} \frac{\beta_{0}^{2}}{\gamma_{0}^{2}} \delta^{2}+\frac{1}{2} \frac{\beta_{0}^{2}}{\gamma_{0}^{2}}\left(5 \beta_{0}^{2}-1\right) \delta^{3}+\frac{5}{4} \beta_{0}^{4}\left(\frac{3}{2}-5 \beta_{0}^{2}+\frac{7}{2} \beta_{0}^{4}\right) \delta^{4}}{1+\alpha_{0} \delta+\alpha_{1} \delta^{2}+\alpha_{2} \delta^{3}+\alpha_{3} \delta^{4}}-1= \\
= & {\left[1+\frac{1}{\gamma_{0}^{2}} \delta-\frac{3}{2} \frac{\beta_{0}^{2}}{\gamma_{0}^{2}} \delta^{2}+\frac{1}{2} \frac{\beta_{0}^{2}}{\gamma_{0}^{2}}\left(5 \beta_{0}^{2}-1\right) \delta^{3}+\frac{5}{4} \beta_{0}^{4}\left(\frac{3}{2}-5 \beta_{0}^{2}+\frac{7}{2} \beta_{0}^{4}\right) \delta^{4}\right] . } \\
& \cdot\left(1-\alpha_{0} \delta-\alpha_{1} \delta^{2}-\alpha_{2} \delta^{3}-\alpha_{3} \delta^{4}+\alpha_{0}^{2} \delta^{2}+2 \alpha_{0} \alpha_{1} \delta^{3}+\alpha_{1}^{2} \delta^{4}+2 \alpha_{0} \alpha_{2} \delta^{4}+\ldots-\right. \\
& \left.-\alpha_{0}^{3} \delta^{3}-3 \alpha_{0}^{2} \alpha_{1} \delta^{4}+\ldots+\alpha_{0}^{4} \delta^{4}+\ldots\right)-1 \approx \\
\approx & \left(\frac{1}{\gamma_{0}^{2}}-\alpha_{0}\right) \delta+\left(\alpha_{0}^{2}-\frac{\alpha_{0}}{\gamma_{0}^{2}}-\alpha_{1}-\frac{3}{2} \frac{\beta_{0}^{2}}{\gamma_{0}^{2}}\right) \delta^{2}+\left(\frac{\alpha_{0}^{2}}{\gamma_{0}^{2}}-\alpha_{0}^{3}+2 \alpha_{0} \alpha_{1}-\alpha_{2}-\frac{\alpha_{1}}{\gamma_{0}^{2}}+\right.  \tag{6.39}\\
& \left.+\frac{3}{2} \frac{\beta_{0}^{2} \alpha_{0}}{\gamma_{0}^{2}}+\frac{1}{2} \frac{\beta_{0}^{2}}{\gamma_{0}^{2}}\left(5 \beta_{0}^{2}-1\right)\right) \delta^{3}+\left[\alpha_{0}^{4}-\frac{\alpha_{0}^{3}}{\gamma_{0}^{2}}-\alpha_{3}+2 \alpha_{0} \alpha_{2}-3 \alpha_{0}^{2} \alpha_{1}-\frac{\alpha_{2}}{\gamma_{0}^{2}}+\right. \\
& +2 \frac{\alpha_{0} \alpha_{1}}{\gamma_{0}^{2}}+\alpha_{1}^{2}+\frac{3}{2} \frac{\beta_{0}^{2} \alpha_{1}}{\gamma_{0}^{2}}-\frac{3}{2} \frac{\beta_{0}^{2} \alpha_{0}^{2}}{\gamma_{0}^{2}}-\frac{1}{2} \frac{\beta_{0}^{2} \alpha_{0}}{\gamma_{0}^{2}}\left(5 \beta_{0}^{2}-1\right)+\frac{5}{4} \beta_{0}^{4}\left(\frac{3}{2}-5 \beta_{0}^{2}+\right. \\
& \left.\left.+\frac{7}{2} \beta_{0}^{4}\right)\right] \delta^{4} .
\end{align*}
$$

Comparing this result to Eq. (6.32), the expressions for the different orders of the slip factor read

$$
\begin{align*}
\eta_{0}= & \alpha_{0}-\frac{1}{\gamma_{0}^{2}},  \tag{6.40}\\
\eta_{1}= & \alpha_{0} \eta_{0}+\alpha_{1}+\frac{3 \beta_{0}^{2}}{2 \gamma_{0}^{2}},  \tag{6.41}\\
\eta_{2}= & -\alpha_{0}^{2} \eta_{0}-2 \alpha_{0} \alpha_{1}+\alpha_{2}+\frac{\alpha_{1}}{\gamma_{0}^{2}}-\frac{\beta_{0}^{2}\left(5 \beta_{0}^{2}-1\right)}{2 \gamma_{0}^{2}}-\frac{3 \beta_{0}^{2} \alpha_{0}}{2 \gamma_{0}^{2}},  \tag{6.42}\\
\eta_{3}= & \alpha_{0}^{3} \eta_{0}-\alpha_{1}^{2}+\alpha_{3}-2 \alpha_{0} \alpha_{2}+3 \alpha_{0}^{2} \alpha_{1}+\frac{\alpha_{2}}{\gamma_{0}^{2}}-2 \frac{\alpha_{0} \alpha_{1}}{\gamma_{0}^{2}}-  \tag{6.43}\\
& -\frac{3}{2} \frac{\beta_{0}^{2} \alpha_{1}}{\gamma_{0}^{2}}+\frac{3}{2} \frac{\beta_{0}^{2} \alpha_{0}^{2}}{\gamma_{0}^{2}}+\frac{1}{2} \frac{\beta_{0}^{2} \alpha_{0}}{\gamma_{0}^{2}}\left(5 \beta_{0}^{2}-1\right)-\frac{5}{4} \beta_{0}^{4}\left(\frac{3}{2}-5 \beta_{0}^{2}+\frac{7}{2} \beta_{0}^{4}\right) .
\end{align*}
$$

To study the effect of the non-linear terms on the synchrotron motion, the equations of motion were solved considering the $\delta$-dependency of $\eta$. Therefore, Eqs. (6.40)-(6.43) were inserted into the synchrotron Hamiltonian $\mathcal{H}_{\text {sy }}$ defined in Eq. (2.19), and the resulting phase space dynamics is discussed in the following.

### 6.3.2.1 Truncation of the slip factor to first order

Considering the expansion of the slip factor up to first order, the Hamiltonian reads

$$
\begin{equation*}
\mathcal{H}_{\mathrm{sy}}(\phi, \delta)=\frac{1}{2} h \omega_{0}\left(\eta_{0}+\frac{2}{3} \eta_{1} \delta\right) \delta^{2}+\frac{\omega_{0} e V}{2 \pi \beta_{0}^{2} E_{0}}\left[\cos \phi-\cos \phi_{s}+\left(\phi-\phi_{s}\right) \sin \phi_{s}\right] \tag{6.44}
\end{equation*}
$$

leading to the following equations of motion

$$
\begin{align*}
\dot{\phi} & =h \omega_{0}\left(\eta_{0}+\eta_{1} \delta\right) \delta \\
\dot{\delta} & =\frac{\omega_{0}}{2 \pi \beta_{0}^{2} E_{0}} e V\left(\sin \phi-\sin \phi_{s}\right) \tag{6.45}
\end{align*}
$$

In addition to the common fixed points obtained in Section 2.2, two fixed points are introduced by the higher order term:

$$
\begin{array}{ll}
\left(\phi_{s},-\frac{\eta_{0}}{\eta_{1}}\right) & \text { unstable fixed point } \\
\left(\pi-\phi_{s},-\frac{\eta_{0}}{\eta_{1}}\right) & \text { stable fixed point. }
\end{array}
$$

The presence of the non-linear term leads to a second layer of buckets in the longitudinal phase space, which is well separated from the initial one, as long as $\eta_{1}$ remains small. However, increasing the first order term of the slip factor causes the separatrices of the respective buckets to approach until they start to merge at a certain value $\eta_{1, \text { equal }}$. To calculate it, the fact that the Hamiltonian values of the separatrices of both layers have to be equal, can be exploited:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{sy}}\left(\pi-\phi_{s}, 0\right)=\mathcal{H}_{\mathrm{sy}}\left(\phi_{s},-\frac{\eta_{0}}{\eta_{1}}\right) \tag{6.46}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
\frac{e V}{\pi \beta_{0}^{2} E_{0}}=\frac{1}{6} h \frac{\eta_{0}^{3}}{\eta_{1, \text { equal }}^{2}} \tag{6.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{1, \text { equal }}=\sqrt{\frac{h\left|\eta_{0}^{3}\right| \pi \beta_{0}^{2} E_{0}}{6 e V}}=\frac{\eta_{0}^{2} h}{\sqrt{12} Q_{s}} \tag{6.48}
\end{equation*}
$$

For values of $\eta_{1}>\eta_{1 \text {,equal }}$, the dynamics enters the aforementioned regime of $\alpha$-buckets. Figure 6.98 illustrates the longitudinal phase space for different values of $\eta_{1}$.

(a) $\eta_{1}=0$. Classical situation, where only one layer of buckets at $\delta=0$ exists.

(c) $\eta_{1}=10.4 \equiv \eta_{1, \text { equal }}$. Situation of overlapping separatrices, just prior to merging of
the two layers. Trajectories around the SFPs lapping separatrices, just prior to merging of
the two layers. Trajectories around the SFPs are clearly distorted.

(b) $\eta_{1}=5$. A second layer of stable motion appears at $\delta=-4.5 \times 10^{-3}$. The motion around the initial SFPs remains almost undistorted.

(d) $\eta_{1}=24$. The buckets are rotated by $90^{\circ}$ and adopt an $\alpha$-like shape. The acceptance and the maximum bunch length are significantly reduced.

Figure 6.98. Phase space portraits illustrating the effect of the first order term of the nonlinear momentum compaction factor on the longitudinal dynamics. The applied RF settings correspond to those for MTE. The red lines correspond to the separatrices.

### 6.3.2.2 Truncation of the slip factor to second order

Including the second order term of the slip factor the Hamiltonian becomes

$$
\begin{equation*}
\mathcal{H} \mathrm{sy}(\phi, \delta)=\frac{1}{2} h \omega_{0}\left(\eta_{0}+\frac{2}{3} \eta_{1} \delta+\frac{1}{2} \eta_{2} \delta^{2}\right) \delta^{2}+\frac{\omega_{0} e V}{2 \pi \beta_{0}^{2} E_{0}}\left[\cos \phi-\cos \phi_{s}+\left(\phi-\phi_{s}\right) \sin \phi_{s}\right] \tag{6.49}
\end{equation*}
$$

and the corresponding equations of motion are

$$
\begin{align*}
& \dot{\phi}=h \omega_{0}\left(\eta_{0}+\eta_{1} \delta+\eta_{2} \delta^{2}\right) \delta \\
& \dot{\delta}=\frac{\omega_{0}}{2 \pi \beta_{0}^{2} E_{0}} e V\left(\sin \phi-\sin \phi_{s}\right) \tag{6.50}
\end{align*}
$$

In addition to the classical fixed points at $\delta_{1}=0$, two layers of stability arise at

$$
\begin{equation*}
\delta_{2,3}=-\frac{\eta_{1}}{2 \eta_{2}} \pm \sqrt{\frac{\eta_{1}^{2}}{4 \eta_{2}^{2}}-\frac{\eta_{0}}{\eta_{2}}} \tag{6.51}
\end{equation*}
$$

with the fixed points being located at

$$
\begin{array}{ll}
\left(\phi_{s}, \delta_{2}\right) \text { and }\left(\phi_{s}, \delta_{3}\right) & \text { unstable fixed point } \\
\left(\pi-\phi_{s}, \delta_{2}\right) \text { and }\left(\pi-\phi_{s}, \delta_{3}\right) & \text { stable fixed point. }
\end{array}
$$

In Fig. 6.99, two of these layers are shown to merge, while the third one is still clearly separated. For high values of $\eta_{2}$, merging occurs at values of $\eta_{1}$ for which the two layers of stable motion presented in Fig. 6.98 were still significantly separated.

### 6.3.2.3 Application of the formalism to MTE

In the figures presented on the previous pages, the values of the different orders of the slip factor were chosen arbitrarily, in order to obtain meaningful illustrations of the phase space. To quantify a possible distortion of the longitudinal phase space during the MTE process, a more rigorous approach was applied. Based on the confidence in the model, the non-linear momentum


Figure 6.99. Illustration of the longitudinal phase space considering the non-linear slip factor up to second order $\left(\eta_{1}=5, \eta_{2}=-3570\right.$. $)$. A third layer of stability is created.
compaction factor was computed with PTC. However, attention had to be paid as no multipolar components of higher order than octupolar are actually included in the simulations (see also Fig. 6.9). Therefore, the considerations presented in the following take into account non-linear terms of $\alpha_{c}$ up to second order in $\delta$, as $\alpha_{1}$ and $\alpha_{2}$ are mainly created by sextupolar and octupolar contributions, respectively.
The evolution of these terms during the MTE process is shown in Fig. 6.100. $\alpha_{c}$ was found to be maximum just after resonance crossing, when the formation of the islands is still ongoing. The respective momentum compaction factors for the core and the islands read

$$
\begin{align*}
\alpha_{c, 730}^{\text {core }} & =0.02669+0.00943 \cdot \delta+3.05036 \cdot \delta^{2}+\ldots,  \tag{6.52}\\
\alpha_{c, 730}^{\text {islands }} & =0.02669+0.04987 \cdot \delta-28.70925 \cdot \delta^{2}+\ldots, \tag{6.53}
\end{align*}
$$

and subsequent solution of the equations of motion in Eq. (6.50) reveals

$$
\begin{align*}
\delta_{2,730}^{\text {core }} & =(-2.70+85.40 i) \times 10^{-3} & \delta_{3,730}^{\text {core }} & =(-2.70-85.40 i) \times 10^{-3},  \tag{6.54}\\
\delta_{2,730}^{\text {islands }} & =28.8 \times 10^{-3} & \delta_{3,730}^{\text {islands }} & =-26.8 \times 10^{-3}, \tag{6.55}
\end{align*}
$$

where $i$ is the imaginary unit. For the core, no real solution is obtained and, therefore, the classical layer of stable motion at $\delta=0$ remains the only solution. On the other hand, additional buckets are created considering the momentum compaction factor of the islands; however, compared to the half bucket height of $\delta_{\text {bucket }}=1.25 \times 10^{-3}$, these additional layers are largely outside the momentum aperture of the accelerator. In order to observe a measurable effect, the


Figure 6.100. Evolution of the first and second order of the momentum compaction factor for the core and the islands during the MTE process. In absolute terms, values are maximum just after resonance crossing, which occurs at 720 ms (not shown in the figures), when the SFPs of the islands are still close to the centre of the machine.
sextupolar or octupolar components of the lattice would have to be increased by more than a factor 100 , while keeping all other parameters constant.
These observations confirmed the understanding that the longitudinal motion during the MTE process is completely unaffected by the relatively high non-linearities. The presented analytic results are in agreement with the simulations results discussed in the beginning of this section as well as in Section 6.3.1, where neither a distortion of the bucket nor a difference between the longitudinal motion for particles in the core or in the islands was observed. This is also understandable as the MTE flat top energy is quite far from transition $\left(\gamma_{\mathrm{MTE}} / \gamma_{\mathrm{tr}}=2.44\right)$, where the effect of the non-linearities becomes maximum due to vanishing $\eta_{0}$.
Based on the aforementioned conclusions, the SPS observations presented in Fig. 6.96 cannot be explained by a distortion of the longitudinal motion driven by non-linear transverse fields. In the recent past, it has not been possible to further investigate this peculiar bunch structure experimentally, as it has not been observed again. This leaves the open question of whether a hardware issue might have distorted the measurement itself or of a possible malfunctioning of the PS transverse damper during the experimental studies. Further explanations could be based on direct or indirect space charge, or collective effects. Currently, no additional data is available and, therefore, the subject might require further attention in the future.

### 6.4 Conclusions and outlook

The MTE technique was proposed in 2001 as replacement of the CT extraction. The latter, which had been reliably used to extract beams designated for the SPS fixed target experimental programme from the PS for several decades, was understood to be not suited for high-intensity beam operation with high duty cycle. This is based on the integral part of the CT mechanism, namely the mechanic beam splitting using an electrostatic septum, which leads to high beam loss and, consequently, radioactive activation of a large fraction of the PS ring.
In the course of the MTE commissioning, several obstacles were encountered. The main issues concerned severe fluctuations of the efficiency of the transverse splitting process and unacceptably high beam loss occurring at the magnetic septum during the fast extraction bump. Due to the second problem, the commissioning of high-intensity MTE beams could only be continued after the completion of the design and the installation of a passive absorber to protect the extraction septum.
The research conducted in the framework of this thesis significantly contributed to deepening knowledge of this novel resonant extraction scheme, which is based on a stable fourth order resonance. Various experimental and simulation studies rendered the successful conclusion of the commissioning and the operational deployment of the MTE beam for SPS fixed target physics possible in September 2015. After several years of commissioning, this corresponded to an important milestone for the MTE project.
Essential ingredients for this achievement were studies which allowed the explanation and mitigation of the observed oscillations of the splitting efficiency. Magnetic and beam-based measurements revealed a significant correlation between the population of the MTE islands and an oscillation of the magnetic field at a frequency of 5 kHz . Subsequently, a current ripple on the wide circuits of the PFW, which exceeded the PC specifications, was observed and understood to degrade the MTE process. On the basis of simulation studies, this phenomenon was explained, as the natural oscillation frequencies around the SFPs of the islands were determined to be also located in the low- kHz regime. These investigations highlighted the sensibility of the transverse splitting to external perturbations.
Furthermore, the installation of the dummy septum as protection of the magnetic septum required a complete redesign of the extraction bump. Considering the feed-down effects, which are able to significantly change the positions of the SFPs during the rise of the extraction bump, an improved setting was determined and experimentally validated. Given the tight aperture constraints in the extraction region, the proposed bump turned out to be extremely robust, as it provides simple means to control the positions in SS15 and SS16. However, the extraction efficiency was measured to be only around $93 \%$, which motivated the search for additional improvements.
By conducting 6D time-dependent tracking simulations of the splitting process, the rotation of the phase space, which is required to correctly position the beamlets at the extraction septum,
was found to occur non-adiabatically. Consequently, the islands could not follow the movement of the SFPs, causing emittance blow up and a reduction of the splitting efficiency by de-trapping. These particles, which remained trapped between the islands and the core, then contributed to the extraction losses. In order to improve this rotation, a new non-linear optics scheme was developed. Its advantage is twofold: first, the rotation is slowed down and, more importantly, the surface of the islands at the extraction septum is significantly reduced. Once the magnetic extraction septum was properly aligned to be in the shadow of the dummy septum, the extraction losses were determined to be as low as $1.5 \%$, which agrees with the MTE design values. More specifically, these losses occurred exclusively in the extraction region, which constitutes an enormous improvement compared to the CT extraction. Due to the shadowing configuration, it was indeed possible to reduce beam loss in SS16, an important ingredient to keeping this location accessible for interventions in case of a failure of the magnetic septum.

The aforementioned conclusions indicate that the MTE technique became reliable enough to start optimizing the vast MTE parameter space. A first approach in this direction is discussed in [72], where settings of the dedicated multipoles were presented, which improved the extraction efficiency to more than $99 \%$ for an intensity of $1.5 \times 10^{13} \mathrm{p}$. This clearly indicates the necessity for systematic studies of the multipolar settings. The optimization should also concern the reduction of the non-linear coupling between the transverse planes and, therefore, the settings of the ODN.
Moreover, the effect of negative chromaticity induced by the increased sextupole current during the final rotation should be investigated in order to determine an intensity threshold for instabilities. If this study suggests that future parameters will drive the beam unstable, a rotation scheme applying the MTE octupoles instead of the sextupoles could be envisaged.
Additional improvements concerning the PCs of the PFW are also foreseen, such as new electronics, which are expected to improve the stability of the splitting process by reducing the current ripple at 5 kHz even further.

The transverse damper system is another indispensable ingredient for proper functioning of the MTE scheme. The parameter space of this device should also undergo an optimization process, which could potentially lead to improved MTE stability and efficiency.
Performing the horizontal phase space manipulations at higher energy could also be envisaged, and the constraints in terms of beam size at the extraction septum would be further relaxed. However, it needs to be clarified if the PS extraction kickers, the orbit correctors and the LEQ provide sufficient strength, and if this approach is acceptable for the SPS.
Furthermore, research on the topic of longitudinal dynamics in the context of the MTE process was conducted. Experimental observations, which showed a dependency of the splitting efficiency on the momentum spread of the beam, were verified via simulation studies. Another study concerned investigations of the effect of non-linear momentum compaction on the longitudinal dynamics. No distortion of the longitudinal phase space was observed; however, this interesting subject could be exploited as a way of benchmarking the simulated longitudinal dy-
namics in a non-classical regime. Therefore, the dynamics close to the transition energy should be studied, where the available non-linear elements are expected to provide sufficient strengths to influence the longitudinal phase space. Experimentally, a magnetic flat top close to the transition energy - preferably below it in order to avoid transition crossing itself - could then be created to measure the effect on the bunch profiles.
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