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Abstract in German - Deutsche Kurzfassung

Phasenkohärenter Wellentransport:

Streuzeiten und Wellenmanipulation

In allen Gebieten der Physik, in denen die Ausbreitung von Wellen eine
zentrale Rolle spielt, ist man bestrebt, das Amplituden- und Phasenpro-
fil der betrachteten Wellen genau zu verstehen und nach Möglichkeit zu
kontrollieren. Moderne Techniken und Konzepte erlauben eine derartige
Kontrolle heute bereits für akustische Wellen, Mikrowellen, oder auf dem
Gebiet der Optik. Speziell im phasenkohärenten Transport optischer Wellen
durch ungeordnete Medien konnten in den letzten Jahren beeindruckende
experimentelle Erfolge, wie eine drastische Erhöhung der transmittierten
Intensität, Fokussieren, Bildübertragung, sowie bzgl. nicht-invasiver Bild-
gebung erzielt werden.

Der Schlüssel für diese experimentellen Anwendungen liegt in der Ver-
messung der sogenannten Streuamplituden. Das Ziel der vorliegenden Ar-
beit ist es, die in diesen Amplituden gespeicherte Information auf geschickte
Art und Weise für spannende Physik und Anwendungen nutzbar zu machen.
Für jedes der hier diskutierten theoretischen Konzepte demonstrieren wir
auch mögliche Anwendungen im Rahmen numerischer oder experimenteller
Studien.

Das wohl bekannteste und am weitesten verbreitete Beispiel eines auf
den Streuamplituden basierenden mathematischen Instruments ist der Zeit-
verzögerungs-Operator. Er misst die Zeitdauer eines Wellenstreuvorganges
und ist, benannt nach den Pionieren in diesem Gebiet, heute unter dem
Namen Wigner-Smith Time Delay Operator bekannt. Die mittlere Streu-,
bzw. Aufenthaltsdauer in einem betrachteten System stellt eine Invariante
dar, welche weit über die Physik hinaus eine Rolle spielt, so zum Beispiel
auch für die Futtersuche staatenbildender Insekten. Unter einer gezielten
Verwendung des Zeitverzögerungs-Operators werden wir zeigen, dass die-
ses weitreichende Ergebnis auch für den phasenkohärenten Wellentransport
Gültigkeit besitzt. Weiters zeigen wir auf, dass die invariante Streuzeit auch
eine interessante Verbindung zu einem weiteren fundamentalen Gesetz be-
sitzt, das im Kontext photovoltaischer Solarzellen eine zentrale Bedeutung
einnimmt, nämlich die sogenannte Yablonovitch-Grenze.

Das direkte Umfeld der Wigner-Smith Matrix verlassend, präsentieren
wir darauffolgend eine Verallgemeinerung dieses Time Delay Operators und
stellen entsprechende Konstruktionsalgorithmen vor, welche die praktische
Umsetzung v.a. hinsichtlich eines Experiments erheblich vereinfachen. Diese
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neu gefundenen Konzepte wenden wir in der Folge auf ungeordnete Syste-
me an, die einfallende Wellen entlang von verästelten Streumustern aufspal-
ten. Wie wir zeigen werden, können einzelne dieser Intensitäts-Äste durch
eine gezielte Wellenmanipulation selektiv angesprochen werden, was wie-
derum eine Anwendung im Bereich des effizienten Energietransports, oder
der abhörsicheren Kommunikation durch ungeordnete Medien finden könn-
te. Sozusagen als Ableger dieses Projekts, präsentieren wir darüber hinaus
auch eine Methode um eine effektive Tarnung eines beliebigen Streusys-
tems zu realisieren, welche die zuvor genannten Konstruktionsalgorithmen
beinhaltet.

Wie wir experimentell im Rahmen einer Kooperation mit Kollegen an
der Yale University zeigen konnten, können verwandte mathematische Ver-
fahren auch dazu benutzt werden, die Effizienz der Datenübertragung in
sogenannten optischen Multimoden-Glasfasern zu erhöhen. Hierbei finden
unsere Erkenntnisse hinsichtlich des verallgemeinerten Zeitverzögerungs-
operators eine weitere Verwendung in der Berechung von räumlichen Ein-
schussprofilen, die eine Entkoppelung der zeitlichen und räumlichen Gestalt
transmittierter Datenpulse in einem deutlich breiteren spektralen Bereich
erlauben, als es bisher möglich war.

Wie wir zeigen werden, lässt sich allerdings nicht nur der Ausdruck für
einen physikalisch sinnvollen Time Delay Operator verallgemeinern, auch
sein Funktionsprinzip selbst lässt die Formulierung einer gesamten, neuen
Operator-Klasse zu. Einen ausgewählten Vertreter dieser Operatoren wer-
den wir benutzen, um im Inneren eines ungeordneten Mediums eine geziel-
te Fokussierung auf ein bestimmtes, streuendes Element zu erzeugen. Wie
wir in Zusammenarbeit mit Kollegen von der Université de Nice in einem
Mikrowellen-Experiment beweisen konnten, erlaubt unser Verfahren aller-
dings auch das Aussparen der Umgebung rund um besagten Streuer, was -
im Gegensatz zur Möglichkeit des Fokussierens - einen völlig neuen, inno-
vativen Ansatz darstellt. Ebenso diskutieren wir auch den Zusammenhang
dieses von uns gefundenen Operators mit einem kürzlich durchgeführten
Experiment, welches ein erfolgreiches Fokussieren auf bewegliche Ziele hin-
ter einem ungeordneten Medium demonstriert hat. Wie sich zeigen wird,
können unsere Methoden sogar die Effizienz der experimentellen Prozedur,
die diese beachtlichen Resultate hervorgebracht hat, erhöhen. Schließlich
stellen wir noch einen weiteren Vertreter unserer allgemeinen Operator-
Klasse vor, welcher dazu verwendet werden kann, sogenannte ’teilchenarti-
ge’ Wellenfronten zu erzeugen. Diese sehr speziellen Wellenprofile breiten
sich nicht über den gesamten Querschnitt eines System aus, sondern ver-
bleiben als kollimierte Strahlen im Laufe ihrer gesamten Propagation.
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CHAPTER 1. INTRODUCTION 2

During the last decade, wavefront shaping and its intimate connection
to the measurement of the so-called scattering matrix has become an ex-
traordinarily fruitful, broad, and intensively studied field in many areas
of wave scattering. The involved concepts prove very versatile, and real-
izations range from the domain of microwaves [1] and the propagation of
sound [2] or water waves [3, 4] to optomechanics [5] . Since the advent
of spatial light modulators, the concepts of wavefront shaping have also
reached optics [6], where impressive advances in transmission enhancement
and focusing [7, 8], the measurement of the scattering amplitudes [9, 10],
image transmission [11], or non-invasive imaging [12] were made. Not only
focusing at a single wavelength, but using experimental feedback loops, the
focusing of pulses in space and time is already state-of-the-art [13–15].

With the recent advances in wavefront shaping and the phase-coherent
measurement of wave amplitudes, also the implementation of concepts de-
rived from the scattering matrix is within experimental reach today. Not
only the scattering matrix itself, but rather any operator composed of the
scattering amplitudes and phases can be constructed, once the latter are
known. In this regard, a very intriguing concept theoretically conceived al-
most 60 years ago is the so-called Wigner-Smith time delay operator, whose
construction, in fact, requires no explicit information about the interior
of a given scattering setup other than encoded in the complex scattering
amplitudes. Originally invented in the context of particle-particle reac-
tions [16–19], this time delay operator is now the most-widely known and
accepted mathematical tool used to ascribe specific delay times to wave
scattering processes [20, 21]. The operator, its eigenvalues [22–24], and its
connection to the density of states [25, 26] were intensively studied. How-
ever, also its eigenstates generally feature remarkable scattering properties
in terms of their spectral stability bandwidths if the initial frequency of an
incident wave is altered a feature especially advantageous for data trans-
mission [27,28]. The latter property lead to the proposal of principal modes
- a concept intimately related to the time delay eigenstates. Only very re-
cently in 2015, also the first experimental realization of the principal modes
succeeded in the context of multimode optical fibers [29]. Rather ironically,
an explicit measurement of the time delay operator has become possible
for many different types of waves (like in optics or with acoustic or mi-
crowaves) with the notable exception of matter waves, which this concept
was originally devised for. Among the principal modes, one can identify a
special class of so-called particlelike states, as we could show in an earlier
work [30]. These wave states feature intensity patterns of highly collimated
beams during their entire propagation, as opposed to a more generic, con-
tinuous spreading of the wavefront. As we could reason, the particlelike
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states obtain their favorable properties for energy-efficient and/or secure
communication directly from the time delay operator.

This thesis is dedicated both to a broadening of the understanding and
of the applicability of the time delay operator, as well as to a further de-
velopment of its construction principles. As we will show, the concept of
time delay and similar ideas, together with the techniques of wavefront
shaping, open up a wide range of novel experiment designs and possible
applications. Since the scattering of electromagnetic waves is currently the
most fertile ground on which phenomena of coherent wave transport are
studied, we will discuss all concepts and results in the framework of the
scalar Helmholtz equation describing the transverse component of the elec-
tric field. Most of the results in the context of time delay have been derived
for the Schrödinger equation, for which reason, we will not only review the
fundamental concept of time delay, but also derive the occuring quantities
for the Helmholtz equation.

Having done so, we proceed to the presentation of a very generally ap-
plicable time delay operator, of which the Wigner-Smith matrix is only
one specific implementation. In most practical applications, the construc-
tion of this operator requires less information than the time delay operator
originally proposed by Smith. Along with a solid theoretical embedding,
we will also explain a corresponding construction algorithm for the case of
imperfect experimental conditions, thus further facilitating our operator’s
feasibility. Ultimately, we will utilize our knowledge for the purpose of even
generalizing not only its construction scheme, but also the functional prin-
ciple of the Wigner-Smith time delay operator, and introduce a whole novel
class of dependence shift (DEFT) operators, as we termed these matrices.

Along those lines, we apply our findings to several different systems, also
discussing possible applications. Either we present numerical studies back-
ing up our analytical claims, or show experimental measurements which di-
rectly resulted from our theoretical concepts. Our time-delay-related ideas
specifically lead to an algorithm enabling the selection of single branches
in systems allowing for a phenomenon called “branched flow”. The name
stems from the wave-propagation patterns evolving in setups featuring a
weak and correlated disorder potential, which show the emergence of in-
dividual branches rather than a fan-like spreading [31]. Related to the
construction algorithms derived in the context of our generalized expres-
sion for the time delay operator, we will further demonstrate the possiblity
of hiding a specific scattering region by mimicking a different one. Directly
from the Wigner-Smith expression for the time delay operator and its deep
connection between to the density of states, however, we will derive, that
the “mean-chord-length” theorem [32] does not only apply to situations
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ranging from the food harvesting patterns of social insects to the scatter-
ing of particles, but also to wave dynamics even in the regime of localized
transport. Further, we will also discuss the implications and links of our
results to the so-called “Yablonovitch limit” [33], a fundamental limit for
the efficiency of solar cells.

Introducing a new optimization procedure that relies on the informa-
tion of the scattering amplitudes in a whole frequency interval rather than
only at a single wavelength, we will also push the limits of output-stability
bandwidth formerly prescribed by the principal modes. A static output
pattern resulting from a given input over a preferably large spectral region
is particularly advantageous for data transmission, and as one can show, the
principal modes feature a very broad bandwidth in comparison to a random
input configuration by construction. Yet we could successfully demonstrate
the generation of a new set of orthogonal super principal modes (OSPMs),
that even outplay the time delay eigenstates in this respect. In cooperation
with Hui Cao’s group at Yale University, we could successfully demonstrate
the experimental feasibility of our findings in an optical multi-mode fiber
setup.

A different collaboration with Ulrich Kuhl’s group from Nice University,
who are experts in phase-coherent transport through microwave resonators,
permitted the experimental implementation of one representative of our
newly introduced DEFT-class of operators. We use this tool to illustrate
the possibilities of not only focussing on a chosen scatterer inside a disor-
dered medium, but quite on the contrary, also sparing the region around it
from radiation. As we further evince, an interesting connection to a recent
experiment [34] can be drawn, where our findings might drastically widen
the scope of the setup used there. Finally, we will show, that the time delay
operator is not the only DEFT-member inheriting information about the
phase space of trajectories. The operator we introduce in this regard is ca-
pable of generating particlelike states conveniently exploiting the “mixed”
phase space structure of a D-shaped fiber system.
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However simple it may be to associate a run time to a classical (pointlike)
particle traversing a certain region of space, it is definitely non-trivial to
do the same for a wave injected into a scattering system. On the one
hand, parts of a time-dependent pulse launched into a certain setup might
leave the system again via different scattering channels at different times;
furthermore, those channels might even be spatially separated from each
other, in general. On the other hand, a realistic wave packet possesses a
non-zero temporal width, so it may not even be clear in terms of a well-
defined point in time when the pulse enters the region of interest in the
first place. Despite these difficulties, a commonly-accepted and well-studied
operator measuring a physically reasonable delay time for waves exists.

The now-called Wigner-Smith time delay operator was first derived by
Smith already in 1960 [19] following preceding works of Eisenbud [16], Bohm
[17] and Wigner [18]. Originally devised in the context of particle-particle
scattering, the time delay operatorQ turned out to be a universal key for the
understanding of time delay, i.e. the duration of a wave scattering process,
in the whole field of linear wave scattering. In fact, the Q-operator quite
counterintuitively assigns reasonable delay times even to time-independent
monochromatic waves. It takes the appealingly simple form,

Q = −iS†dS

dω
, (2.1)

that is based solely on the knowledge of the scattering matrix S = S(ω),
with ω being the frequency of the incident wave († means Hermitian con-
jugation). The scattering matrix in turn relates incoming to outgoing flux
amplitudes, and is the most widely-used tool in order to describe wave
scattering processes. In what follows, we will motivate the concrete math-
ematical shape of the time delay operator Q and discuss the properties of
its eigenstates and the meaning of its eigenvalues, the so-called proper delay
times. Before doing so, however, we will review the very basics of linear
wave dynamics in the framework of scattering theory in the next section.
Subsequently, we will demonstrate the connection between the average de-
lay time and the density of states using the resonance poles of the respective
system under study. Afterwards, we will define time delay operators that
can be constructed relying on only a fraction of the information stored in
the total S-matrix and/or in cases where the amplitudes stored in S do not
describe all channels the initial flux can scatter into. We will also present
and briefly discuss another formalism describing a scattered wave’s delay
time, the dwell time, that is generally different from the quantity measured
by the Wigner-Smith time delay operator. In the last section of this chap-
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ter, we will ultimately introduce a whole class of novel operators, of which
the time delay operator is just one of many possible realizations.

2.1 Scattering Theory

The geometric composition of a wave scattering problem can usually be sub-
divided into two domains: an asymptotic region and the scattering region
(see Fig. 2.1(a)). The flux carried by the incident wavefront coming from
the asymptotic region is injected into the system via discrete input channels,
and scattered within the scattering region, where the flux is redistributed
to the output channels by the actual scattering process. Ultimately the
wave leaves again for the asymptotic region (see also [35, 36]). The scat-
tering region is considered the only redistributive element, no mixing of
the wave’s intensity in the individual input and output channels occurs in
the asymptotic region. The exact way in which the flux propagates from
the input channels into the output channels can conveniently be described
mathematically by the so-called scattering matrix S. Systems where an
actual measurement of (parts of) the scattering matrix is already feasible
with currently existing technology, are fibers [37] or disordered media [9]
illuminated by optical waves, microwave resonators [1], ultrasonic waves in
water [38], or slabs allowing for the propagation of elastic waves [5], just
to mention a few examples. In case of optical systems, the in- and output
channels can, e.g., be chosen as specific angles from which the sample is
irradiated (as we did in order to obtain the experimental results in section
3.4); for microwave resonators (as discussed in section 3.5) and elastic slabs,
often a basis of waveguide modes is suitable.

The general concepts of wavefront shaping presented throughout this
thesis are valid for many types of waves and applicable to many kinds of
scattering setups, however, we will discuss all of them in the framework of
the scalar Helmholtz equation,

(

∆+ n(~x)2 k2
)

ψ(~x) = 0, (2.2)

where ∆ =
∑

j ∂
2/∂x2j denotes the Laplacian, n(~x) the generally non-

uniform refractive index, and k = ω/c is the vacuum wavenumber of the
wavefunction ψ(~x). For the numerical studies presented in the next chapter,
we solved the Helmholtz Eq. on a finite-difference grid, using the advanced
modular recursive Green’s function method [39, 40].

On an abstract operator level, the S-matrix corresponding to Eq. (2.2)
takes the form (see, e.g., [41], subsection 6.1.3),

S = −1 + 2i V †GV, (2.3)
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which conveniently illuminates the mathematical structure of wave scatter-
ing as explained at the beginning of this section: G is the Green’s function
of the Helmholtz equation, G = (∆+n2k2)−1, which is closely related to the
corresponding propagator (see also [42]). V is a so-called coupling matrix,
connecting scattering channels and scattering region. For reasons of sim-
plicity, we implicitly assumed the output channels to be the time-reversed
partners of the input channels. As can easily be seen from Eq. (2.3) now,
the action of S is coupling an incident wave into the system, propagating
it within, and out-couple it again into the scattering channels. The unity
matrix 1 in Eq. (2.3) is necessary to account for the correct phase of the
back-scattered wave.

For 2-port systems, as discussed in the next chapter, it is often advan-
tageous to further group the scattering amplitudes stored in S according to

S =

(

r t′

t r′

)

. (2.4)

The amplitudes corresponding to a reflection from port 1 back into port
1 are stored in the reflection matrix r, the respective amplitudes for a
transmission from port 1 into port 2 are grouped in the transmission matrix
t. t′ and r′ are the analogous matrices for injection through port 2.

A specific example of such a system is depicted in Fig. 2.1(b), where a
(two-dimensional) resonator is coupled to two distinct rectangular waveg-
uides. In this case a suitable basis of scattering channels are the waveguide
modes. If we assume clean and rectangular waveguides featuring a refrac-
tive index of n(~x) ≡ 1, as well as perfectly reflecting boundaries, the modes
have the simple, analytical form,

φm(x, y) =
1

√

kx,m

√

2

w
χ(y) eikx,m x, (2.5)

with χ(y) = sin(ky,m y) here. The transverse width of the waveguide is

referred to as w, the prefactors 1/
√

kx,m and
√

2/w assure a flux normal-
ization and a transverse normalization, respectively, which are often ben-
eficial. The wavenumbers kx,m and ky,m = mπ/w with m = 1, 2, 3, ... are
connected by the total wavenumber k in Eq. (2.2) like

k2 = k2x,m + k2y,m. (2.6)

From Eq. (2.6) we see, that kx,m is only a real number and, therefore,
corresponds to a propagating mode, if m < kw/π. In case of m > kw/π,
the longitudinal wavenumber kx,m is purely imaginary, so the corresponding
mode is evanescently damped in propagation direction and carries no flux.
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Figure 2.1: (a) An impinging wavefront incident from the asymptotic re-
gion (white) is scattered within the scattering region Ω (grey) by a generally
non-uniform refractive index distribution n(~x) (in case of optical waves) and
ultimately leaves again for the asymptotic region. The scattering matrix S
is evaluated along the boundary of the scattering region, ∂Ω (dashed line).
(b) A resonator (grey), that constitutes the scattering region Ω, is attached
to two waveguides (white), port 1 (left) and port 2 (right), that represent
the asymptotic area. The scattering matrix for this system can be written
in the block structure shown in Eq. (2.4).

The S-matrix usually contains the scattering amplitudes for flux-carrying
(open) channels, only. If for the corresponding incoming and outgoing flux
coefficients with respect to the chosen basis of scattering channels, ~u and
~v = S~u, respectively, |~v|2 = |~u|2 is valid, it follows that the scattering matrix
must be unitary,

S†S = 1. (2.7)

In the following section, we will show that the unitarity stated by Eq. (2.7)
can be used in order to show that the time delay operator Q in flux-
conserving systems is Hermitian.
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2.2 The Wigner-Smith Time Delay

Operator

Before we derive an expression for the quantity measured by the Wigner-
Smith time delay operator Q, we qualitatively recall the seminal ideas that
ultimately led to its derivation. For the latter purpose, we consider the
(relatively simple) case of a wave packet transmitting through an arbitrary
one-dimensional scattering region characterized by its scalar frequency-
dependent transmission ’matrix’ t(ω) (see also [18] as well as [20] and ref-
erences therein). Note that the transmission amplitude t(ω) in this section
must not be confused with the time t. For the transmitted part of a scat-
tered wave packet one finds,

ψ(x, t) =
1√
2π

∫

dω |t(ω)| |ǫ(ω)| ei(kx−ωt+ϕǫ(ω)+ϕ(ω)), (2.8)

where we assumed a free-space propagation outside the scattering region,
and splitted the complex transmission amplitude into its absolute value and
phase according to t(ω) = |t(ω)| exp(iϕ(ω)). The complex-valued function
ǫ(ω) = |ǫ(ω)| exp(ϕǫ(ω)) denotes the assumed spectral input envelope of
the pulse. At large times t, or equivalently, far away from the scattering
region, i.e., at large values of x, we see from Eq. (2.8), that most integrands
at different frequencies ω cancel each other due to the rapid fluctuation of
the phase factor. Only in the vicinity of a stationary point in the latter
exponent, the terms interfere constructively. Applying the so-called sta-
tionary phase approximation (see for example [43] for a discussion of its
applicability, limitations, and corrections in the context of delay times in
wave transmission) to Eq. (2.8) gives

d

dω
(kx− ωt+ ϕǫ(ω) + ϕ(ω)) = 0. (2.9)

Following any significant instance of the wavepacket ψ(x, t), e.g., its peak
or ’center of mass’, we can solve Eq. (2.9) for this distinguished, time-
dependent spatial position xp(t), resulting in

xp(t) =
dω

dk

(

t− dϕǫ(ω)

dω
− dϕ(ω)

dω

)

=
dω

dk
(t− τǫ − τ) . (2.10)

Recognizing the first term on the right-hand side of Eq. (2.10) as the group
velocity vg = dω/dk, we see that the scattered wave packet suffers a total
temporal delay of τǫ+τ . Since τǫ is just the expected delay simply resulting
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from the spectral shape of the envelope ǫ(ω), we can identify

τ =
dϕ(ω)

dω
(2.11)

as the additional time delay the pulse experiences when compared to a wave
packet which would not have been affected by the scattering process at all,
i.e., t(ω) ≡ 1. The so-called phase time described by Eq. (2.11) can be
generalized to multichannel scattering and higher-dimensional systems, as
we will show in the following.

As briefly mentioned at the end of the previous section, an incoming
wave can be characterized by its (flux-)coefficients ~u with respect to the
chosen basis of scattering channels. Applying the scattering matrix S then
yields the corresponding output coefficients ~v = S~u. The proper general-
ization of Eq. (2.11) then reads like [44],

τ =
∑

n

|[~v ]n|
2 dϕn

dω
=
∑

n

|[S~u ]n|
2 d arg([S~u ]n)

dω
, (2.12)

where [~v]n means the n-th complex element of the vector ~v, and ϕn denotes
the phase of the former. As indicated in the previous section, a scattering
system featuring neither any losses due to power outcoupling, absorption,
etc., nor any amplifications by possible gain mechanisms, is perfectly flux-
conserving, resulting in a unitary scattering matrix, S† = S−1. Using again
~v = S~u, we thus have,

∑

n |[~v ]n|2 = ~v †~v = ~u †~u = 1 if the input vector ~u
is normalized to one. Eq. (2.12) can, therefore, be considered a meaningful
average over the phase times of the individual scattering channels weighted
with their respective (normalized) intensities.

In what follows, we will show that the average phase delay time given by
Eq. (2.12) equals exactly the expectation value of the Wigner-Smith time
delay operator evaluated for the input state ~u and a unitary S-matrix. We
start from the expression for Q given by Eq. (2.1) at the beginning of this
chapter,

τ ′ = ~u †Q~u = ~u †

(

−iS†dS

dω

)

~u, (2.13)

and consider the vector ~u as frequency independent, d~u/dω = 0. It thus
follows from Eq. (2.13) for the output vector ~v,

τ ′ = −i~v † d~v

dω
= −i

∑

n

[~v ]⋆n
d [~v ]n
dω

, (2.14)

where the symbol ⋆ means complex conjugation. Again fractionizing the
vector element [~v]n in its amplitude and phase, [~v ]n = |[~v ]n| exp(iϕn), and
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inserting into Eq. (2.14), we find

τ ′ =
∑

n

|[~v ]n|
2 dϕn

dω
= τ, (2.15)

where we used
∑

n |[~v ]n| d|[~v ]n|/dω = 0 due to d(~v †~v)/dω = d(1)/dω =
0 because of the assumed flux conservation. The delay time given by
Eqs. (2.12) or equally (2.15) is a purely real quantity independent of the
input coefficients in ~u. Indeed, one can easily see that Q is a Hermitian
matrix based on the unitarity of S, which thus features purely real eigen-
and expectation values. We start by taking the derivative with respect to
frequency of both sides of the equation

S†(ω)S(ω) = 1→ d

dω

(

S†(ω)S(ω)
)

= 0. (2.16)

Evaluating and transforming the latter equation results in

−iS†dS

dω
= i

dS†

dω
S → Q = Q†, (2.17)

which directly states the Hermiticity of the Q-operator (see also [19]). The
fact that the time delay operator is self-adjoint for unitary S-matrices im-
plies desirable features such as a complete and orthonormal eigenbasis in
the vector space of input configurations on the one hand, and real eigenval-
ues that are conveniently interpreted as physically reasonable delay times,
on the other hand.

In section 2.4, we will present a time delay matrix that is generally
non-Hermitian, but still provides meaningful delay times in the real parts
of its eigenvalues. Before doing so, we will discuss in the next section the
connection of the average time delay and the density of states (DOS), as well
as a concept to separate average reflection and transmission times drawn
from Q.
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2.3 Average Delay Times and the DOS

The connection of the density of states (DOS), i.e., the number of states or
levels per unit frequency interval for the scattering region, with the Green’s
function, the scattering matrix and scattering phases, as well as the average
delay time has been studied intensively during the last decades from the
theoretical side as well as experimentally [25,26,45–50]. Despite, or perhaps
due to such an extensive activity in this field, the literature lacks a clear
and complete derivation of this enlightening connection especially in the
context of the Helmholtz equation, which differs with respect to certain
subtleties from the corresponding calculations for the Schrödinger equation.
For those reasons, we will present a largely self-consistent derivation of this
connection. Much of the derivations with respect to the specific connection
of the Green’s function and the average delay time in this section and the
respective appendices works analogously to the calculations made in [36].
We will connect all quantities involved in each step to the complex poles of
the Green’s function, ultimately linking the DOS to the average delay time.
At the end of this section, we will demonstrate a physically reasonable way
to define a transmission and a reflection time separately, before we move
on to a completely general definition for a time delay matrix in the next
section.

Connection of the DOS and the Resonance Poles

The DOS for a bounded and closed system is given by the expression

ρ
(

k2
)

=
∑

n

δ
(

k2 − λn
)

, (2.18)

where the real and discrete eigenvalues λn are defined by the Helmholtz
equation,

(

∆+ n2(~x)λn
)

ψn(~x) = 0, (2.19)

subject to Hermitian boundary conditions. The symbol δ on the right-hand
side of Eq. (2.18) stands for the Dirac delta function. In case of a bounded
but open system, however, like a finite scattering region connected to the
asymptotic region, injected flux will gradually leak out of the scattering
area. This uncertainty in the duration of time the flux is confined inside
the system translates into a corresponding uncertainty in the frequency of
such a ’quasi-bound’ or ’meta-stable’ state. As was postulated by Breit and
Wigner in the context of neutron scattering already in 1936 [51], the DOS
then turns from discrete, sharp δ-peaks as in Eq. (2.18) to an approxmimate
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form of

ρ
(

k2
)

≈ − 1

π
Im

[

∑

n

1

k2 − λn

]

=
1

π

∑

n

Γn/2

(k2 − k2n)2 + Γ2
n/4

, (2.20)

where Im stands for the imaginary part. The opening of the system results
in a non-Hermitian equation governing the mode-structure inside the scat-
tering region. This in turn causes the eigenvalues λn to become complex,
which translates into temporally decaying internal modes, as expected for
an open system. In Eq. (2.20), we split the complex eigenvalues in their real
and imaginary parts like λn = k2n−Γn/2, and we consequently see that the
DOS is described as a sum of Lorentzians at positions kn and widths of Γn.
As already mentioned, this expression for the DOS is only an approximation
and theorists have tried to generalize it and to test its applicability (see [52]
and references therein) ever since its postulation. We would like to mention
a very appealing ansatz of describing the actual DOS using Delta functions
allowing for a complex argument [53–55], at this point. Unfortunately, we
could not find a precise and clear statement in the literature about the
extent of applicability of the Breit-Wigner approximation to the scattering
systems we study in this thesis. The results we will present in section 3.3
of the next chapter, however, indirectly prove its applicability, and further
justify the usage of Eq. (2.20). We can also qualitatively motivate this
shape of the DOS though, as we will briefly discuss in what follows.

On the one hand, please note that the sum of Lorentzians in Eq. (2.20)
turns over to the right expression for the DOS in Eq. (2.18) in the limit of
vanishing linewidths Γn, which corresponds to a closed system, because of
the identity

δ(x− x′) = lim
ǫ→0

1

π

ǫ2

(x− x′)2 + ǫ2
. (2.21)

On the other hand, in case of a closed (Hermitian) system, one finds the
relation between the DOS and the Green’s function to evaluate to (see, e.g.,
Eq. (1.20) and pp. 392-393 in [56]),

ρ
(

k2
)

= − 1

π
Im
[

Tr
(

G̃
(

k2
)

)]

, (2.22)

where Tr denotes the trace. If we just apply Eq. (2.22) derived for Her-
mitian systems to the non-Hermitian system of our open scattering region
Ω, we end up exactly with the Breit-Wigner formula for the DOS given in
Eq. (2.20), as we will show in the remainder of this subsection.

The Green’s functionG appearing in Eq. (2.3) is defined by the equation,

(

∆+ n(~x)2 k2
)

G
(

~x, ~x ′; k2
)

= δ(~x− ~x ′) , (2.23)
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with ~x, ~x ′ ∈ Ω, or in an abstract and simplified way,

G
(

k2
)

=
1

(∆ + n2k2)
. (2.24)

The proper function corresponding to the DOS is slightly different from the
Green’s function in Eq. (2.24) though [57,58],

G̃
(

k2
)

=
1

(n−2∆+ k2)
= G

(

k2
)

n2. (2.25)

Please note that purely outgoing, so-called ’constant-flux’ boundary condi-
tions [59] must be imposed on the Eqs. (2.23 - 2.25). The former can also
be included into the Helmholtz equation in matrix form by adding the anti-
Hermitian matrix i V V † to the operator on the left-hand side of Eq. (2.23),
with V being equal to the coupling matrix in Eq. (2.3) [36, 41, 44]. For
reasons of simplicity, we include the Hermitian part of the constant-flux
boundary conditions only implicitly here. We can also express G̃(k2) in its
spectral representation,

G̃
(

~x, ~x ′; k2
)

=
∑

n

ψR
n (~x)ψ

L
n (~x

′)

k2 − λn
, (2.26)

where the left/right eigenstates ψ
L/R
n (~x) satisfy the generalized eigenvalue

equations

ψL
n (~x)

(

∆←−+ n2(~x)λn + i V V †
)

= 0, (2.27)

and
(

∆−→+ n2(~x)λn + i V V †
)

ψR
n (~x) = 0, (2.28)

respectively. The arrows ←/→ in the subscripts formally mean that the
operator acts to the left/right, and further we assume a normalization of
eigenstates like

∫

Ω
dV ψL

n (~x)ψ
R
n (~x) = 1. As mentioned before, due to the

anti-Hermitian coupling, the eigenvalues λn are generally complex numbers,
which accounts for poles of the Green’s function (2.26), and thus of the
scattering matrix, in the complex plane at positions λn. The latter are
thus the positions of the resonances of the scattering system. Please note
that generally λn = λn(ω) due to the coupling V = V (ω), but since this
frequency-dependence can often be neglected, we just refer to the λn as
the ’resonance poles’, for reasons of simplicity. For the trace Tr(G̃(k2)) =
∫

dx G̃(~x, ~x; k2), we find from Eq. (2.26) and using the normalization of the
eigenstates,

Tr
(

G̃
(

k2
)

)

=
∑

n

1

k2 − λn
. (2.29)
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Inserting λn = k2n−Γn/2 for the eigenvalues, we immediately see the validity
of Eq. (2.22) by comparison of Eq. (2.29) to Eq. (2.20). For the actual DOS
in terms of the frequency we thus get,

ρ(ω) = ρ
(

k2
) dk2

dω
=

2ω

π

∑

n

γn/2

(ω2 − ω2
n)

2 + γ2n/4
= − 2ω

πc2
Im
[

Tr
(

G̃(ω)
)]

,

(2.30)
where we used k = ω/c for the vacuum wavenumber and defined ωn := knc
and γn := Γnc

2.

Connection of the Scattering Phases and the
Resonance Poles

In this subsection, we will present the connection of the DOS based on the
expression (2.30) in the previous subsection and the scattering matrix. For
that purpose, we note that the S-matrix given by Eq. (2.3) can also be
written in terms of its Cayley transform (see Appendix A.1 and [60]),

S = −1 + 2iV †GV = −1− iV †G0V

1 + iV †G0V
, (2.31)

with G0 being defined by the relation G = [G−1
0 + iV V †]−1. As it will turn

out, the proper connection between the scattering matrix and the DOS
involves the determinant

Det[S] = Det

[

−1− iV †G0V

1 + iV †G0V

]

=
Det
[

1− iV †G0V
]

Det[1 + iV †G0V ]
, (2.32)

which evaluates to (see Appendix A.1 and [36])

Det[S] = ei
∑

n θn =
∏

n

ω2 − ω2
n − iγn/2

ω2 − ω2
n + iγn/2

. (2.33)

We expressed the determinant of S as the product of its eigenvalues, where
the θn are the scattering (eigen-)phases. The complex numbers λn = (ω2

n−
iγn/2)/c

2 are exactly the eigenvalues of the Helmholtz Equations defined in
Eqs. (2.27) and (2.28). In a next step, we will demonstrate the connection
of the resonance poles and the average time delay ultimately leading to the
link between the DOS and the time delay.
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Connection of the Average Time Delay and the DOS

The average delay time of waves scattering through a given system can easily
be quantified using the time delay operator by just taking the average of
its eigenvalues,

〈τ〉 = 1

N

N
∑

n

τn =
1

N
Tr(Q) , (2.34)

which can be written as the trace of the Q-matrix divided by the number
of flux-carrying input channels N . Inserting the expression of Q in terms of
the scattering matrix, Q = −iS†dS/dω, we will express 〈τ〉 in terms of the
resonance poles. For that purpose we state (see Appendix A.1 and [36])

〈τ〉 = 1

N
Tr(Q) = − i

N

d

dω
ln(Det[S]) . (2.35)

Using the expression we found for the determinant of the scattering matrix
in terms of the resonance poles (Eq. (2.33)), we have

ln(Det[S]) =
∑

n

ln

(

ω2 − ω2
n − iγn/2

ω2 − ω2
n + iγn/2

)

, (2.36)

and we are subsequently able to formulate the average delay time 〈τ〉 as
(see Appendix A.1),

〈τ〉 = 4ω

N

∑

n

γn/2

(ω2 − ω2
n) + γ2n/4

. (2.37)

A comparison of Eqs. (2.37) and (2.30) finally yields the connection between
the average delay time and the density of states [25, 26],

〈τ(ω)〉 = 2π

N
ρ(ω) . (2.38)

Average Reflection and Transmission Delay Times

In case one is interested in the average delay time 〈τ〉 for a 2-port system,
or equally the DOS, it might also be of interest to separate the average
delay into an average reflection and an average transmission time, as we
will make use of in section 3.3. The derivations in this subsection were
published in [61].

In order to do this separation of scattering times, we return to the
expression for the expectation value of the Q-operator for an arbitray input
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~u in Eq. (2.15) and deduce

〈τ〉 = 1

N
Tr(Q) =

N
∑

mn

|Smn|2
dϕmn

dω
, (2.39)

with the complex element Smn = |Smn| exp(ϕmn) of the scattering matrix.
Using the division of S into reflected and transmitted parts (Eq. (2.4)), we
can define the total transmission Ttot and reflection Rtot according to

Ttot =
1

N





N/2
∑

mn

|tmn|2 + |t′mn|
2





= 1− 1

N





N/2
∑

mn

|rmn|2 + |r′mn|
2



 = 1−Rtot. (2.40)

For reasons of simplicity, we assumed the reflection and transmission ma-
trices to be square blocks of dimension N/2×N/2. An effective number of
transmitting channels then evaluates to NT = TtotN , and analogously the
effective number of reflected channels is NR = RtotN , with N = NT +NR.
The second equal sign in Eq. (2.40) follows from the unitarity of S. Quite
similar to (2.40), we can also define

〈τT 〉 =
1

NT





N/2
∑

m,n

|tmn|2
dϕt

mn

dω
+ |t′mn|

2 dϕ
t′

mn

dω



 , (2.41)

and

〈τR〉 =
1

NR





N/2
∑

m,n

|rmn|2
dϕr

mn

dω
+ |r′mn|

2 dϕ
r′

mn

dω



 , (2.42)

where, e.g., rmn = |rmn| exp(iϕr
mn) denotes a complex reflection amplitude

from left to left. The connection between the average transmission and
reflection delay times and the total mean delay is then very intuitive and
reads like

〈τ〉 = Ttot 〈τT 〉+Rtot 〈τR〉 . (2.43)
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2.4 General Time Delay Matrix and

Principal Modes

Throughout the last section, we assumed a perfectly flux-conserving system,
accounting for a unitary scattering matrix and thus a Hermitian time delay
operator. In many cases, especially in experimental applications, however,
only subparts of S might be measurable. Additionally, there are always
sources of loss present in a realistic setup that often cannot be completely
neglected. For those reasons, the detected scattering amplitudes will consti-
tute a non-unitary matrix, which impedes simple expressions for the delay
time of a wave such as Eq. (2.12), or a straightforward definition of partial
delay times like we did in section 2.3. Therefore, a general definition for a
time delay operator, including the Hermitian Wigner-Smith operator Q as
a special case, would be very desirable. We will introduce such an operator
and will provide physical arguments for its construction in the following.
Without loss of generality, the presented derivations will be done in terms
of a sub-unitary transmission matrix t, that we firstly assume to be invert-
ible. Later in this section we will also present a construction algorithm in
case of a non-invertible matrix.

Due to the previously-assumed unitarity of S, the defining equation of
Q can also be written like

Q = −iS†dS

dω
= −iS−1dS

dω
. (2.44)

The right-hand side of Eq. (2.44) will serve us as a general construction
scheme for a universally applicable, generically non-Hermitian time delay
operator

q = −it−1 dt

dω
. (2.45)

In order to breathe physical life into this mathematical expression, consider
an arbitrary (static) input configuration specified by its coefficient vector
~u. The corresponding frequency-dependent output vector reads like

~v(ω) = t(ω) ~u. (2.46)

Accordingly, a Taylor series up to first order then reads

~v(ω) ≈ ~v(ω0) +
d~v

dω

∣

∣

∣

∣

ω0

(ω − ω0) = t(ω0) ~u+
dt

dω

∣

∣

∣

∣

ω0

(ω − ω0) ~u. (2.47)

We now demand ~v not to change with frequency to first order except only
with respect to a global phase and amplitude. This translates into demand-
ing that the first order term in the Taylor series should be parallel to the
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zero-th order term,
d~v

dω

∣

∣

∣

∣

ω0

= iz ~v(ω0) , (2.48)

with some complex proportionality constant z. A multiplication with−it−1(ω0)
from the left along with trivial reordering and ~v = t~u yields

−it−1(ω0)
dt

dω

∣

∣

∣

∣

ω0

~u = z ~u ≡ τ~u. (2.49)

The constant z plays the role of an eigenvalue τ , and from the eigenvalue
equation (2.49), we also directly see that in the spectral vicinity of the fre-
quency ω0 at which the time delay matrix q in Eq. (2.45) was calculated,
its eigenvectors feature the unique property of a vanishing change in the
directions of their respective output vectors. Please note, that this fea-
ture of the time delay eigenstates was specifically derived already in [27]
and later generalized in [28]. The authors Fan and Kahn also established
the term principal modes (PMs) as a general appelation for the time de-
lay eigenstates. For didactic reasons, we chose the slightly different, yet
more instructive approach of the derivation above, rather than following
the calculations in these papers.

The observation of the spectral output stability of the PMs together
with the meaning of the generally complex eigenvalue τ , will enable us to
justify the expression (2.45) in the following. We can decompose ~v = t~u for
a q-eigenstate according to ~v = |~v|v̂ exp(iϕ), where we omitted the explicit
dependence of its constituents on ω. The unit vector v̂ determines the
direction of the output vector, |~v| is of course its magnitude. As we will
see, the absolute value of the phase ϕ is irrelevant, only its derivative with
respect to ω is of physical significance. We can, e.g., choose ϕ such, that
at the reference frequency ω0 its value is equal to the phase of one of the
complex elements (say the n-th) of ~v, Arg([~v(ω0)]n) = ϕ(ω0), thus setting
the n-th element of v̂ to a real number. Keeping the latter element purely
real as frequency changes, ω 6= ω0, then defines the ω-dependance of ϕ.

Since we assumed ~u to be a time delay eigenstate, we have dv̂/dω = 0
according to Eq. (2.48), leading to

d~v

dω
=

(

1

|~v|
d |~v|
dω

+ i
dϕ

dω

)

|~v| v̂eiϕ =

(

d ln(|~v|)
dω

+ i
dϕ

dω

)

~v. (2.50)

A comparison to Eqs. (2.49) and (2.48) thus yields for the eigenvalue τ ,

τ =

(

dϕ

dω
− id ln(|~v|)

dω

)

, (2.51)
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where we again used ~v = t~u as well as d~u/dω = 0. The ω-derivative of
the global scattering phase ϕ, i.e. the real part of τ , can be interpreted
again as the delay time of the corresponding wave. The imaginary part
of τ is a measure for the change of the state’s transmittivity with chang-
ing frequency. By means of a simple calculation we can further illustrate
the physical significance of Re[τ ] by again investigating a time-dependent
wavepacket in the upcoming subsection.

Time-Dependent Wave Packet

We start from the expression for a temporal output pulse as the Fourier
transform

~v(t) =
1

2π

∫

dω ~v(ω) ǫ(ω) e−iωt, (2.52)

involving the spectral envelope of the input pulse ǫ(ω). The parameter
t in this subsection denotes the time and is not to be confused with the
transmission matrix. We now assume the width of ǫ(ω) to be sufficiently
narrow, such that the assumptions |~v(ω)| ≈ |~v(ω0)| for the transmittivity,
and ϕ(ω) ≈ ϕ(ω0) + dϕ/dω|ω0

for the phase in the previously introduced
decomposition of the spectral output signal ~v(ω) hold. If we further assume
~v to be the output vector of a q-eigenstate, we also have v̂(ω) ≈ v̂(ω0), due
to dv̂/dω = 0|ω0

, hence

~v(ω) ≈ |~v (ω0)| v̂(ω0) e
iϕ(ω0)+i dϕ

dω |ω0 . (2.53)

Please note that typically the phase rotates much faster with frequency
than a change in the transmittivity occurs, therefore, we considered the
expansions to first order for the phase, and only to zero-th order for the
magnitude, respectively. Inserting Eq. (2.53) into Eq. (2.52) we get for the
total output intensity

|~v(t)|2 =
|~v(ω0)|2

(2π)2

∫

dω′

∫

dω ǫ⋆(ω′) ǫ(ω) e
−i(ω−ω′)

(

t− dϕ
dω |ω0

)

=
|~v(ω0)|2

(2π)2

∣

∣

∣

∣

∣

∫

dω ǫ(ω) e
−iω

(

t− dϕ
dω |ω0

)
∣

∣

∣

∣

∣

2

= |~v(ω0)|2
∣

∣

∣

∣

∣

ǫ

(

t− dϕ

dω

∣

∣

∣

∣

ω0

)∣

∣

∣

∣

∣

2

, (2.54)

where we have used v̂†v̂ = 1. Eq. (2.54) states that for a time delay eigen-
state in combination with an adequately narrow envelope ǫ(ω) of the input
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packet, the temporal output pulse is just a rescaled and delayed version of
the input pulse. The temporal shift in turn is exactly the real part of the
corresponding eigenvalue τ in (2.49), and is given by the frequency deriva-
tive of the global output scattering phase.

Please note that all considerations discussed in this section equally apply
not only to q, but also to the Wigner-Smith time delay operator Q, for the
latter being just a special case of the general expression for q in Eq. (2.45).

Construction Scheme for Non-Invertible Scattering
Matrices

For the construction of the time delay operator q = −i t−1(ω0) dt/dω|ω0
in

Eq. (2.45), the inverse of the transmission matrix t at ω0 is needed. A
straight-forward inversion is generally not possible, because t(ω0) might be
a singular matrix and/or may not even be quadratic. In this subsection,
we present an algorithm that produces an effective inverse, irrespective of
the shape or singularity of t(ω0), that preserves the desired features of the
principal modes, i.e., the q-eigenstates. Since we have used this inversion
scheme to achieve many of the results presented in the next chapter, we
will discuss all necessary steps of the procedure in detail in what follows.

In a first step we perform a singular value decomposition (SVD) of t(ω0),

t(ω0) = U ΣV †, (2.55)

where the matrices U and V contain column-wise the left and right singular
vectors, respectively. The diagonal matrix Σ = diag({σn}) contains the
(real and positive) singular values of t(ω0). In order to eliminate possible
singularities, or more general, (dark) channels that contribute only weakly
to the total output, we only keep those Nbright singular values and the
corresponding left and right singular vectors, where {σn > σthr}, with σthr
being a reasonably chosen threshold value. Accordingly, this leads to the
matrices of reduced dimensions, Ũ , Ṽ , and Σ̃ = diag({σn > σthr}).

The next step is projecting the transmission matrix onto the reduced
subspace spanned by these remaining (bright) channels,

t̃(ω0) = Ũ † t(ω0) Ṽ , (2.56)

resulting in the non-singular, quadratic and, therefore, invertible Nbright ×
Nbright matrix t̃(ω0). The effective inverse is finally obtained by inversion
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and subsequent reprojection onto the original vectorspace,

t−1
b (ω0) := Ṽ t̃−1(ω0) Ũ

†

= Ṽ
(

Ũ † t(ω0) Ṽ
)−1

Ũ †, (2.57)

where the subscript b stands for ’bright’. We found that a projection onto
the subspace of bright channels, thus ’cutting’ away the dark channels, is
favorable in many cases, not only in order to compute an effective inverse
of t (see, e.g., section 3.4). For that reason, we also introduce the projected
transmission matrix,

tb(ω) := Ũ Ũ †t(ω) Ṽ Ṽ †. (2.58)

Please note that, since Ũ †Ũ = 1 and Ṽ †Ṽ = 1, the effective inverse we
defined in Eq. (2.57) and the projected matrix in Eq. (2.58) satisfy the
calculation rules t−1

b (ω0)tb(ω0)t
−1
b (ω0) = tb(ω0), and tb(ω0)t

−1
b (ω0)tb(ω0) =

t−1
b (ω0) for pseudo-inverse matrices. The products of the two matrices give
tb(ω0)t

−1
b (ω0) = Ũ Ũ † and t−1

b (ω0)tb(ω0) = Ṽ Ṽ †, respectively, where the
projectors Ũ Ũ † and Ṽ Ṽ † can be viewed as the representations of the unit
matrices in the bright left and right subspaces the transmission matrix is
projected onto.

Concludingly, we can generalize the construction of the time delay ma-
trix q,

q = −it−1
b

dtb
dω

, (2.59)

which is equal to our previous expression in Eq. (2.45) in case ofNbright = N ,
since then tb = t. The matrices tb and t−1

b , respectively, directly inherit
the physical information about the scattering process corresponding to the
bright channels from t, the dark channels span the common nullspace of
both matrices. We can thus assert, that all statements about the favorable
properties concerning the eigenvalues and eigenstates of the time delay ma-
trix in Eq. (2.45) also apply to the operator (2.59), when it comes to the
relevant subspace of bright transmission channels.
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2.5 The Dwell Time

In this section we briefly discuss another, widely known and used concept of
time delay in wave transport, the so-called dwell time. The definition of the
dwell time is generally different from the quantity based on the derivative
of the scattering phases, which is also often referred to as group delay and
measured by the operators Q and q we discussed in the preceeding sections.
In case of flux-conserving scattering processes, however, a direct and close
connection between the operators corresponding to the group delay and the
dwell time exists, as we will show below.

First suggested by Smith already in 1960 [19] and later picked up by
Büttiker [62], the dwell time for a temporal wave packet has a conveniently
simple definition (see also [21]),

τd =

∫

dt
UΩ(t)

Utot

(2.60)

where UΩ(t) is the amount of the packet’s energy stored inside the finite
scattering system Ω as a function of time. For reasons of simplicity, we
assumed the total energy Utot to be conserved in time, and the pulse is
located entirely outside of Ω for t → ±∞. The dwell time τd is thus just
the average time a certain fraction of energy injected into the system dwells
inside this system, irrespective of the specific channels it was injected in
and is ultimately scattered into. For a stationary scattering state ψ(~x), and
~ξ = ~x ∈ ∂Ω, Eq. (2.60) translates into

τd =
UΩ

S
(in)
∂Ω

=
2k

i c

∫

Ω
dV ψ⋆(~x)n2(~x)ψ(~x)

∫

∂Ω
d ~A·

(

ψ(~ξ)~∇ψ⋆(~ξ) + c.c.
) (2.61)

where we used the expressions for the now time-averaged stored energy,

UΩ =
1

2
ǫ0

∫

Ω

dV ψ⋆(~x)n2(~x)ψ(~x) , (2.62)

and for the incoming power,

S
(in)
∂Ω =

1

2
ǫ0
i c

2k

∫

∂Ω

d ~A·
(

ψ(~ξ)~∇ψ⋆(~ξ) + c.c.
)

, (2.63)

respectively (see appendix A.2). The symbol ǫ0 in the above equations
denotes the vacuum permittivity, and c is the speed of light. We can use
the normalization of the field ψ(~x) according to,

i

2

∫

∂Ω

d ~A·
(

ψ(~ξ)~∇ψ⋆(~ξ) + c.c.
)

= 1, → S
(in)
∂Ω =

ǫ0 c

2k
, (2.64)
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in order to express the dwell time like

τd =
2k

ǫ0 c
UΩ =

k

c

∫

Ω

dV ψ⋆(~x)n2(~x)ψ(~x) . (2.65)

Much literature on the relation of group delay and dwell time for different
types of waves and systems exists, see for example [63–65], however, few
works on a mathematical operator measuring the dwell time can be found,
e.g., [24, 66]. Abusing the normalization stated in Eq. (2.64) as well as
a simplified matrix notation, we can write for the wave function ψ(~x) in
Eq. (2.65) inside the scattering region, ~x ∈ Ω (see [42, 44,67]),

~ψ = 2i GV ~u, (2.66)

where we used the Green’s function G and the coupling matrix V from
Eq. (2.3), respectively. The vector object ~u again contains the complex
input coefficients. Hence, we can write for the dwell time of a particular
input state characterized by ~u,

τd =
k

c
~u†
[

4V †G†n2GV
]

~u, (2.67)

and identify the object Qd := 4k V †G†n2GV/c as the dwell time operator.
It was demonstrated for the Schrödinger equation that a direct link between
Qd and the Wigner-Smith operator Q can be drawn [66]. As we have al-
ready shown elsewhere putting these results on a solid physical ground [44],
one can even analytically derive the discrepancy Qd − Q in terms of the
scattering amplitudes. Nevertheless following the mathematically correct
derivation in [66], the desired connection can be found by neglecting the fre-
quency dependence of the coupling matrix V , when calculating the deriva-
tive dS/dω in the construction of Q. Redoing the respective derivations for
the Helmholtz equation analogously yields (appendix A.2),

Qd ≈ Q, (2.68)

a correspondence that we will make use of at some later points in section 3.3
of this thesis. Concludingly, we would like to point out to the reader, that
also an interesting connection between τd and the DOS can be found [68],

〈τd(ω)〉 =
2π

N
ρ(ω) , (2.69)

where we translated the corresponding expression in [68] to the Helmholtz
equation using the dispersion relation of a free Schrödinger particle E =
k2/2 (in reduced units). Together with Eq. (2.68), Eq. (2.69) thus further
justifies the assumptions for the DOS made in the derivation of Eq. (2.38).
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2.6 General Class of Dependence Shift

(DEFT) Operators

Referring back to the calculations in subection 2.4, we realize, at first on a
purely mathematical level, that the construction of a Hermitian operator re-
sulting from a unitary scattering matrix does not necessarily have to involve
a derivative with respect to the frequency ω (as in the Wigner-Smith time
delay operator). Correspondingly, we can thus directly generalize Eqs.(2.49)
and (2.51) expressing the eigenvalue equation and the meaning of the corre-
sponding eigenvalues for the time delay matrix q, respectively, to arbitrary
scalar quantities a, that the scattering matrix parametrically depends on,
S = S(a). In analogy to the properties of the principal modes, the eigen-
states of the operator

Da := −iS†dS

da
, (2.70)

or more generally,

da := −it−1 dt

da
, (2.71)

feature a static output intensity pattern to first order, when varying the pa-
rameter a. These generalizations of the Wigner-Smith time delay operator
Q and the general time delay matrix q to a whole new class of operators
constitute one of the major analytical results in this thesis. We empha-
size again, that a stands for literally any parametrical dependence of the
scattering amplitudes. Just a few physically relevant examples of a might
be an external magnetic field B in the scattering of charged particles, or
geometrical parameters of the scattering region, e.g. its position or the po-
sition of one specific scattering element, as we will demonstrate in section
3.5. In analogy to the eigenvalues of the time delay operators, i.e., the
proper delay times, the eigenvalues of Da and da describe the proper shifts
in the canonically conjugate quantity of a, as we will show in the remain-
der of this section. Decomposing the output for a da-eigenstate ~u again as
~v(a) = |~v(a)|v̂(a) exp(iϕ(a)), analogously to the derivation of Eq. (2.51) we
find for the eigenvalue κa

da~u = −it−1 dt

da
~u = κa~u → κa =

(

dϕ

da
− id ln(|~v|)

da

)

, (2.72)

and
dv̂

da
= 0 (2.73)

for the output pattern, respectively. For a unitary scattering matrix, we
can derive an even simpler form than Eq. (2.70) for the operator Da that
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elegantly generalizes the Wigner-Smith operator, displaying the aforemen-
tioned shift in the conjugate variable of a, which is represented by the
operator k̂a := −i∂/∂a.

In case the parameter a affects the entire scattering region, and/or also
the coupling or the scattering channels depend(s) on a, V = V (a), χn =
χn(a), the elements of the matrix representation ka can be calculated using
the (normalized) transverse profiles of the scattering channels χn according
to

[ka]mn = −i
∫

∂Ω

dξ χ⋆
m(ξ)

∂χn

∂a
(ξ) , (2.74)

with {ξ : ~x ∈ ∂Ω} indicating a position along the boundary of the scattering
region. The scattering matrix S(a+∆a) at a′ = a + ∆a can then be
calculated in terms of S(a) using the ’evolution’ operator exp(ika∆a), where
ka, acts as the accurate generator,

S(a+∆a) = e−ika∆aS(a) eika∆a. (2.75)

For small deviations ∆a, we can approximate Eq. (2.75)

S(a+∆a) ≈ (1− ika∆a)S(a) (1 + ika∆a)

≈ S(a)− ikaS(a)∆a+ iS(a) ka∆a, (2.76)

where we neglected terms of the order (∆a)n with n ≥ 2. Using Eq. (2.76),
we can write the derivative of S with respect to a as the limit

dS

da
= lim

∆a→0

S(a+∆a)− S(a)
∆a

= −ikaS(a) + iS(a) ka. (2.77)

With S†S = 1, it then follows for the Da-operator

Da = −iS†dS

da
= ka − S†kaS. (2.78)

From Eq. (2.78) one can easily see, that the expectation value of Da for an
arbitrary input state evaluates to the difference of the expectation values
for ka before and after the scattering process. In this way, we found a
general expression for an operator measuring the shift in ka experienced
by the wave, which is induced by the scattering process. The quantity ka
(now as a variable, not an operator) is the canonical-conjugate parameter
of the variate a the scattering setup depends on. Mathematically speaking,
S(a) and Da are basis-independent, abstract operators, e.g., the Fourier
transform S̃(ka) is equivalent to S(a), in this respect. Hence, we can also
view the scattering amplitudes as being parametrically dependent on ka,
rather than on a. Briefly summarizing these considerations, we termed our
newly found and very general class of operators dependence shift (DEFT)
operators.
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This chapter is dedicated to the application of the notions and results
presented in the last chapter. For all discussed projects, we will elaborate
a solid theoretical framework based on these concepts, along with either a
numerical backup of our claims, or a presentation of measurement results,
directly.

In the upcoming section, we will treat systems allowing for so-called
branched flow. We will show that the branches in the spreading pattern of an
injected wave evolving in such a system can conveniently be separated from
each other by properly shaping the input wavefront. Our corresponding
algorithm involves the construction of a time delay operator along the lines
of the derivations in the preceding chapter.

The section thereafter discusses the possibilty of effectively camouflag-
ing even strongly scattering disorder potentials by means of recording the
impinging wavefront and tailoring the signal ultimately ejected into the
disordered region.

Subsequently, we present the proper generalization and applicability of
the mean chord length theorem to wave propagation. This will allow us
to show that an invariant average scattering delay time exists, which is
independent of the scattering regime, ranging from ballistic to localized
transport. Briefly, we will also discuss a connection to a fundamental result
in the context of solar cells, i.e., the Yablonovitch limit.

Thereafter, we will present a novel optimization algorithm that may in-
crease the data transfer capacities of multimode optical fibers. This project
has been carried out in collaboration with Hui Cao’s group at Yale Uni-
versity, enabling us to present a direct verification by means of a successful
experimental realization.

The last section eventually introduces a specific example for the general
(DEFT) operator class defined at the end of the previous chapter. The
involved derivative of the scattering matrix will be taken with respect to
the spatial position of a single scatterer, or to the position of the entire
scattering region, respectively. The former variation leads to an algorithm
which can be used to either focus on a specific scattering element or, quite
on the contrary, to avoid a certain region, as we could demonstrate in a
microwave setup operated by Ulrich Kuhl’s group at the University of Nice.
After discussing the connection of the concepts applied there to a recent
experiment in the optical domain, we will evince, in a numerical study,
that shifting the whole scattering region allows for a separation of wave
states ’living’ on regular islands from states corresponding to the chaotic
sea in systems possessing a mixed (regular-chaotic) phase space of classical
(trajectory) dynamics.
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3.1 Coherent Control of Branched Flow

Branched flow is a fundamental, universal phenomen occuring in the prop-
agation of both, waves and particles. In wave transport, it arises over a
huge range of wavelengths and for many different types of waves, where
it specifically denotes the propagation of an initially constricted wavefront
along distinct branches rather than a smooth, fan-like spreading. This pe-
culiar ramification is where the term ’branched’ flow stems from. First
described only quite recently in 2001 for electronic transport through semi-
conductor nanostructures [31], the discovery of branched flow sparked a
remarkable scientific activity revealing its occurrence from the nanoscale to
microwaves [69] and even up to ocean waves [70,71]. It thus spans about 12
orders of magnitude in wavelength. The key prerequisite is the presence of
a weak and smooth background potential accounting for the formation of
branches in the scattering pattern of the respective waves in such systems.
As could be shown, the latter effect can largely be understood in terms of
caustics viewing the disorder landscape as an effective array of imperfect
lenses [72, 73]. Not only its origin but also the statistics of branched flow
were subject to scientific investigation [74,75], however, to our best knowl-
edge, no work on deliberately controlling specific transport properties of
systems allowing for branched flow has so far been put forward. An ex-
perimental control of the phenomenon would constitute an important step
forward in the context of imaging through disordered tissues, or might be
beneficial for an energy-efficient transmission in random media. In this
section, we will show that one can actually select individual branches by
means of shaping the incident wavefront, hence conveniently exploiting the
system-specific branch structure leading to highly collimated beams. The
presented results were achieved in collaboration with Adrian Girschik and
Andre Brandstötter.

Since a spatially dependent tailoring of the optical refractive index was
experimentally achieved very recently [76], we will also demonstrate our
findings in this section in the context of the Helmholtz equation (2.2). For
our numerical studies, we investigated a specific, two-dimensional realiza-
tion of a branched flow system which is shown in Fig. 3.1(a). The scattering
region of length l containing the non-uniform refractive index distribution
n(~x) is attached to two semi-infinite waveguides of the same width w fea-
turing n(~x) ≡ 1. The (left) incoming lead and the disorder potential are
separated by an aperture of width wa = 0.25 × w. The boundaries of the
entire system in transverse direction as well as the aperture are assumed
to be perfectly reflecting (hard) walls, accordingly, the waveguide modes
inside the leads take the simple form given by Eq. (2.5) in the last chap-
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ter. We choose a vacuum wavenumber of k = 2π/λ = 200.1π/w, thus 200
and 50 propagating modes are open in the waveguide and in the aperture,
respectively.

Figure 3.1: (a) Sketch of the system allowing for branched flow. The
scattering region (length l) is attached to two semi-infinite leads of width
w and an index of refraction of n(~x) ≡ 1. Flux is injected through the left
lead. An aperture with an opening of wa = 0.25×w separates the incoming
waveguide from the disorder landscape (colored region). The color code
of the disorder potential is chosen such that red means a high refractive
index n(~x). (b) Intensity plot of the incoherent superposition of the first
25 waveguide modes injected from the left. The color code is logarithmic,
where high intensity regions are shown in red. 5 main branches can be
identified and are numbered accordingly. The underlying effective potential
causing the branching matches exactly the one shown in (a). (c) Eigenfunc-
tions Y(y) in real space of the ŷ-operator in the subspace of flux-carrying
modes for 15 (green) and our chosen number of 200 open modes (orange),
respectively.

The long-ranged effective potential is characterized by its Gaussian auto-
correlation function

C(|~x− ~x ′|) =
〈(

n2(~x)− 1
) (

n2(~x ′)− 1
)〉

x
∝ e

−|~x−~x ′|
2lcorr , (3.1)
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where we chose the correlation length to be of the order of the wavelength,
lcorr = 3λ. In order to ensure the necessary weakness of the disorder, we set
the occuring maximum index to nmax = 1.1. The system-inherent branch
structure is made visible by an incoherent superposition,

Ψ(~x) =
∑

n

|ψn(~x)|2 , (3.2)

of the wavefunctions ψn(~x) corresponding to the lowest 25 lead modes in
Fig. 3.1(b). We can clearly identify 5 main branches, to which we will refer
to as branches 1-5 in the following.

The full scattering matrix of this 2-port system can be subdivided into
reflection and transmission matrices according to Eq. (2.4). As we will see,
it might also be beneficial to further decompose the transmission matrix
t describing transport from left to right in our notation. Especially in a
possible experiment in the optical domain, usually a vast number of modes
is open, such that it is not possible to even measure the full transmission
matrix using current state-of-the-art devices. One would rather record only
subparts of t corresponding to a transmission into only a (spatial) fraction
of the total output facet. Numerically, we can follow a very similar approach
by transforming the transmission matrix into a real-space basis,

tξ = Ξ†tΞ, (3.3)

making use of the unitary matrix Ξ containing the eigenvectors of the op-
erator ξ̂. The latter operator measures the transverse spatial coordinate
along the boundary of the scattering region (for a three-dimensional rather
than a two-dimensional system, ξ then stands for one of the two coordinates
on the surface of the scattering volume). In case of a transformation from
the scattering basis into the real-space basis, the matrix elements of the ξ̂
are calculated like

ξmn =

∫

∂Ω

dξ χ⋆
m (ξ) ξ χn (ξ)

=
2

w

∫ w

0

dy sin(ky,my) y sin(ky,ny) = ymn, (3.4)

where we used ξ = y and ∂Ω = [0, w] for our specific geometry, as well
as Eq. (2.5) for the normalized transverse profiles of the lead modes. The
eigenfunctions of the operator ŷ can be viewed the projections of Dirac δ-
functions onto the subspace of flux-carrying channels. The more modes are
open, the closer is their resemblance to actual δ-functions, as can be seen in
Fig. 3.1(c). The respective eigenvalues coincide with the spatial positions



CHAPTER 3. NUMERICAL & EXPERIMENTAL RESULTS AND

APPLICATIONS 34

of the maxima of the eigenfunctions in real space. Following Eq. (3.4) and
grouping the eigenvectors of the y-matrix as the columns of the (unitary)
matrix Y , we thus get the transformed transmission matrix ty = Y †t Y .

Figure 3.2: (a)-(e) Intensities of the eigenstates of the respective operators
s†ysy for the main branches 1-5 marked in Fig. 3.1(b). The shown states are
those with the highest transmissions into the chosen spatial fraction of the
output facet. (f) A zoom on branch 5 shown in (e). Also paths reflected off
the lower wall which are not along the desired branch contribute.

The experimental procedure we suggest now works as follows: In a first
step, not further specified wavefronts are injected, the intensity profile at the
output facet is coarsely scanned, and the positions where branches hit the
output plane are recorded. The next step is a phase-coherent measurement
of those parts of the transmission matrix connecting the input aperture and
the output position of a chosen branch. Numerically this step translates into
’cutting’ the proper scattering amplitudes from the matrix ty, and we will
denote the resulting sub-matrix as sy. To give an example, for branch 5
we used the region y ∈ [0.23, 0.37]w, and took only those parts of ty that
correspond to ŷ-eigenfunctions at the output with eigenvalues within this
interval. In a final step, the matrix s†ysy and its eigenvectors are computed.
What s†ysy measures is the transmittivity from the input into the chosen
output region, so the eigenfunctions belonging to those eigenvectors that
correspond to the highest eigenvalues should, therefore, also correspond to
the chosen branch. As can be seen from Fig. (3.2)(a)-(e), a pretty good sep-
aration of the 5 individual branches in our system can already be achieved
by this conceptually rather simple procedure. For the state corresponding
to branch 5, however, we see that not only paths along the desired branch
contribute to the total output intensity but also paths reflected off the lower
wall (see Fig. (3.2)(f)). Although the latter contribution is relatively small
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here, we expect a much more complicated branch structure to evolve in a
real experiment generically featuring a much large number of open modes.
In this case, a separation of individual branches might not be possible just
according to their transmittivity into a particular spatial region, since then
two or even more major branches may end in the same region.

Figure 3.3: (a) s†ysy-eigenstate addressing branch 5, (b) the corresponding
qs-eigenstate. From the insets, one can clearly see, that the unwanted con-
tributions in (a) are strongly suppressed in (b). (c) Same input pattern as
in (b), but injected into a system lacking the non-homogeneous distribution
of the index of refraction.

As we have already shown in an earlier work [30], the time delay oper-
ator is a suitable and convenient tool when it comes to seperate different
bundles of classical paths. The underlying functional principle is that differ-
ent bundles might end up in the same region of space, but they do not share
the same delay time unless they also possess the exact same length. With
the mathematical instruments provided in section 2.4 of the last chapter,
we can now construct a time delay operator using the proper sy-matrix for
branch 5 as follows

qs = −is−1
y(b)

dsy(b)
dω

. (3.5)

In analogy to the derivation of Eq. (2.59), we projected sy onto the bright
transmission channels in order to get sy(b) and the effective inverse s−1

y(b). In
this case here, however, we chose a rather high threshold for the singular
values that defines the dimension of the bright subspace of σn > 0.8, since
we are only interested in states strongly transmitting into the chosen region.
Please note, that the squared singular values of sy, {σ2

n}, are exactly the
eigenvalues of s†ysy. Diagonalizing qs yields the desired unmixing of branch 5
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and the unwanted contributions. In Fig. 3.3(a),(b), we show a comparison
of the associated eigenstates of the s†ysy and qs matrices, where we can
clearly see, that in the latter state, the undesirable paths are suppressed.

Concludingly, after having demonstrated the possibility of selecting in-
dividual branches in a branched flow system utilizing the scattering matrix
formalism and our concepts of time delay, we will now show, that the re-
spective intensity distributions along single branches result from a very
delicate interplay of the inhomogenous refractive index distribution in the
system and a proper shaping of the incident wavefront. In order to do so,
we show in Fig. 3.3(c) the intensity plot for the wavefunction of the qs-
eigenstate shown in (b) injected into the same geometry but assuming a
homogeneous refractive index distribution of n(~x) ≡ 1 inside. As is clearly
visible in Fig. 3.3(c), the typical fan-like spreading of the wavefront sets in,
thus proving that the states presented in this section are non-trivial super-
positions of input channels, rather than just input patterns corresponding
to some specific, but trivial injection angles.
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3.2 Camouflage by Wavefront Shaping

Recording a system’s transmission matrix, together with the ability to shape
the input wavefront, in principal enables one to effectively cloak an arbitrary
system by mimicking the presence of a different reference system, as we will
discuss in this section. In contrast to a cloaking by means of tailoring
the refractive index distribution using so-called metamaterials [77–79], the
camouflage algorithm we will present in the following tackles this problem
by modulating the impinging wave rather than the scattering system itself.
Our approach thus allows for a ’non-invasive’ camouflage, since only the
transmission amplitudes need to be measured, as we will show. Moreover
our concept is largely independent of the actual shape or internal structure
of the region that is to be hidden. Preliminary results preceding those
presented here were achieved in collaboration with Stephan Steinhauer who
wrote his bachelor thesis on this topic that I co-advised [80].

Let the transmission matrices of the bogus reference system we want
to suggest, and the existent actual system be denoted by tref and tact, re-
spectively. For a given input configuration described by the vector ~u, the
output in the reference system would read

~v = tref ~u. (3.6)

The same wavefront injected into the actual system, generally produces, of
course, a completely different output pattern. In most cases, however, there
exists a proper input vector ~u ′ leading to the same output vector,

~v = tact ~u
′. (3.7)

Since we are searching for the proper input configuration for the bogus
system that leads to a specific output vector ~v, we combine Eqs. (3.6) and
(3.7). Doing so, we see that we already arrive at the general construction
procedure for the desired configuration ~u ′,

~u ′ = t−1
act tref ~u. (3.8)

We now envision a cloaking device that records the incoming wavefront en-
coded by ~u, calculates, and subsequently injects the new input ~u ′ under
usage of Eq. (3.8), where we assume both of the involved transmission ma-
trices to be known from previous measurements. In this way, the device
would manage to dupe a possible spectator with the output image corre-
sponding to the reference system, thus hiding the actual one.

We numerically tested our analytical findings on the system displayed
in Fig. 3.4(a): A quadratic hard-wall resonator of length L is connected to
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two diagonally opposite waveguides of width w = 0.25L. The refractive
index is that of an empty cavity, n(~x) ≡ 1. As a challenging example for
an input state ~u that we want to use for demonstration purposes, we chose
a particlelike state existing in such a system (see [30] and also the previ-
ous section as well as section 3.5) that connects the two leads as a highly
collimated beam from left to right. The corresponding intensity pattern is
shown in Fig. 3.4(b). The actual system we will try to camouflage shares
the geometry of our reference, but features a rather strong and short-ranged
correlated disorder inside the quadratic cavity, that is characterized by a
refractive index n(~x) ≥ 1 and the correlation function given in Eq. (3.1).
The correlation length is lcorr = 0.5λ, where the wavelength λ = 2π/k is
that of the impinging wave. We chose k = 50.5 π/w, so 50 propagating
modes are open in the leads. The maximum of occuring values of the index
of refraction is nmax = 2.0.

The next step of our procedure would be applying Eq. (3.8) in order
to get the desired vector ~u ′. From Eq. (3.8), we immediately see though,
that ~u ′ can only be computed strictly in case of an invertible transmission
matrix tact. Furthermore, even in cases where tact is quadratic and non-
singular, a direct experimental implementation would still not be feasible.
If one or several of the singular values of tact are close to zero, σn ≈ 0,
which is the generic case in a strongly scattering optical medium featuring
a typical number of around 10 million transversal modes open per mm2 [6],
an initially normalized signal ~u would produce a vector ~u ′ of very high
magnitude. This means an unnecessarily high amount of energy would be
sent into the system of which only a fraction contributes to the actual output
pattern. A certain inevitable level of noise under experimental conditions
additionally causes a direct inversion of the transmission matrix to grow
unstable [10,11,81]. Fig. 3.4(c) shows the intensity scattering pattern for the
initial wavefront computed according to (3.8). As can clearly be seen, the
vast majority of energy is stored inside the cavity and ultimately reflected
back into the incoming lead. Since the direct inversion of tact is numerically
possible, the output image is a perfect reconstruction for the particlelike
output shown in (b), though. The situation worsens drastically when adding
a random noise matrix to tact,

tηact,ij = tact,ij + η eiϕη . (3.9)

To each of the scattering amplitudes, we add a different random complex
number, with a phase ϕη ∈ [0, 2π], and a maximum noise amplitude of 1%
of the largest singular value σmax, η ∈ 0.01[0, σmax], drawn from uniform
distributions. From Fig. 3.4(e), we see that not only much of the injected
intensity is again lost unspent, but also the reconstruction of the expected
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Figure 3.4: A resonator of width W and length L = W is coupled to
two semi-infinite waveguides of width w. The wave is injected through the
left lead. (a) Sketch of the system; the transmission matrix from left to
right is evaluated between the dotted lines. (b)-(f) Wave intensity plots
on a logarithmic color scale, where red means high intensity. The smaller
insets in (c)-(f) display zooms on the output facet. (b) A highly collimated,
particlelike intensity pattern generated inside the empty cavity. (c) State
produced by a direct inversion of the transmission matrix of the disordered,
actual system without noise (see main text). (d) State produced using the
effective inversion injected into the same system (see main text). (e) State
produced by directly inverting the noisy transmission matrix in Eq. (3.9);
the desired output pattern is completely destroyed. (f) Corresponding state
exploiting the effective inverse, the collimated output pattern is still clearly
visible.

output pattern has completely failed for the case of a non-zero noise level. A
direct application of Eq. (3.8) to the experiment is thus not recommendable.

Rescue arrives in form of our generalized inversion scheme introduced in
section 2.4. As we will see in the remainder of this section, this procedure is
not only suitable for the construction of a meaningful time delay operator
(or more generally a DEFT operator, see section 3.5), but moreover, it is
also qualified for applications of image transmission. Instead of a direct
inversion of tact, we rather modify Eq. (3.8) to

~u ′ = t−1
act(b) tref ~u, (3.10)
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by using the effective inverse t−1
act(b) computed according to Eq. (2.57). In

the absence of noise, we calculated ~u ′ following (3.10) by keeping only sin-
gular values σn ≥ 0.01 σmax and the corresponding singular vectors in the
projection of tact, resulting in 47 of 50 kept singular values. The corre-
sponding intensity pattern is shown in Fig. 3.4(d): The reconstruction of
the goal output pattern works comparably well as compared to the perfect
reconstruction in (c), however, less energy needs to be injected. An analo-
gous calculation for the noise-afflicted transmission matrix in (3.9) gives the
pattern displayed in Fig. 3.4(f). Whereas the output image is completely
destroyed for the direct inversion in (e), it is, although distorted, still clearly
visible when using the projected inverse. Here, we kept only those singular
values with σn ≥ 0.03 σmax, i.e., the 43 of 50 channels featuring a transmis-
sion well above the noise level.

Concludingly, we state the mathematically rather simple yet powerful
algorithm given by Eq. (3.8) and its amendment in Eq. (3.10) that can
be used to effectively hide one scattering system by mimicking another.
The effective inversion by projection onto ’bright’ transmission channels
involved in (3.10) proves to be an appropriate approach in terms of energy
reduction and noise stability. In how far this inverse might also constitute a
meaningful refinement or supplement of or to existing and well-established
techniques using a so-called Tikhonov regularization [11,81], respectively, is
subject to future investigation.
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3.3 A Universal Time as an Invariance

Property of Wave Scattering

A fundamental insight in the theory of diffusive random walks is that the
mean length of trajectories traversing a finite open system is independent
of the details of the diffusion process. This so-called mean-chord-length
theorem states instead, that the average trajectory length depends only on
the system geometry, and is thus unaffected by the value of the (scatter-
ing) mean free path [82], where the latter path describes the propagation
distance after which a collision with potential scattering objects takes place
on average. Here we show that this result is rooted on a much deeper level
than that of a random walk, which allows us to extend the reach of this
universal invariance property beyond the diffusion approximation. Specifi-
cally, we demonstrate that an equivalent invariance relation also holds for
the scattering of waves in ballistic, chaotic, as well as in Anderson local-
ized systems. Our work unifies a number of specific observations made in
quite diverse fields of science ranging from the movement of ants to nu-
clear scattering theory. We obtained the results presented in this section in
the framework of a collaboration with Romain Pierrat and Rémi Carminati
from the ESPCI in Paris, and Sylvain Gigan from the Laboratoire Kastler
Brossel in Paris, see our joint publication [61] 1.

In the biological sciences it has been known for quite some time now,
that the movement of certain insects (like ants) on a planar surface can be
modeled as a diffusive random walk with a given constant speed v [83–85].
Using this connection, Blanco et al. [82] proved that the time that these
insects spend on average inside a given domain Ω of area A and with an
external boundary C is independent of the parameters entering the random
walk such as, e.g., the transport mean free path ℓ∗. This transport length
ℓ⋆ is defined as the length over which the initial propagation direction of
an ant (or a photon) is entirely randomized, and it strongly depends on the
aforementioned scattering mean free path ℓ. Specifically, the average time
〈τ〉 between the moments when an insect enters the domain and when it
first exits it again, is given by the simple relation involving only geometrical
parameters

〈τ〉 = π

v

A

C
. (3.11)

One finds that the mean length 〈l〉 of the corresponding random walk tra-
jectories inside the domain is also constant, 〈l〉 = 〈τ〉 v = πA/C. Similar
relations also hold in three dimensions, 〈τ〉 = 4V/(Σv) and 〈l〉 = 4V/Σ,

1Also the text of this section partially goes back tour paper [61]
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where V and Σ are the volume and the external surface of the given do-
main, respectively. Extensions of this result exist for trajectories beginning
inside the domain [86], or for the calculation of averaged residence times
inside sub-domains [87]. As a generalization of the mean-chord-length the-
orem [32] for straight-line trajectories with an infinite mean free path ℓ⋆,
this fundamental theorem has numerous applications, e.g., in the context
of food foraging [88] and for the reaction rates in chemistry [89].

The surprising element of this result can be well appreciated when ap-
plied to the physical sciences and, in particular, to the transport of light or
of other types of waves in scattering media. In that context, it is well-known
that practically all of the relevant observable quantities depend on ℓ∗: In
the diffusive regime, the total transmission of a slab of thickness L scales
with ℓ∗/L through Ohm’s law, and the characteristic delay time scales with
the so-called Thouless time L2/(vℓ∗) [90]. When considering coherent wave
effects, ℓ∗ also determines the width of the coherent backscattering cone
in weak localization [91, 92], and drives the phase-transition from diffusive
to Anderson localization [93]. An invariant quantity that does not depend
on ℓ∗ would thus be highly surprising to the community involved in wave
scattering through disordered media. Since, in addition, coherent effects
like weak or strong (Anderson) localization clearly fall outside the scope
of a diffusive random walk model, one may also expect that an invariance
property simply does not exist when wave interference comes into play.

As we will demonstrate here explicitly, this expectation is clearly too
pessimistic. Instead, we find that an invariant time and length scale can
also be defined for waves, even when they scatter non-diffusively as in the
ballistic or in the Anderson localization regime. The keystone in under-
standing why the average wave time delay constitutes such an invariance
property irrespective of the specific transport path ℓ⋆ of the system under
study is its connection to the density of states, which we discussed in sec-
tion 2.3 of the preceeding chapter. As it will turn out, the density of states
is the central quantity that stays invariant on a level far beyond the scope
of a diffusion approximation.

In the strongly scattering regime, wave interference can lead to a com-
plete halt of wave diffusion in terms of Anderson localization. The question
that naturally arises is whether localization will lead to a deviation from
the prediction in Eq. (3.11) stemming from the mean-chord-length theorem
or not. One could expect such a deviation, e.g., on the grounds that lo-
calization prevents scattering states to explore the entire scattering volume
V of the system. Correspondingly, the volume V and the surface Σ might
then have to be rescaled with the localization length lloc.

To explore this question in detail, we performed numerical simulations
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Figure 3.5: Total average delay time 〈τ(k)〉 (black line), transmission de-
lay time (blue line), and reflection delay time (red line) for (a) ballistic
scattering through a clean waveguide, (b) chaotic scattering through a dis-
ordered waveguide with 13 circular obstacles of radius r = 0.015w, and
(c) Anderson localized transport through a disordered waveguide with 211
obstacles of r = 0.060w. All three waveguides have the same width d and
the same effective scattering area A = 2.35w2. For (a), the transmission is
perfect, thus the reflection times are strictly zero. The average for the total
time delay (black line) is taken here over the entire wavenumber interval
shown, and coincides with the estimate of Blanco et al. (green dashed line).
For the disordered systems in (b),(c), the averages were taken over (b) 250
and (c) 2500 different random configurations, respectively. For the chaotic
scattering case (b), the average delay time agrees well with the random walk
prediction (dashed green line), for the case localized transport in (c), we
found a systematic deviation. Very good agreement, however, is found with
the estimate for the average scattering time according to the corrected Weyl
estimate, Eq. (3.17) (purple dashed line). In the lower panels, the intensity
of wave functions injected in the lowest-order mode is shown for a specific
configuration of scatterers (see grey spheres) embedded in the scattering
area (light grey domain in the middle). The flux is incoming from the left
and can be transmitted (to the right) or reflected (to the left) through the
perfect waveguides attached on both sides (see dark grey areas).

on a two-dimensional, rectangular scattering region of length L featuring
disorder, that is again attached to perfect, semi-infinite waveguides of the
same width w on the left and right (see illustrations in the lower panels
of Fig. 3.5). Accordingly, the correct number of scattering channels N(ω)
is given by the total number of flux-carrying modes in both waveguides.
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Unlike in the previous sections, the effective disorder potential is now not
correlated and smooth, but rather consists of a discrete number of impene-
trable and non-overlapping circular scatterers. The refractive index between
individual scatterers is assumed constant, n(~x) = 1. In Fig. 3.5 we display
our numerical results for different degrees of disorder: In subfigure (a), we
show the results obtained for an empty scattering region, corresponding to
the ballistic transport regime. In (b), the case with altogether 13 scatterers
is shown, for which already a strong reduction of transmission is observed.
Finally, in subfigure (c), we increased the degree of disorder even more by
placing altogether 211 scatterers, such as to enter the regime of Anderson
localization. In order to prove our assertions corresponding to the respective
scattering regimes for the systems in (b) and (c), we explicitly investigated
the distribution P (ζ) in both cases in appendix B.1, where the symbol ζ
denotes the transmission eigenvalues, i.e., the spectrum of the matrix t†t.
For (b), P (ζ) follows very well the predictions of random matrix theory for
the regime of chaotic scattering, whereas for (c), the distribution of trans-
mission eigenvalues agrees very well with the predictions for the case when
Anderson localization suppresses all but a single transmission eigenchannel
(see also [94, 95]). To make all three cases easily comparable with each
other, the different geometries all have the same scattering area A, which,
for ballistic scattering is the entire rectangular region between the leads,
whereas for the other two cases the area occuppied by the impenetrable
scatterers is not part of A.

Based on the above identification of the different transport regimes that
our model system can be in, we investigate now the corresponding results
for the average time 〈τ〉 which we get for each of these limits (see panels in
Fig. 3.5). In the ballistic limit (see panel (a)), we see that the average time,
plotted as a function of the incoming wavenumber k, shows pronounced
periodic enhancements around the random walk prediction by Blanco et
al. in Eq. (3.11). The peaks of these fluctuations can be identified with
those positions in k = kn = nπ/w, where a new transverse mode opens
up in the waveguide. To understand why these mode openings cause an in-
crease in the scattering dwell time, we resort to the fundamental connection
between the average dwell time 〈τ〉 and the density of states ρ(k) given by
Eq. (2.38), which reads

ρ(k) =
cN(k)

2π
〈τ(k)〉 = c

2π
Tr(Q) , (3.12)

in terms of the wavenumber k = ω/c. Since, in the ballistic regime, each in-
dividual incoming mode corresponds to a one-dimensional scattering chan-
nel with, correspondingly, an associated square root singularity in ρ(k),
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ρn(k) = (L/2π) k/
√

k2 − k2n for k > kn, we can successfully explain the ob-
served oscillations as coming from the successive openings of new waveguide
modes. Evaluating the total density of states based on the sum of individual
mode contributions, ρ(k) =

∑N
n ρn(k), and using the above connection to

the average time yields identical results to those shown in Fig. 3.5(a). This
demonstration also allows us to show that the time, averaged over an inter-
val of k that is larger than the distance between successive mode openings,
converges exactly to the prediction by Blanco et al.. Quite remarkably, we
find in this sense that the estimate from the mean-chord-length theorem
and, correspondingly, the random walk prediction also holds, on average,
for ballistic wave scattering in a system without any disorder.

Moving next to the disordered system in Fig. 3.5(b), we see that the
presence of the disorder strongly reduces the above mode-induced fluctua-
tions, leaving the frequency-average value of the scattering time unchanged.
To explain this result, the density of states clearly needs to be estimated
differently here than in the ballistic case of uncoupled waveguide modes.
Also, since the disorder leads to system and frequency-specific fluctuations
in ρ(k), we are looking here for an estimate for the ensemble and frequency
averaged density. To obtain this quantity, we invoke a result first put for-
ward by Weyl in 1911 [96], who estimated that the average density of states
in the asymptotic limit of ω, k → ∞ satisfies the following universal law,
ρ(ω) = Aω/(2πc2), now called the Weyl law [97]. Putting this estimate
into the formula relating the average time with the average density of states
Eqs. (2.38) and (3.12), we obtain

〈τ(ω)〉 = 2π

N(ω)
ρ(ω) =

Aω

c2N(ω)
. (3.13)

The ω-dependent number of incoming channels is given as an integer-valued
step-function, N(ω) = 2ωw/ (cπ). When smoothing over the steps in this
function, i.e, N(ω) ≈ 2ωw/ (cπ)− 0.5, we arrive at the result

〈τ(ω)〉 = 2π

N(ω)
ρ(ω) ≈ π

c

A

2d
=
π

c

A

C
. (3.14)

This relation, which is very accurately satisfied by our numerical results,
thus confirms the validity of the diffusive random walk prediction by Blanco
et al. also for disordered wave scattering. Considering the expressions for
the average reflection and transmission delay times we introduced in section
2.3, we find that these times do strongly depend on ℓ∗. We thus observe
that in a system like the considered one, the respective times associated
with transmission and reflection need to fully counter-balance each other
(see Fig. 3.5).
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In the remainder of this section, we will show that this invariance of the
average scattering time also persists in the strongly scattering limit, when
Anderson localization sets in. Our numerical results shown for this case in
Fig. 3.5(c), however, display a small but apparently systematic frequency
dependence of the average time 〈τ(ω)〉, which increasingly deviates from
the value in Eq. (3.14) for decreasing frequencies ω. Since the numerical
calculations are very challenging and the frequency derivative appearing
in the construction of the time delay operator Q in Eq. (2.1) can reach
very large values for highly localized scattering states, we first tested the
accuracy of our simulations by evaluating 〈τ(ω)〉 also through explicit dwell
time calculations. Following Eq. (2.61), the expression for the partial dwell
times in case of the Helmholtz Eq. (2.2) are given by τd,m = UΩ,m/S

in
∂Ω,m,

where the index m refers to the m-th scattering channel. According to
Eq. (2.68), the average delay time is then given by

〈τ(ω)〉 = 1

N(ω)

N
∑

m

τd,m(ω) . (3.15)

The results we obtained in this way (not shown) are practically indistin-
guishable from those shown in Fig. 3.5(c). To explain this robust deviation
from the result in Eq. (3.14), we thus have a more careful look on the Weyl
estimate which, in addition to the leading order term which we used above,
also features a next-order correction proposed by Weyl [97, 98],

ρ(ω) =
1

2πc

(

A
ω

c
+
C − B

2

)

. (3.16)

This correction involves not only the scattering area A, but also the in-
ternal boundary of the scattering region B which is notably different from
the external boundary C through which waves can scatter in and out. The
internal boundary B in case of our waveguide system under study is given
by B = 2L + Bo, where Bo is given by the total circumference of the
scatterers. The open (constant-flux) boundary conditions along the exter-
nal boundary C were approximated with Neumann boundary conditions,
which contribute to the total density of states with the opposite sign as the
Dirichlet boundary conditions on the surface of the waveguide and of the
scatterers. In systems with a small boundary-to-area ratio this next-order
correction of the Weyl law is negligible. Since, however, the number of
scatterers which we have placed inside the system (from 0 in the ballistic
case, to 13 in the chaotic case, to 211 in the localized case) increases this
ratio, the additional boundary term in the Weyl law becomes important
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here. To check this explicity, we re-evaluate the expression for the average
dwell time 〈τ(ω)〉 from above when adding this correction, leading us to

〈τ(ω)〉 = 1

cN(ω)

(

A
ω

c
+
C − B

2

)

. (3.17)

A comparison of this analytical formula with the numerical results, see
Fig. 3.5(c), yields excellent agreement and indicates that the observed de-
viation from the prediction by Blanco et al. stems from the comparatively
large boundary of the many small scatterers which we placed inside the
scattering region. We emphasize at this point that this correction to the
Blanco estimate only contains the boundary values B and C as additional
input, and remains entirely independent of any quantities that characterize
the scattering process itself, like ℓ∗ or the localization length lloc. This in-
sight is of considerable importance, since it means that Eq. (3.17) defines
a new invariant quantity that is independent of the scattering regime we
are in, and thus accurately matches our numerical results for the average
time in the ballistic, chaotic and localized limit. This invariant quantity for
waves deviates from the prediction by Blanco et al. [82] only through an
additional term originating in the fact that waves feel the boundary of a
scattering region already when being close to it on a scale comparable with
the wave length.

Summarizing our findings discussed in this section, we have derived a
universal invariance property for wave transport through disordered media,
namely the averaged path length or averaged time spent by a wave in an
open finite medium. Due to the degree of universality of this averaged
delay time, our results thus extend the implications of the mean-chord-
length theorem2 far beyond applications of random-walk theory. In the
context of wave transport through complex media, most spatial or temporal
observables scale with the transport mean free path ℓ∗, so the invariance
property we derived here is very counterintuitive. Particularly intriguing in
our eyes is the possibility to get access, through Eq. (3.17), to the internal
surface Bo of scatterers embedded in a scattering medium through a time-
resolved transport experiment. The specific implications of the invariant
average time delay on the design of structures to enhance light harvesting
for solar cells will be briefly discussed in the following subsection.

2Note, however, that for dispersion relations different from the linear relation ω(k) =
k c in optics, e.g., ω(k) ∝ k

2 for the Schrödinger equation, the invariant quantity is the
path length only.
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The Invariant Average Delay Time and the
Yablonovitch Limit

In the theory of solar cells, a fundamental limit for the average intensity
enhancement within a cell was already derived in 1982 by Eli Yablonovitch
[33] - a result now known as the Yablonovitch limit, that is still subject
to active research [99–101]. Briefly summarized, this law states, based on
density-of-states arguments, that the mean intensity of light stored inside a
solar cell, scales with the refractive index as n2 in a three-dimensional slab,
where the latter is assumed to be homogeneous. The major presupposition
for the Yablonovitch limit to apply is ergodicity, i.e., that the light waves
must be able to explore the whole of the classical (ray, trajectory) phase
space. However, no further assumptions on the specific geometrical shape
of the light-harvesting device were made. The universal applicability of
the Yablonovitch law irrespective of the cell’s type of construction already
indicates a deep connection to the invariant average delay time introduced in
this section. The results of this subsection were achieved in collaboration
with Jakob Melchard in the framework of his bachelor thesis that I co-
advised [102].

From a mathematical viewpoint, the sought connection between the
Yablonovitch limit and the invariant time can already be found in the den-
sity of states of the investigated system. For that reason, we will start
our derivation from the density of states before we motivate our results
more physically. As already mentioned, the intensity enhancement scales
quadratically with the index of refraction in three spatial dimensions. In
order to compare our numerical results in this section with the Yablonovitch
law, however, we will restrict ourselves to two dimensions. We start by com-
puting the density of states for the Helmholtz equation (2.2) for a square
region of constant refractive index n and area A, which yields [102]

ρ(ω) =
A

2π

n2

c2
ω. (3.18)

Once again exploiting the Weyl law [96], we can apply Eq. (3.19) to any
kind of system featuring the same area A. Using 〈τ〉 = 2πρ/N , we thus
find for the n-dependent average time the general expression

〈τ(n)〉 = A

N(ω)

n2

c2
ω. (3.19)

Using the link between the Wigner-Smith time delay operator and the dwell
time operator in Eq. (2.68), we can write for the ratio of the mean delay
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times
〈τ(n)〉
〈τ(1)〉 =

∑

m

∫

Ω
dAψ⋆

m(~x)n
2 ψm(~x)

∑

m

∫

Ω
dAψ⋆

m(~x)ψm(~x)
= n2, (3.20)

with ψ(~x) denoting again the wavefunction for the m-th mode injected.
Since, in contrast to the derivations in section 2.5, we restrict ourselves to
two-dimensional geometries, the integration over the stored electromagnetic
energy density is now an integration over an area of size A, rather than an
integration over a volume V . As discussed in the appendix A.2, the intensity
for every scattering channel at each point inside the scattering region can
be written as

Im(~x) = v ǫm(~x) =
c

n

[

1

2
ǫ0 ψ

⋆
m(~x)n

2ψm(~x)

]

, (3.21)

where we used v = c/n. A summation over all open modes and an integra-
tion over the entire scattering region Ω then gives the total stored intensity,

I =

∫

Ω

dA
∑

m

Im(~x) . (3.22)

Since the integration and summation in Eq. (3.22) commute, a comparison
to the ratio in Eq. (3.20) gives for the intensity enhancement factor µ in
two dimensions

µ(n) :=
I(n)

I(1)
=
c/n

∑

m

∫

Ω
dAψ⋆

m(~x)n
2ψm(~x)

c
∑

m

∫

Ω
dAψ⋆

m(~x)ψm(~x)
= n. (3.23)

From this equation it is now easy to write for the fundamental connection
between the intensity enhancement factor and the average delay time in
Eq. (3.20)

µ(n) =
I(n)

I(1)
=
v(n) 〈τ(n)〉
v(1) 〈τ(1)〉 . (3.24)

The physical content of Eq. (3.24) is, that intensity enhancement and dwell
time prolongation are equivalent. The longer the wave dwells inside the
system (or equivalently, the longer its effective propagation path inside the
system is), the more intensity is accumulated. The delay time is exactly
the duration of time in which the light is able to deliver its energy to the
solar cell, accordingly, longer dwell times result in a more efficient way
of exploiting solar energy. However, both the average delay time 〈τ〉 and
the intensity enhancement factor µ are intrinsically limited by the system’s
area, but independent of its exact shape due to the universal Weyl law for
the density of states.
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We also substantiated our theoretical findings with numerical simula-
tions for 〈τ〉 and µ of the system depicted in Fig. 3.6(b). A square scatter-
ing region Ω of length L and area A is connected to one semi-infinite lead
of the same width w. The boundary opposite to the attached waveguide
is roughened in order to introduce mode mixing and, therefore, to satisfy
the necessary ergodicity condition. We assumed a homogeneous index of
refraction inside Ω, which we varied from n = 1 up to n = 5, whereas the
lead features an index of n = 1. The total wavenumber of the incident
waves was chosen to equal k = 15.51 π/w, so there are N = 15 modes
open. Please note that for our perfectly reflecting geometry, this is also
the total number of incident modes, whereas for the respective geometry
with a second lead attached thus also allowing for transmission, the total
number would be N = 30. When comparing to the respective transmission
geometry, the ratio µ in Eq. (3.23) is multiplied by a factor of 2, as a result.
At each calculated value of n, we computed the average time 〈τ〉 and the
factor µ and averaged both quantities over 20 different random realizations
of the surface roughness. The exact expression for the function h(y) char-
acterizing this roughness can be found in appendix B.1. The results for
the mean time and enhancement factor are plotted in Fig. 3.6(b), where
we clearly see that the average delay time follows very well the predicted
value of 〈τ〉 = πA/(vC) in Eq. (3.11), and that 〈µ〉 follows the prediction
of 〈µ〉 = 2n.

Summarizing our findings in this subsection, we could successfully derive
the link between the fundamental Yablonovitch limit for solar cells and our
invariance property, the averaged delay time, which essentially proves that
both statements are just two sides of the same medal. In this way, our
findings might also indirectly contribute to the design of future generations
of solar cells: Naively, one may think that constructing some kind of ’maze’
for the sunlight to raise the photon dwell time might be a suitable measure,
however, our results show, that the average efficiency cannot be raised by
purely geometrical means.
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Figure 3.6: (a) Sketch of the system and intensity plot for the wave
corresponding to injection in the first waveguide mode. The lead is assumed
to be clean, the refractive index inside the scattering region was chosen as
n = 2 for this plot. The wall opposite to the lead is roughenend to ensure
ergodicity, the smaller inset shows a zoom on this boundary. (b) Plots for
the mean delay time 〈τ〉 and the averaged intensity enhancement factor 〈µ〉
for 201 different values of n ∈ [1, 5], averaged over 20 different realizations
of the boundary roughness (black curves). For reasons of simplicity we
assumed L = w = 1 → A = 1 as well as switching to atomic units, thus
setting c ≡ 1 for the speed of light. We cleary see, that 〈τ〉 and 〈µ〉 follow
the analytical predictions 〈τ〉 = πn2 and 〈µ〉 = 2n (orange dashed lines),
respectively.
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3.4 Orthogonal Super Principal Modes

As mentioned in section 2.4 of the previous chapter, the eigenstates of the
general time delay operator q in Eq. (2.45), i.e. the principal modes (PMs),
constitute a very favorable basis of input profiles. Since their output speckle
patterns remain spatially stable over a considerable bandwidth if the fre-
quency of the incident light is altered [27,28], the PMs are much preferable
when compared to input configurations that were not tailored in a proper
fashion. Such a transmission behavior is specifically desirable for the trans-
mission of pulses with spectral shapes fitting into this stability bandwidth,
because then the spatial and temporal profiles of a pulse decouple. Yet these
states suffer from the drawback that their output stability bandwidths may
greatly vary between different PMs, on the one hand, and that even the
bandwidth for the best PM may still not be adequate for an efficient pulse
transmission, on the other hand.

In spite of the first experimental demonstrations of the PMs, having
succeeded only very recently for the regimes of weak [29] and strong mode
mixing [103] in fiber optics, we report here on the demonstration of a novel
set of input configurations - both theoretical and experimental - whose cor-
responding stability frequency bandwidths even exceed those of the PMs.
In order to overcome the bottleneck in stability constituted by the PMs,
our construction algorithm relies on the experimentally measured polychro-
matic transmission matrix, rather than the scattering amplitudes at a single
wavelength only. We directly apply our findings experimentally to a multi-
mode fiber (MMF) in the realistic and challenging regime of strong mode
mixing, and further demonstrate that our general concepts can also be used
to optimize other transport properties than the spectral output stability.
Unlike the PMs, these super principal modes can generally be chosen strictly
orthogonal, for that reason we termed this special set of states orthogonal
super principal modes (OSPMs). One of the very desirable properties of
the OSPMs is their reduced crosstalk, that occurs when parts of the signal
scatter into other transmission channels than the intended ones.

In collaboration with Wen Xiong, Yaron Bromberg, Brandon Redding,
and Hui Cao from Yale University, we implemented our theoretical findings
discussed in the following for the specific fiber system sketched in Fig. 3.7(a),
where we measured the transmission matrix t(ω) for a one-meter-long step-
index MMF at different frequencies ω. The fiber features a core diameter
of 50µm, a numerical aperture of 0.22, and supports about 120 linearly
polarized modes at λ0 = 1550nm for one polarization. The used digital
holographic setup is able to record amplitude as well as phase by applying
a Hilbert filter to the farfield of the light leaving the fiber output facet using
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the interference with a reference plane wave. We use a single spatial light
modulator to spatially control both amplitude and phase of the wavefront
coupled into the fiber [104].

In order to understand why a large output stability bandwidth is fa-
vorable for telecommunication purposes, we need to consider the two main
mechanisms in linear wave transmission that cause a distortion of an initial
wave packet sent into the system (see also section 2.4): Firstly, there are
deformations due to the so-called chromatic dispersion, i.e., wavelength-
dependent global amplitudes and global phases. In the special context
of fiber communication, however, these effects can often be compensated
for [105,106]. A suppression of the second mechanism, the system-inherent
modal dispersion is more challenging though. The modal disperion stems
from the different delay times of different modes in an MMF, and causes
the output speckle pattern to change its spatial shape during the pulse
duration.

The principal modes do not suffer from modal dispersion to first order,
which follows directly from the construction of the time delay operator q in
Eq. (2.45) (see section 2.4). In case of compensated effects of chromatic dis-
persion, the time delay eigenstates thus allow a perfect, stable transmission
of pulsed signals within the spectral vicinity of the frequency ω0 at which
the time delay operator is calculated. A suitable measure for the modal
dispersion, i.e., the deviation of the output vector ~v(ω) = t(ω) ~u from its
respective direction at ω0 is the field autocorrelation function

C(ω, ω0) :=
∣

∣v̂†(ω) · v̂(ω0)
∣

∣ ∈ [0, 1] , (3.25)

where v̂(ω) = ~v(ω)/|~v(ω)| is the normalized output vector. We define the
correlation bandwidth of a given input state as the spectral region where the
center peak of the correlation function does not drop below 0.90. Fig. 3.7(b)
shows the measured correlation function for the PM featuring the largest
spectral bandwidth in comparison to the average correlation function of
1000 random input configurations. Please note, that C(ω, ω0) has a global
maximum of 1.0 at the reference frequency by construction for arbitrary
inputs, however, the correlation bandwidth of the shown PM clearly ex-
ceeds that of random inputs. Figs. 3.8(a) and (b) show the output intensity
images for the best PM and one specific random input configuration, re-
spectively.

As a first attempt in order to find input configurations that even outplay
the PMs in their advantageous characteristics, we look for a simple, linear
operator that would yield such ’super PMs’ among its eigenstates. For
that purpose, we construct a set of operators very similar to the time delay
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Figure 3.7: (a) Schematic of the experimental setup. A laser beam is split
into two paths: the signal which is modulated by a spatial light modulator
and imaged to the fiber facet of the MMF by a 4-f system composed of
a lens and a micro objective, and the reference arm matching the signal
arm’s pathlength using a pair of mirrors, respectively. The two arms are
eventually recombined in front of the CCD camera. (b) Measured autocor-
relation function C(ω, ω0) for the output signals of the most stable PM with
a bandwidth of 0.344 THz (blue), one specific random input (red) with a
bandwidth of 0.110 THz, and the average correlation for 1000 random in-
puts (red dashed, 0.110 THz bandwidth). The vertical and the horizontal
black lines indicate the reference frequency ω0, and C(ω, ω0) = 0.90. The
pink/green lines in (c) show the broadest correlations for ρ(∓∆ω) eigen-
functions with ∆ω = 0.26 THz, along with the corresponding curve for the
best PM (blue). For ∆ω > 0.26 THz, the dips between the two respec-
tive peaks in the correlations drop below our threshold of C(ω, ω0) = 0.90.
The respective output intensity patterns for the best PM and the chosen
random configuration at ω0, respectively, are displayed in Fig. 3.8(b), (c).
The reason why the peaks do not perfectly reach 1.0 at ∓∆ω is that the
operators ρ(∓∆ω) are constructed using the projected transmission matrix
(see section 2.4).

matrix q,

ρ(ω, ω0) := −i t−1(ω0)
t(ω)− t(ω0)

ω − ω0

, (3.26)

where the symbol ρ(ω, ω0) used in this section to denote these operators
is not to be confused with the density of states. The time delay operator
can then be viewed as the limiting operator lim∆ω→0 ρ(ω0 ± ∆ω, ω0) =
q(ω0). The eigenstates of the new matrices ρ(ω, ω0) generally feature output
vectors that are aligned to each other at two generally distinct frequencies ω0

and ω (see appendix B.2). This results in corresponding output correlation
functions C(ω, ω0) which do not only peak at ω0, but also at ω 6= ω0 as



CHAPTER 3. NUMERICAL & EXPERIMENTAL RESULTS AND

APPLICATIONS 55

shown in Fig. 3.7(c). If we now gradually increase |ω − ω0|, these correlation
peaks move further apart, however, the output state tends to decorrelate
in between the peaks resulting in a dip. Thus, the maximum bandwidth
achievable in this way is limited by the value of |ω − ω0| where the dip
does not drop below 0.90, our decorrelation limit for the bandwidth. As
we find, the maximally stable ρ(ω, ω0)-eigenstates feature a much broader
bandwidth than a random input configuration, yet the center peaks are still
narrower than the peak for the best PM (Fig. 3.7(c)).

Figure 3.8: Measured output intensity speckle patterns recorded at the
reference frequency ω = ω0 = 1215THz ≡ 1550 nm = λ0 for (a) the best
PM, (b) the specific random input discussed in Fig. 3.7(b), (c) the best
OSPM generated based on the cost function (3.27), and (d) the best OSPM
generated based on the cost function (3.30).

An ideal input state û featuring a perfectly flat correlation function of
C(ω, ω0) ≡ 1.0 could be found, if û was a simultaneous eigenstate of all op-
erators ρ(ω, ω0) in the spectral region of interest. Unfortunately, since the
commutator [ρ(ω1, ω0), ρ(ω2, ω0)] with ω1 6= ω2 is generically non-singular,
such a state does not exist in general. Constructing an approximate rather
than a perfect mutual eigenvector of many different operators ρ(ω, ω0) would
imply the optimization of some non-linear cost function for the correspond-
ing vector coefficients û. A possibly very time-consuming minimization of
a cost function featuring a rather complicated structure, however, might
exceed the time scale on which the fiber system is sufficiently stable. If the
transmission matrix t(ω) is known in a whole ω-interval though, one can
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also directly optimize a much simpler cost function like

T (û) :=

∫

dω
(

1− C(ω, ω0)
2)W (ω)

=

∫

dω

(

1−
∣

∣~v†(ω) · ~v(ω0)
∣

∣

2

|~v(ω)|2 |~v(ω0)|2

)

W (ω) , (3.27)

which constitutes the core of our algorithm that ultimately leads to OSPMs.
For perfectly aligned output vectors ~v(ω) and ~v(ω0), i.e., for a perfectly sta-
ble output speckle pattern, T vanishes, since C(ω, ω0) ≡ 1 then. Minimizing
Eq. (3.27) thus translates into broadening the spectral correlation function
C(ω, ω0). The (real, scalar) value of T (û) depends on the input configura-
tion û = t−1(ω)~v(ω) that is optimized for. Since we are only interested in
maximizing the width of the center peak in the correlation function rather
than raising its values at all possible frequencies ω, a suitable weighting
function W (ω) is mandatory. We specifically chose W (ω) to be a step-like,
but continuous function centered around ω0 as displayed in Fig. 3.9(a) for
which we achieved the largest OSPM correlation bandwidths. The exact
expression for W (ω) is given in appendix B.2. An efficient minimization of
T is possible just using a simple gradient-based scheme (see appendix B.2
for the algorithm and for the expression of the functional gradient δT /δû).
At this point we emphasize, that our optimization scheme is a purely nu-
merical optimization based on the experimentally measured transmission
matrices in contrast to an experimental feedback loop. A whole cascade
of optimizations of Eq. (3.27) can be performed, where after each step,
the cost function is minimized in the vector space orthogonal to each of
the OSPMs obtained in the preceding steps. In this way, we arrive at a
strictly orthogonal set of super PMs that we directly reinjected into our
fiber setup - Fig. 3.9(a) shows the correlation functions of the measured
output states. We were able to find 14 optimized input configurations that
lead to correlations even broader than that of the best PM. Ibidem, we also
show the correlation function for an optimized state, where we used the
homogeneous weigthing function W̃ (ω) ≡ 1.0. In that case, the irrelevant
tails of the correlation function are increased rather than the width of the
center peak.

Much of the orthogonality of the OSPM input profiles is, indeed, sus-
tained in the transmission process through the fiber, therefore reducing
crosstalk between different OSPMs. As a quantitative measure for their
orthogonality, we introduce the matrix

Omn :=
∣

∣v̂†m (ω0) · v̂n (ω0)
∣

∣ , (3.28)
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whose elements are the overlaps of the output signals for the m-th and n-th
OSPMs. For a perfectly orthonormal set we would have Omn = δmn, with δ
being the Kronecker delta. A plot of the O-matrix is shown in the smaller
inset of Fig. 3.9(a), from which the high degree of preserved orthogonality
can directly be seen.

The ratio of the bandwidths of the best PM and the average bandwidth
of random inputs turns out to be 3.13 for the fiber system under study.
However, the respective ratio of the best OSPM and the best PM describes
again a distinct broadening of this bandwith of a factor of 1.91. We also
emphasize that this is the ratio of the best OSPM to the best PM, the
average value for the bandwidths of the PMs evaluates to 0.229 THz in
comparison to the best PM with a bandwidth of 0.344 THz. The output
intensity pattern for the best OSPM is shown in Fig. 3.8(c). Please fur-
ther note that the PMs being eigenstates of the generally non-Hermitian
operator q are not orthonormal. Hence, the OSPMs constitute a significant
improvement compared to the PMs, both in bandwidth and orthogonality
that was previously unachieved.

In contrast to the time delay operator q, the functional T involves the
transmission matrix for a whole spectral interval rather than for a single
wavelength. Making use of this additional information is one of our algo-
rithm’s key ingredients allowing for super PMs. In order to explain the
mechanism causing such large OSPM bandwidths, we return to the pre-
viously defined linear, ω-dependent ρ(ω, ω0)-operators in Eq. (3.26). As
briefly discussed above, a state with the property of being an eigenstate of
all ρ-operators in the entire spectral region of interest would feature a per-
fectly flat correlation function. As we will see in what follows, the OSPMs
are indeed closer to being such common eigenstates than random inputs
or even the PMs are. For that purpose, we define a measure that quanti-
fies how close an input state is to being a simultaneous eigenvector of all
ρ(ω, ω0)-operators,

B(û) :=
1

N̄rand

∫

dω

〈

|ρ(ω, ω0)− 〈ρ(ω, ω0)〉|2
〉

|〈ρ(ω, ω0)〉|2
W (ω) . (3.29)

The numerator of the integrand on the right-hand side of Eq. (3.29) is
the variance, the denominator is the absolute square of the expectation
value of ρ(ω, ω0) for a given input state û (see appendix B.2 for the exact
mathematical expressions). The constant N̄rand normalizes the functional B
such that the average over a large number (105) of random inputs B̄rand =
1.0. If û is a perfect common eigenstate to all ρ(ω, ω0) where W (ω) 6= 0, all
variances and, therefore, B vanishes. The average for the 15 PMs featuring
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the largest bandwidths evaluates to B̄PM = 2.9 × 10−4 which is almost
4 orders of magnitude smaller than B̄rand. Most importantly here, the
corresponding average for the 15 measured OSPMs is B̄OSPM = 1.2× 10−4

which is again a factor of 2.4 smaller than that of the PMs. We may thus
draw the conclusion, that although the very best PMs are already close to
being mutual eigenstates of all relevant operators ρ(ω, ω0), the OSPMs are
superior in this respect - a fact, which explains, in turn, their even broader
bandwidths.

Our algorithm based on cost functions relying on the polychromatic
transmission matrix turns out to be very versatile. In cases where a compen-
sation of the effects of chromatic dispersion is not feasible, a different cost
function containing both distortion mechanisms of chromatic and modal
dispersion at once can be minimized (see appendix B.2 for more details),

L(û) :=
∫

dt

(

|~v(t)|2
Nv

− |ǫ(t− t0)|
2

Nǫ

)2

. (3.30)

The temporal signals ~v(t) and ǫ(t) are just the Fourier-transformed quan-
titites of the spectral output signal and the (scalar) spectral input enve-
lope as defined in Eq. (2.52), respectively. Again, the symbol t now de-
notes time for the remainder of this section and must not be confused with
the transmission matrix t(ω). The normalization constants are given by
Nv =

∫

dt |~v(t) |2, and Nǫ =
∫

dt |ǫ(t)|2. An optimization of Eq. (3.30)
leads to static input configurations û, that can be used to generate time-
dependent output packets that resemble the shape of the chosen input pulse
ǫ(t) as well as possible. In this way, we minimize both of the aforementioned
effects of dispersion. The unknown shift parameter t0 in Eq. (3.30), which
is essentially the time delay of the output pulse, can be viewed as just an
additional, real parameter to be optimized for. Fig. 3.9(b) shows the output
pulses for the 15 input vectors we minimized Eq. (3.30) for, that resemble
the chosen sinc-like input pulse ǫ(t) (the sinc pulse is especially suitable
for telecommunication purposes [107]) more closely than the pulse resulting
from the best PM. Fig. 3.8(d) displays the output speckle pattern of the
best OSPM. Since with the cost function in Eq. (3.30), we optimized for
both the chromatic and modal dispersion, many of the OSPMs moreover
feature a broader correlation bandwidth than the best PM as can be seen
from Fig. 3.9(c).



CHAPTER 3. NUMERICAL & EXPERIMENTAL RESULTS AND

APPLICATIONS 59

Concludingly we emphasize again, that the optimization scheme we pre-
sented in this section is not restricted to T and L in Eqs. (3.27), (3.30),
in fact, literally any cost function that can be constructed using the in-
formation stored in the polychromatic transmission matrix may serve as a
possible candidate for finding whole sets of optimal input states.
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Figure 3.9: (a) Measured autocorrelations C(ω, ω0) for the output signals
of the best PM (blue), and 15 measured optimized states (grey). 14 of the
15 OSPMs feature a larger bandwidth than the best PM, the most stable
one (black) features a bandwidth of 0.657 THz which is nearly two times
larger than that of the best PM. The vertical and horizontal thin black lines
indicate ω0 and C(ω, ω0) = 0.90, respectively. The weighting functionW (ω)
used in the cost function optimized in order to get the OSPMs (Eq. (3.27))
is also shown (orange dashed). The magenta line is the correlation function
for a state optimized using the homogeneous weigthing function W̃ (ω) ≡
1.0. The smaller inset shows the overlap matrix elements Omn (see main
text). On average we find for the off-diagonal element the small value of
Ōoff = 0.077. (b) Temporal output pulses |~v(t)|2 for an input pulse |ǫ(t)|2
(orange dashed) for the best PM (blue) and 15 OSPMs (grey) found by
minimizing the functional in Eq. (3.30), as well as for a random input
(red). The specific shape of the chosen ǫ is just the Fourier-transform of
the step-like weighting function we used before (see (a)). For 13 of the 15
OSPMs, the overlaps of the input and output signals are larger than for the
best PM. The pulse of the best-matching OSPM is shown by the bold black
line. (c) Many (8 of 15) of the OSPM input profiles leading to the pulses
discussed in (b) do not only preserve the initial pulse shape better than
the best PM, but also feature a larger correlation bandwidth (grey, black
for best OSPM, blue for best PM). Analogously to (a), the inset shows the
output signal overlaps Omn for the 15 OSPMs, where we find Ōoff = 0.080.
The differences between the measured correlation curve for the best PM in
(a) and the corresponding plot in (c) stem from two separate, independent
measurements of the fiber transmission matrices.
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3.5 DEFT: Focus and Omission in

Disordered Media

As a specific example for the general DEFT operator class we introduced
in section 2.6, we will now discuss the operators

Dx = −iS†dS

dx
, and dx = −it−1 dt

dx
, (3.31)

where we generally use the symbol x to denote any spatial direction here.
If x means the spatial position of the entire scattering region along a given
axis, the expectation value for an arbitrary input ~u reads, according to
Eq. (2.78),

~u †Dx~u = ~u †kx~u− ~v †kx~v, (3.32)

where we used the input-output relation ~v = S~u, further S†S = 1, and
for the operator kx we thus have k̂x = −i∂x. Eq. (3.32) thus measures
the difference of the wave expectation values for kx before and after the
scattering process, i.e., exactly that shift in kx the wave experiences during
propagation. Although the former expectation values are taken for the flux
rather than for the wave amplitudes (analogous to the Wigner Smith time
delay operator Q), for reasons of simplicity, we will call k̂x the ’momentum’
operator for the direction x, and Dx the momentum shift operator, accord-
ingly. One can also view the Dx-operator as a measure for the momentum
transfer the system experiences due to the scattering event, rather than
the shift in the kx-expectation value for the scattered wave, however, these
shifts differ only by a sign.

Before demonstrating a direct application of Dx in the last subsection of
this chapter, we consider the case of a scattering system that mainly consists
of distinct, discrete scattering objects, whose positions are characterized by
the scalar variables {xn}. The total increment of the scattering matrix,
∆S, and thereby also its total derivative, can then be written in terms of
the sums

∆S ≈
∑

n

dS

dxn
∆x → dS

dx
=
∑

n

dS

dxn
, (3.33)

with the summation index including all parts of the system that affect
scattering into the x-direction. Inserting the expression on the right-hand
side of Eq. (3.33) into the definition of the the momentum shift operator,
it follows that Dx can also be expressed in terms of a sum of operators,

Dx =
∑

n

−iS† dS

dxn
:=
∑

n

D(n)
x = kx − S†kxS, (3.34)
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where we also used Eq. (3.32) for the last equal sign. The meaning of the

(Hermitian) partial shift operators D
(n)
x corresponding to the positions of

the individual scatterers becomes clear from Eq. (3.34): The sum of all these
operators is identical to the operator Dx, and thus measures the total kx-
shift as discussed above. Hence, each of the summands D

(n)
x measures the

ultimate effect on the total shift in kx, that can be attributed to the respec-
tive scatterer at position xn. We emphasize, however, that the individual
contribution to the total momentum shift stemming from the presence of
the considered n-th scatterer has to be seen in the complex interplay of all
other scatterers. Specifically, this also implies, that the expectation value
~u †D

(n)
x ~u must not be seen as corresponding to the change in kx for the sim-

ple case where the n-th scatterer was the only one present in the system,
or for the situation if this scatterer was removed from it. The underly-
ing reason is, that generally, the complex multi-path interference pattern
would drastically change due to such or similar interventions. Therefore,
also the ultimate effect of each obstacle on the scattered wave would be
altered decidingly.

In most types of currently-existing experiments, it is easier to address
only subparts of the scattering matrix, e.g., the transmission matrix. The
construction of the generally non-Hermitian operator(s)

dx =
∑

n

−it−1 dt

dxn
:=
∑

n

d (n)
x , (3.35)

involving the transmission matrix t is thus often more suitable rather than
constructing Dx in Eq. (3.34). The physical meaning of dx is deciphered
by Eq. (2.72), which states for our concrete choice of a = x, that a dx-
eigenstate will experience a well-defined shift in kx, which is given by the
derivative of the corresponding scattering phase with respect to x. In perfect
analogy to the time delay operator q in Eq. (2.45), where the appropriate
quantity is the frequency ω, the output intensity patterns of dx-eigenstates
will generally not change their shape to first order, except being dimmed or
brightened up, if now the position of the scattering region is varied along
the x-axis. Due to the non-Hermiticity of dx and the partial shift operators
d
(n)
x , an interpretation of the respective eigen- and expectation values of

the d
(n)
x -operators, however, cannot be made as easily as in the Hermitian

case, unfortunately. What we do know about the eigenstates of the d
(n)
x -

operators, in turn, is that the shapes of their output patterns are now not
affected by a variation of the position of only the respective n-th scatterer,
instead of the whole scattering area. This desirable property follows simply
from Eq. (3.35), since the operators d

(n)
x ’inherit’ this remarkable feature

due to their special construction analogous to dx.
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Figure 3.10: Sketch of the experimental setup. The scattering region
is an aluminum resonator of width w = 10 cm and length L = 60 cm.
The wavefront is injected from the left. 18 cylindric scatterers (white, n =
1.44, radius 2.550 mm) were randomly placed around a metallic scatterer of
radius 8.825 mm (dark grey), which is movable in transverse direction. The
center region around the metallic cylinder which is displayed in Figs. 3.11
and 3.12 is highlighted in red. The placement in this sketch matches the
actual placement of obstacles in the experiment.

The latter observation leads us to the theoretical prediction, that, among
states that achieve this indepence of the n-th scatterer’s actual position as a
result of more subtle wave-interference effects, also d

(n)
x -eigenstates should

exist that either strongly focus on the chosen object or completely avoid
it. A strong focus, on the one hand, should lead to a shift in kx highly
influenced by the presence of the obstacle, which translates into a high
d
(n)
x -eigenvalue κ

(n)
x . A complete omission, on the other hand, should result

in a corresponding κ
(n)
x of zero, since the wave is then entirely unaffected

by the scatterer.
In order to experimentally verify our predictions, we investigated the mi-

crowave setup displayed in Fig. 3.10 in collaboration with Julian Böhm and
Ulrich Kuhl from the University of Nice, together with André Brandstötter
who supported the experiment by numerical simulations as a part of his
diploma thesis that I co-advised [108]. A microwave resonator containing
18 randomly placed scatterers made of teflon featuring a refractive index of
n = 1.44 and a radius of 2.550 mm, as well as one metallic scatterer of radius
8.825 mm playing the role of the movable particle, constitute the scattering
region along with the resonator’s boundary. The width of the resonator of
w = 10 cm allows for 10 propagating modes at our injection frequency of
15.5 GHz, where an array of 10 antennas generating the microwave front,
allows us to fully control these channels.



CHAPTER 3. NUMERICAL & EXPERIMENTAL RESULTS AND

APPLICATIONS 64

After measuring the 10×10 transmission matrix and a standard smooth-
ing of the data, we constructed the operator

d (m)
x := −it−1 dt

dxm
, (3.36)

where the symbol m specifically identifies xm as the position of the metallic
scatterer. For the projection and inversion of the t-matrix in (3.36), we
kept all 10 singular values in this case, i.e., we performed a direct inversion.
The derivative of t was done by recording the transmission amplitudes for
three different positions xm, where the scatterer was moved in the direction
transverse to the incident flux (see Fig. 3.10) by a distance equal to its
radius in each step.

With the operator d
(m)
x at hand, its eigenstates were calculated and rein-

jected into the system. Figs. 3.11 and 3.12, show the measured intensities
for the part of the scattering region centered around the metallic scatterer,
for those eigenstates corresponding to the three highest and three lowest
real parts in their eigenvalues, respectively. For the sake of visibility, we
also measured the intensity profile having the metallic scatterer removed
from the system for each of the states, keeping in mind, however, that
this procedure affects the focussing states, while the avoiding states are
left largely unaffected. From both figures, we clearly see our predictions
confirmed: the states corresponding to the highest eigenvalues show a clear
focus, the states corresponding to the lowest eigenvalues, in turn, omit the
metallic scatterer.

In Eq. (3.36) and the preceding derivations of this section and section
2.6, we have thus introduced a previously unknown operator derived from
our general DEFT-class, and were able to put it into a solid theoretical
framework. This operator can be used for both focussing on a selected
target inside a scattering medium, or omitting the specified target while
illuminating other parts of the system under study. Whereas already quite
a few concepts of focusing even in the spatio-temporal domain in complex
media exist [13,14,34,109], to our best knowledge, the omission of a specified
region is a completely new approach. As we will discuss in greater detail in
the upcoming subsection, however, our methods might also even improve
existing focusing techniques. Regarding the novel possibility to avoid a
certain region, we envision possible implementations of our concepts in sit-
uations where the protection of a highly sensitive fabric is imperative while
simultaneously irradiating its surroundings is requested, e.g., the omission
of healthy organs in medical applications. Another example would be se-
cure communication, where an eavesdropper resides at an unfavorable, but
well-known location. Using our algorithm, a secret message could be spread
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while avoiding the selected region, where the signal is suppressed to noise
level.

Figure 3.11: (a)-(c) Measured intensity plots for the three d
(m)
x -eigenstates

with the largest eigenvalues of |κ(m)
x | = 133.4, 162.8, and 193.2 [a.u.], respec-

tively. The region around the metallic scatterer (grey) shown is the area
highlighted in Fig. 3.10. For all three states, a strong focus on the metallic
cylinder is clearly visible (upper panel). The lower panel shows the same
input configuration injected into the resonator without the metallic scat-
terer, where the focussing behaviour becomes even more apparent. Note,
however, that the intensity patterns are generally changed by removing the
center scatterer.
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Figure 3.12: (a)-(c) Measured intensity plots for the three d
(m)
x -eigenstates

with the lowest eigenvalues of |κ(m)
x | = 3.8, 4.2, and 12.0 [a.u.], respectively.

The region around the metallic scatterer (grey) shown is the area high-
lighted in Fig. 3.10. For all three states, a strong avoidance of the metallic
cylinder and its surroundings is clearly visible (upper panel). The lower
panel shows the same input configuration injected into the resonator with-
out the metallic scatterer, for the sake of a better visibility of the omitted
region. As we expected, the intensity patterns for these states are almost
undisturbed by the removal of the center scatterer.
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Connection to Focussing on a Moving Target

In a recent experiment in the optical domain carried out by Zhou et al.
in 2014 [34], the authors presented an algorithm that allows focussing on
a target behind a disordered medium by a dynamical measurement of the
system’s reflection matrix, and directly succeeded in proving their claims
experimentally in a quite impressive fashion. In this subsection, we will
briefly discuss the connection of this experiment and the exploited algo-
rithm to our DEFT-operator class, more specifically to the shift operator
d
(m)
x defined in Eq. (3.36). Moreover we can even outline a refinement to

the methods in [34]. Results preliminary to those shown here have been
produced by Stephan Hübsch in the framework of his bachelor thesis that
I co-advised [110].

The focussing procedure suggested by Zhou et al. basically works in
two steps: In a first step, the reflection matrix for a system with the target
particle at a location specified by the scalar coordinate x1, r(x1), is recorded.
In the second step, the reflection matrix is again measured, now with the
particle at a different location x2. The main idea of the method is to
subtract both reflected signals for a given input state ~u from each other,
which results in an elimination of the ’background’ signal stemming from all
other scatterers except the target particle. In this way, only that portion of
the signal remains, that corresponds to scattering on the target (again in the
complex interplay of all other scatterers). After time-reversal by complex
conjugation, this signal is launched back into the system. Mathematically,
the expression for the input configuration ~u ′ which ultimately leads to a
focusing on the chosen particle thus reads

~u ′ = {[r(x2)− r(x1)] ~u}⋆ . (3.37)

If this technique is repeated each time the position of the particle changes,
a dynamical tracking of the target in terms of focussing can be achieved.

For the sake of a better comparibility to the microwave experiment dis-
cussed above, we performed numerical simulations, where all system dimen-
sions as well as the materials and radii of the scatterers, as well as the input
frequency were chosen to match those of the specific setup we studied there
(see Fig. 3.10, the simulated random placement of the 18 teflon scatterers
is now different though). Instead of solving the full Maxwell equations,
we restricted ourselves to the scalar Helmholtz equation in Eq. (2.2). The
metallic target was again placed directly inside rather than behind the dis-
ordered region. Moreover, we will use the transmission matrix t(x1,2) rather
than the reflection matrix.
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Figure 3.13: Intensity plots (a) for the input configuration ~u ′ = ρ(x2, x1)~u
resulting from a random ~u, and (b), (c) for the eigenstates of ρ(x2, x1)
corresponding to the highest and lowest eigenvalues, respectively. The used
discrete displacement of the target in transverse direction, ∆x = x2 −
x1, was equal to its diameter. The setup is chosen very similar to the
experimental setup discussed in Fig. 3.10: 18 teflon scatterers (not shown)
were randomly placed inside the scattering region of length L, surrounding
the metallic target cylinder which is shown in grey. The positions of the
smaller scatterers and the target are different than in Fig. 3.10 though. The
wave was injected from the left for all three plots.

Our first step of refining Eq. (3.37) is by substituting the complex con-
jugation in Eq. (3.37) by an actual backpropagation of the signal in terms
of using the inverse t−1(x1),

~u ′ = −i t−1(x1)
t(x2)− t(x1)
x2 − x1

~u := ρ(x2, x1) ~u. (3.38)

Multiplication with the purely imaginary factor −i/(x2 − x1) just corre-
sponds to a global rescaling of the input configuration ~u ′ and, therefore,
does not principally affect the algortihm. We can identify the resulting op-
erator acting on ~u with the ρ-operators previously introduced in Eq. (3.26)
in section 3.4, yet for the position identifier x now rather than for the input
frequency ω. In Fig. 3.13(a) we show the intensity plot for the input con-
figuration computed using Eq. 3.38 where we started from a random input
configuration ~u. The discrete stepsize in x was chosen to equal twice the ra-
dius of the target which was again shifted in transverse direction. Although
a focusing on the metallic cylinder in our system allowing only for 10 prop-
agating modes can be seen, the effect is not overly pronounced. Further, we
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were not able to find a random input configuration that actually leads to an
avoidance of the target. The situation drastically changes though, if we do
not start with some random input configuration, but specifically inject the
eigenstates of ρ(x2, x1) corresponding to the largest and lowest eigenvalues

as we did before using the operator in d
(m)
x in Eq. (3.36). Figs. (3.13)(b) and

(c) show the resulting intensity plots from which we see a very pronounced
focus in (b), as well as a clear omission in (c).

Figure 3.14: Intensity plots (a) for the input configuration ~u ′ = d
(m)
x ~u

resulting from a random ~u, and (b), (c) for the eigenstates of d
(m)
x corre-

sponding to the highest and lowest eigenvalues, respectively. The simulated
system is the same as discussed in Fig. 3.13 and in the main text.

The connection to the DEFT-operator d
(m)
x can easily be drawn using

the operators ρ(x2, x1), since, completely analogous to the time delay oper-

ator q in section 3.4, d
(m)
x is obtained in the limit

d (m)
x = lim

∆x→0
−i t−1(x)

t(x+∆x)− t(x)
∆x

= lim
∆x→0

ρ(x+∆x, x) , (3.39)

with ∆x = x2−x1. By applying this operator to a random input ~u ′ = d
(m)
x ~u,

we obtained the intensity profile displayed in Fig. 3.14(a). Much similar
to the corresponding plot for a discrete step ∆x in Fig. 3.13(a), also the
continuous variation in x leads to a more or less apparent focus. Again, we
can improve the quality of the focus significantly by injecting the eigenstate
of d

(m)
x possessing the largest eigenvalue, as visible in Fig. 3.14(b). The

state corresponding to the lowest eigenvalue produces once again a clear
avoidance of the target area (Fig. 3.14(c)).
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Summarizing, we could demonstrate an intimate connection between
the experiment in [34] and our DEFT-operators by modifying the original
operational procedure from Eq. (3.37) to Eq. (3.38), and finally proceeding
to the operator given in Eq. (3.39). The key mathematical ingredient shared
by all of these equations is the difference of the matrices t(x2) − t(x1) (or
analogous for the reflection matrix). Injecting appropriate eigenstates of
the involved operators rather than starting from a random input vector,
proved to be very advantageous in terms of both focussing and avoiding.
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Occupying Regular Islands in Classical Phase Space

The DEFT-operator class is the proper generalization of the time delay
operator (2.44), or more generically (2.45), not only by means of the con-
struction scheme and the correlation bandwidths of the eigenstates of its
members. In case the investigated system allows for such propagation pat-
terns, also the remarkable ability to find particlelike states can be inherited
from the time delay operator(s) by other operators of the DEFT class. A
generation of such highly-collimated particlelike propagation patterns might
be especially desirable for the purposes of secure and/or low power commu-
nication, or of focussing in rather weakly disordered media (see also [30]).
However, as we will discuss in this subsection, cases exist, where the time
delay operator is not capable of yielding the desired input patterns among
its eigenstates, in spite of the proper conditions principally allowing for their
existence. More specifically, we will demonstrate that one of those distinct
DEFT-members able to resolve this drawback is actually given by the oper-
ator defined in Eq. (3.31). The wave intensity and phase space plots shown
here, as well as the preceeding numerical simulations were produced and
performed, respectively, by Matthias Kühmayer, who studied this matter
in the course of his diploma thesis that I co-advised [111].

In order to demonstrate our claims with respect to the generation of
particlelike states, we studied the following system: A straight glass fiber
with a D-shaped cross section [112], as depicted in Fig. 3.15(a). We further
assume homogeneous refractive indices of nfib = 1.5 and nsurr = 1.0 for the
fiber and its surrounding, respectively. Due to the cylindrical symmetry in
the direction perpendicular to the D-profile, z, the system can be thought of
as a two-dimensional one, where the time replaces the propagation distance
z. The time delay operator Q does not provide particlelike states in such a
system, but rather the appropriate waveguide modes corresponding to the
D-shaped cross section - a fact that also stems from this symmetry. Since
the lead modes feature well-defined propagation constants in the direction of
propagation, they also feature well-defined delay times, due to the complete
absence of mode-mixing caused by the system’s translational invariance.

The specific D-shape we chose can be envisioned as having been cut from
an integrally cylindrical fiber. As it was shown, depending on where the
plane defining this cut is placed, the cross section features regular, chaotic,
or mixed temporal dynamics of trajectories (or rays) [113]. Here, we will
restrict ourselves to the interesting case of mixed phase space dynamics,
corresponding to a ratio of the fiber-radius, rfib, and the cut parameter, rcut
(see Fig. 3.15(a) for definitions), of f := rcut/rfib, 1 < f < 2. A convenient
choice for a pair of coordinates in the associated two-dimensional, reduced
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phase space are so-called Birkhoff coordinates [36]. They consist of the nor-
malized polar angle ϕ̄ = ϕ/ϕmax, and the momentum component tangential
to the boundary characterized by k̄ϕ = kϕ/k (see Fig. 3.15(a)), which are
recorded every time a trajectory hits the round part of the D-shaped bound-
ary. Launching a great number of trajectories (∼700) corresponding to a
large number of initial conditions reveals the phase space dynamics for our
chosen values for the fiber radius rfib = 62.5 µm and the cut f = 1.05, as
shown in Fig. 3.15(b): Points in the (k̄ϕ, ϕ̄)-space hit by a trajectory dur-
ing its propagation are marked, resulting in broad regions of marked space
and islands of unmarked sites that are framed and traversed by circular or
elliptic figures. Specific groups of islands that are topologically distinct in
the considered phase space cross section, are, as we will see, dynamically
connected and mirror-symmetric copies of each other. The more homoge-
neously marked regions and the islands correspond to chaotic and regular
dynamics, respectively. Note however, that a simulation of infinitely long
propagation times is numerically infeasible, otherwise the marked chaotic
space in between the islands in Fig. 3.15(b) would be perfectly filled. The
plots of the areas associated to regular dynamics, in turn, owe their partial
blankness to their constituent orbits. Since these latter paths are of mea-
sure zero in the space of initial conditions, they are unlikely to be hit by a
random initial sampling. The effect of chaos on the dynamics of two tra-
jectories with a specific distance in terms of their positions and momenta,
is causing this distance to grow exponentially during propagation, whereas
it grows only linearly in the regular case [36].

This dynamical behavior makes the regular islands perfectly suited to
’accomodate’ particlelike wave states, in particular in comparison with the
chaotic sea. Explicitly investigating the propagation of bundles of trajecto-
ries lying on the islands reveals that they remain bundled for large propa-
gation distances, thus collectively hitting the boundary with each bounce.
In this way, they transfer momentum to the boundary, such that the av-
erage value of the bundle’s momentum distribution is always non-zero. In
contrast to such collimated bundles, a high number of trajectories featuring
arbitrary initial conditions will result in a mean momentum of zero.

The translational invariance of geometries like our considered fiber, ex-
cludes the time delay operator from the suitable candidates of operators
capable of finding particlelike wave states, because its eigenstates are then
equal to the non-collimated fiber modes [44, 111]. The perfect candidate
for an operator measuring the mean momentum transfer mentioned above
for waves, however, is actually given by the one on the right-hand side of
Eq. (3.31), dx, constructed from the wave transmission amplitudes for our
fiber. As shown in the previous chapter in Eqs. (2.78) and (2.72), the eigen-
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Figure 3.15: (a) Sketch of the fiber and its D-shaped cross section (grey).
The cross section can be envisioned as a full circle with radius rfib, from
which a certain fraction has been cut, where the position of the cut is
parametrized by rcut. The spatial derivative in Eq. (3.40) is taken along the
x-axis, which we chose to be equal to the axis of transverse fiber symmetry.
The actual position of the fiber on this axis is denoted by xfib. In order to
produce the results shown in (b) and Figs. 3.16 3.17, we chose the specific
values of rfib = 62.5 µm and f = 1.05. (b) Phase space cross section for
the (normalized) Birkhoff coordinates (ϕ/ϕmax, kϕ/k). The partially filled
elliptical islands correspond to trajectories featuring regular dynamics, the
regions in between constitute the so-called “chaotic sea“.

values of this operator constitute a measure for the momentum change of an
initial wavefront in a specific direction during scattering. In contrast to the
situations earlier in this section, we will now vary the location of the whole
scattering system (the fiber), where we chose this variation with respect
to xfib to happen along the axis of transverse symmetry of the fiber cross
section (see Fig. 3.15(a)). Note that moving the fiber in this way causes a
mixing of the original waveguide modes corresponding to the initial position
of the fiber cross-section. The appropriate shift operator for this procedure
reads

dxfib
= −it−1 dt

dxfib
. (3.40)

The scheme we propose to find particlelike states works in two steps: Firstly,
the transmission amplitudes for the fiber and their derivative with respect
to a variation of xfib are recorded in order to construct and diagonalize the
operator dxfib

in Eq. (3.40). Then, selected eigenstates are injected into the
fiber - see [111] for details of both steps. In Figs. 3.16 and 3.17, we show
the propagation of two such states, indeed, confirming the success in our
approach to generate particlelike states. The wavefronts with an assumed
wavelength of λ = 2π/k = 553 nm stay collimated beams during the entire
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propagation, where the reason of two symmetric beams in each of the plots
originates in the transverse symmetry of the system with respect to the
chosen x-axis.

So-called Husimi distributions conveniently translate the propagation
of waves to the phase space of trajectories [113, 114]. The lower panels of
Figs. 3.16 and 3.17 show the respective distributions overlaying the classical
phase space structure for the considered states (see [111] for details). One
of them occupies bundles of trajectories from the center regular island,
whereas the other one corresponds to a group of smaller but dynamically
connected outer islands.

We could thus successfully demonstrate that the time delay operator is
not the only member of the DEFT-class that can be utilized to create parti-
clelike wave propagation patterns by presenting the specific counterexample
of the momentum shift operator dxfib

. Further, with the specific system we
studied for that purpose, we have also shown, that other DEFT-operators
might be able to find such favorable states, even in situations where the
time delay operator is not. The underlying working principle of the dxfib

-
operator roots on information about the underlying trajectory dynamics of
the studied system. As we have found, in case of mixed classical dynamics,
the particlelike states are mostly situated on regular islands, which causes
the corresponding wavefront to retain their initial collimation even over long
propagation distances. We emphasize though, that an exact knowledge of
the trajetory phase space is not required for the construction of the wave
operator dxfib

.
Eventually, we would also like to point out, that the output patterns

for eigenstates of dxfib
are generally independent of fiber movements in the

specified direction to first order, irrespective of being particlelike or not.
Accordingly, the generation of such states might find an application in sit-
uations where, despite possible vibrations and/or uncertainties in the exact
location of the scattering device, a strong focus is desired.
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Figure 3.16: Intensity plots for an initial wavefront constructed from
an eigenstate of the operator dxfib

in Eq. (3.40) for different propagation
distances z = [0, 1, 2, . . . , 8]L/8, with L being the length of the fiber (to
be read linewise; reddish colors denote high intensity). As can be seen, the
intensity pattern stays highly collimated even after several bounces off the
fiber boundary. Lower panel: The corresponding Husimi distribution (blue)
reveals the state’s position on the center regular island in the trajectory
phase space.
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Figure 3.17: Intensity plots for an initial wavefront constructed from
an eigenstate of the operator dxfib

in Eq. (3.40) for different propagation
distances z = [0, 1, 2, . . . , 8]L/8, with L being the length of the fiber (to
be read linewise; reddish colors denote high intensity). As can be seen,
the intensity patterns stay highly collimated even after several bounces off
the fiber boundary. Lower panel: The corresponding Husimi distributions
(blue) reveal the state’s position on dynamically connected regular islands
in the trajectory phase space.
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After reviewing the Wigner-Smith time delay operator and deriving sev-
eral adaptations for the Helmholtz equation, we specifically demonstrated
an extension of the mean-chord-length theorem. In order to do so, we ex-
ploit the intimate relation between the average delay time, that can be
calculated from the trace of this matrix, and the density of states in a given
scattering region. Our findings clearly indicate, that this theorem basically
also holds for wave transport, even for the regime of Anderson localiza-
tion that exists for waves only. Quite counterintuitively, we demonstrate
that the mean delay time is independent of the actual geometric shape
of the investigated system, but rather depends only on its size and the
length of its boundary. This result, as we could further show, is linked to
the Yablonovitch limit, a fundamental result for the intensity enhancement
within solar cells. We could prove that the mean-chord-length theorem and
the Yablonovitch limit are essentially two sides of the same medal. Ac-
cordingly, our derivations exclude pure geometrical variations from the list
of possibilities that might lead to an increase in the effectiveness of future
generations of light harvesting devices.

Leaving the immediate environment of the specific expression for a time
delay operator proposed by Smith, we presented a generalization of this
concept. We could not only physically reason the design principle of this
new operator, the meaning of its eigenvalues and properties of its eigen-
states, we could also derive versatile construction algorithms, allowing for
a broad range of applications of our concepts. These novel construction
principles found a direct implementation in two numerical studies we pre-
sented. On the one hand, we successfully demonstrated the possibility to
address individual branches of the complex propagation pattern evolving in
the framework of branched flow. The algorithm we suggested there works
in two steps of firstly defining the spatial output region one is interested
in, and measuring the corresponding elements of the scattering matrix, and
secondly, separating different intensity branches ending in the specified re-
gion. This separation works by means of the different wave time delays
associated to the branches. Since branched flow systems are not yet avail-
able for optical waves, we hope that our work might contribute in pushing
the regarding developments. On the other hand, we exploited concepts of
wavefront shaping in order to effectively camouflage a strongly disordered
region by mimicking the scattering dynamics of a perfectly homogeneous
one. In principal, the simple numerical procedure we suggest is capable of
hiding any system by feigning the presence of any other setup.

In the context of fiber communication, we could substantially broaden
the current bottleneck in frequency stability as set by the principal modes,
i.e. eigenstates of the time delay operator, by a purely numerical opti-
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mization scheme (in contrast to an experimental feedback loop). The cor-
responding cost function contains the information of the scattering ampli-
tudes in a whole frequency domain, rather than at a single frequency only.
Wide stability bandwidths are especially beneficial for data transfer, since
in case of a perfect auto-correlation of the output signal in a whole spectral
range, the spatial and temporal traces of a sent pulse decouple. By ex-
perimentally demonstrating the practicability of our findings in an optical
fiber setup, our results might help increasing the data transfer capacity of
optical multi-mode fibers in the future. Furthermore, our gradient-based
optimization scheme is actually not restricted to cost functions optimizing
pulse transmission, literally any purpose might be pursued if a correspond-
ing cost function can be found.

The unique functional principle of the time delay operator(s) inspired us
to generalize these ideas to a whole class of previously unknown operators,
which we termed dependence shift or DEFT-operators. The eigenstates of
these operators share their output stability with the principal modes, if a
certain quantity the scattering matrix parametrically depends on is varied.
For the latter time delay eigenstates, this parameter is the frequency of the
initial wavefront. For the particular example of the parameter being equal
to the spatial position of an individual scatterer inside a scattering medium,
we experimentally demonstrated the possibilites of both focussing on the
scatterer, and avoiding its surroundings, in a microwave setup. The latter
omission is, to the best of our knowledge, an entirely novel approach, and we
envision possible medical applications or a usage in secure communication.
Exploiting a very similar ansatz, we showed moreover, that shifting the
entire scattering region can lead to the formation of particlelike states in
systems, where the time delay operator is incapable of producing them.
Apart from a possible utilization of the particlelike states in secure or low-
energy communication, we envision a further, more general application of
the eigenstates of the DEFT-operator we used in this context: Due to their
stability with respect to variations of the entire scattering system along a
specific direction, we envision an implementation of these states in systems,
where possible vibrations cannot be sufficiently compensated for, but a
stable output pattern is desired nevertheless.
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A.1 Average Delay Times and the DOS

Connection of the Scattering Phases and the
Resonance Poles

Cayley transform of S

Here, we will present the necessary steps of Cayley-transforming the scat-
tering matrix. We start by rewriting

S = −1 + 2iV †GV = −1 + 2iV † 1

∆ + n2k2 + iV V †
V. (A.1)

For reasons of simplicity, we omitted explicitly specifying the Hermitian
part of the purely outgoing boundary conditions in the denominator on
the right-hand side, but rather only the anti-Hermitian part that can be
expressed using the coupling matrix V (see also [44]). Denoting the Green’s
function of the Hermitian part as G0 := [∆+n2k2]−1, we can further rewrite

S = −1 + 2iV † 1

∆ + n2k2 + iV V †
V (A.2)

= −1 + 2iV †
[

G−1
0 + iV V †

]−1
V (A.3)

= −1 + 2iV †
[(

1 + iV V †G0

)

G−1
0

]−1
V (A.4)

= −1 + 2iV †G0
1

1 + iV V †G0

V (A.5)

= −1 + 2iV †G0

∑

n

(−i)n
(

V V †G0

)n
V. (A.6)

Reordering according to (V V †G0)V = V (V †G0V ) we further get

S = −1 + 2iV †G0V
∑

n

(−i)n
(

V †G0V
)n

(A.7)

= −1 + 2iV †G0V
1

1 + iV †G0V
(A.8)

=
−1− iV †G0V + 2iV †G0V

1 + iV †G0V
(A.9)

=
−1 + iV †G0V

1 + iV †G0V
= −1− iV †G0V

1 + iV †G0V
, (A.10)

which is the Caley transform of S as used in Eq. (2.31).
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Spectral Representation of Det[S]

Starting from

Det[S] = Det

[

−1− iV †G0V

1 + iV †G0V

]

= |−1| Det
[

1− iV †G0V
]

Det[1 + iV †G0V ]
, (A.11)

we move on by proving the identity Det[1+ V †AV ] = Det[1+AV †V ] [36].
Consider the product of the matrices,

C =

(

1 0
−V †A 1

)(

A−1 V
V †

1

)(

1 −AV
0 1

)

=

(

A−1 0
0 1− V †AV

)

,

(A.12)
and please note the generally different dimensions of the block matrices.
We first calculate the determinant of the left-hand side of Eq. (A.12) using
Det(AB) = Det(A)Det(B) which evaluates to

Det[C] = Det
[

A−1 − V V †
]

= Det
[

A−1
]

Det
[

1− AV V †
]

. (A.13)

For the right-hand side we find

Det[C] = Det
[

A−1
]

Det
[

1− V †AV
]

. (A.14)

Comparing Eqs. (A.13) and (A.14), we arrive at the desired result

Det
[

1− V AV †
]

= Det
[

1− AV V †
]

. (A.15)

Using Eq. (A.15) and inserting for A = ±G0, we find for the determinant
of the scattering matrix

Det[S] =
Det
[

1− iV †G0V
]

Det[1 + iV †G0V ]
=

Det
[

1−G0iV V
†
]

Det[1 + iG0V V †]
. (A.16)

We further rearrange

Det[S] =
Det
[

G−1
0 − iV V †

]

Det
[

G−1
0 + iV V †

] =
Det[G]

Det[G†]
=

Det
[

G̃
]

Det
[

G̃†
] , (A.17)

where we used G = [G−1
0 + iV V †]−1, G†

0 = G0, and G̃ = Gn2. Keeping in
mind that the ratio of products is equal to the product of the ratios, and
that the determinant of a matrix can be expressed as the product of its
eigenvalues, we can write in terms of the complex eigenvalues λn and using
the spectral representation of the Green’s function G̃ (2.26)

Det[S] =
∏

n

k2 − λ⋆n
k2 − λn

=
∏

n

ω2 − ω2
n − iγn/2

ω2 − ω2
n + iγn/2

. (A.18)

This is the expression given by Eq. (2.33).
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Connection of the Average Time and the DOS

Average Time Delay and the Scattering Phases

We start from the spectral representation of the scattering matrix in terms
of its (unimodular) eigenvalues and eigenvectors,

S =
∑

n

~αn e
iθn ~α†

n. (A.19)

Since we assumed S to be unitary in this section, it features an orthonormal
eigenbasis which can easily be seen from

S α = αΘ → α† S† = Θ⋆ α†

→ α−1 S† = Θ⋆ α−1, (A.20)

where the matrix α contains column-wise the eigenvectors ~α and Θ is a
diagonal matrix containing the eigenvalues exp(iθn). We conjugated the
eigenvalue equation for the upper, and inverted it for the lower expression
on the right-hand side of Eq. (A.20), using S† = S−1 and exp(iθn)

⋆ =
exp(−iθn). We thus found α† = α−1. Accordingly, we can write

dS

dω
=
∑

n

eiθn
(

iθ̇ ~αn ~α
†
n + ~̇αn ~α

†
n + ~αn ~̇α

†
n

)

, (A.21)

where we abbreviated the derivative da/dω = ȧ. Inserting Eqs. (A.19)
and (A.21) into Q = −iS†dS/dω, we get for the time delay operator with
~α†
n ~αm = δmn,

Q =
∑

n

(

θ̇n~αn ~α
†
n − i~αn ~̇α

†
n − i

∑

m

ei(θm−θn)~α†
n ~̇αm ~αn ~α

†
m

)

. (A.22)

Its trace evaluates followingly to

Tr(Q) =
∑

l

~α†
l Q~αl =

∑

l

dθl
dω

. (A.23)

For the last equal sign we used

~α†
l ~αl ≡ 1 (A.24)

→ d

dω

(

~α†
l ~αl

)

=
d~α†

l

dω
~αl + ~α†

l

d~αl

dω
= 0 (A.25)

→ i
d~α†

l

dω
~αl = −i~α†

l

d~αl

dω
. (A.26)
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Bearing in mind that the determinant of the S-matrix is just the product
of its eigenvalues,

Det(S) =
∏

n

eiθn = ei
∑

n θn , (A.27)

we arrive at our desired result in Eq. (2.35) by comparing Eqs. (A.23) and
(A.27),

Tr(Q) = −i d
dω

ln(Det[S]) . (A.28)

Average Time Delay and the Resonance Poles

From Eq. (2.36) in the main text, we calculate

d

dω
ln(Det[S]) =

d

dω

∑

n

ln

(

ω2 − ω2
n − iγn/2

ω2 − ω2
n + iγn/2

)

= 2ω
∑

n

ω2 − ω2
n + iγn/2

ω2 − ω2
n − iγn/2

(

− ω2 − ω2
n − iγn/2

(ω2 − ω2
n + iγn/2)

2 +
1

ω2 − ω2
n + iγn/2

)

= 2ω
∑

n

(

1

ω2 − ω2
n − iγn/2

− 1

ω2 − ω2
n + iγn/2

)

= 4iω
∑

n

γn/2

(ω2 − ω2
n)

2 + γ2n/4

(A.29)

Multiplication with −i/N yields Eq. (2.37).

A.2 The Dwell Time

Energy Density and Power Flux for the Helmholtz
Equation

In this subsection we will physically reason the expressions for the densities
of the energy and the power flux we used for the Helmholtz equation in
the main text. For didactic reasons, we will give an intuitive sketch rather
than a rigorous derivation. For that purpose, we start from the Maxwell
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equations,

~∇ · ~D = ρf (A.30)

~∇× ~E = −∂
~B

∂t
(A.31)

~∇× ~H = ~jf +
∂ ~D

∂t
, (A.32)

where we used the definitions of the fields ~D = ǫ0ǫr ~E, and ~H = µ0µr
~B,

respectively. We now assume the very simple case of a perfectly homo-
geneous, isotropic, source-free, and non-magnetic, dielectric medium, thus
ǫr(~x) ≡ ǫr, ρf ≡ 0, ~jf ≡ 0, and µr ≡ 1. Accordingly, we can write for the
diffractive index n =

√
ǫr, and the Maxwell equations simplify to

~∇ · ~E = 0 (A.33)

~∇× ~E = −µ0
∂ ~H

∂t
(A.34)

~∇× ~H = ǫ0 n
2∂
~D

∂t
. (A.35)

Inserting Eq. (A.35) into Eq. (A.34) and using Eq. (A.33) yields

∆ ~E(~x, t) =
n2

c2
∂ ~E(~x, t)

∂t
, (A.36)

where we also used c =
√
ǫ0µ0 for the vacuum speed of light. We now fur-

ther assume a linearly polarized wave and make the time-harmonic ansatz
~E(~x, t) = Ez(~x)êz exp(−iωt) with êz = (0, 0, 1)T , and arrive at the Helmholtz
equation

(

∆+ n2ω
2

c2

)

Ez(~x) = 0, (A.37)

which is perfectly equivalent to the Helmholtz equation in (2.2) in the main
text for the case of a uniform index of refraction n. Identifying the electro-
magnetic field component Ez(~x) with the field ψ(~x), and using the linear
dispersion k = ω/c, we get exactly the expression in Eq. (2.2). Eq. (A.37)
is solved by a plane wave ansatz

Ez(~x) = Aeiknx, (A.38)

where we assumed the direction of propagation to be equal to the x-direction.
From Eq. (A.38) and calculating from Eq. (A.34), we thus find for the fields

~E(~x, t) = Aei(knx−ωt)êz, (A.39)
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and
~H(~x, t) = − kn

µ0ω
Aei(knx−ωt)êy. (A.40)

Using these expressions, we can finally calculate the time-averaged electro-
magnetic energy density ǫ and the Poynting vector, i.e., the power current
density ~s,

ǫ =
1

2

(

~E · ~D⋆ + ~H · ~B⋆
)

=
1

2
ǫ0 n

2 |Ez|2 , (A.41)

and,

~s =
1

2
~E × ~H⋆ =

1

2
ǫ0 n

2 |Ez|2
c

n
êx. (A.42)

Please note that this expression for the power flux density features the
familiar form of a flux density, ~s = ǫ v, with ǫ being the energy density
and v = c/n the energy velocity. Using the correspondence to the scalar
Helmholtz equation, Ez(~x) = ψ(~x), we can also express (A.41), (A.42) in
terms of ψ(~x) like,

ǫ(~x) =
1

2
ǫ0 ψ

⋆(~x)n2(~x) ψ(~x) , (A.43)

~s(~x) =
1

2
ǫ0 c ψ

⋆(~x)n(~x) ψ(~x) êx

=
1

2
ǫ0
i c

2k

(

ψ(~x) ~∇ψ⋆(~x) + c.c.
)

, (A.44)

as is easily verified utilizing the ansatz in Eq. (A.38). The trivial (non-)
dependence of the refractive index on the position ~x written above is only a
formal one. However, we will now use Eqs. (A.43), (A.44) we derived based
on our simplifying assumptions as an approximation for the general, local
expressions for the energy and power flux densities, and the electric field,
respectively (see also [115] and refs. therein). An integration over the whole
volume of the scattering region Ω then yields for the total stored energy

UΩ =

∫

Ω

dV ǫ(~x) =
1

2
ǫ0

∫

Ω

dV ψ⋆(~x)n2(~x)ψ(~x) , (A.45)

which is the expression (2.62) we used in the main text. As the last step
in this subsection, we now also perform an integration of the power flux
density over the whole boundary of the scattering area,

S
(in)
∂Ω =

∫

∂Ω

d ~A·~s(~ξ) = 1

2
ǫ0
i c

2k

∫

∂Ω

d ~A·
(

ψ(~ξ)~∇ψ⋆(~ξ) + c.c.
)

, (A.46)

which in turn is equal to Eq. (2.63) in the main text.



APPENDIX A. NOTION OF TIME DELAY AND ANALYTICAL

RESULTS 88

Connection of Qd and Q

Before we treat the relation of the time delay operators Qd and Q, we
derive an identity we will need to do so. We start from the expression for
the scattering matrix

S = −1 + 2iV †GV, (A.47)

and write using the unitarity S†S = 1,

S†S =
(

−1− 2iV †G†V
) (

−1 + 2iV †GV
)

= 1 + 2iV †G†V − 2iV †GV + 4V †G†V V †GV

= 1. (A.48)

For the last equal sign to hold generally, the relation

4G†V V †G = 2i
(

G−G†
)

(A.49)

must be valid. Inserting the expression (A.47) in the defining equation for
the Wigner-Smith operator, Q = −iS†dS/dω, and neglecting the frequency
dependence of V , we find

Q ≈ −i
(

−1− 2iV †G†V
)

(

2iV †ĠV
)

= −i
(

−2iV †ĠV + 4V †G†V V †ĠV
)

, (A.50)

where we abbreviated the derivative dA/dω with Ȧ. Using G = (∆+n2k2+
iV V †)−1, and the dispersion relation ω = kc, we find for the derivative of
the Green’s function (see also [116])

Ġ = −2k

c
Gn2G. (A.51)

Hence, we can further write

Q ≈ 2k

c

(

2V †Gn2GV + 4iV †G†V V †Gn2GV
)

. (A.52)

Using the identity (A.49) for the last term on the right-hand side we finally
obtain

Q ≈ 2k

c

(

2V †Gn2GV − 2V †Gn2GV + 2V †G†n2GV
)

=
4k

c
V †G†n2GV

= Qd, (A.53)

where we used Qd = 4 k V †G†n2GV/c.
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B.1 A Universal Time as an Invariance

Property of Wave Scattering

Statistical Signature for the Chaotic and the
Localized Regime

In the main text, we discuss systems featuring ballistic, chaotic and local-
ized wave scattering, respectively. The corresponding scattering regime is
determined by the number and size of impenetrable obstacles we placed
inside the scattering region, and can be characterized through the regime-
specific transmission statistics. For the ballistic system, transmission is
perfect in our case, since without any scatterers, we are dealing with a
perfectly transmitting waveguide. In order to verify that the scattering in
the systems containing a finite number of obstacles is chaotic and localized,
respectively, we check whether the transmission statistics follow the respec-
tive predictions. For that purpose, we calculated the eigenvalues ζi of the
matrix t†t, where t is the transmission matrix. For chaotic dynamics, the
ζi follow the bimodal distribution [117–119]

P (ζ) =
1

π
√

ζ (1− ζ)
. (B.1)

In a sample with Anderson localization, only one single transport channel
dominates the transmission [95], such that the total transmission, T =

Σ
N/2
i=1 ζi ≈ ζmax ≡ T , follows the prediction for a one-dimensional wire-

geometry with disorder [94, 95],

P (T ) = Z

√

arccosh(T−1/2)

T 3/2 (1− T )1/4
exp

(

− l
′
loc

2L
arccosh2

(

T−1/2
)

)

, (B.2)

with Z being a normalization constant. The effective localization length
l′loc = −2L/ 〈lnT 〉 (the brackets here mean an average over different ran-
dom realizations of the positions of the hard-wall scatterers) can be deter-
mined from the numerical data. Figure B.1(a),(b) shows the comparison of
the numerically calculated histograms of ζ and T , respectively, and their
analytical predictions (B.1) and (B.2). We find that in both cases, the
numerical data fits very well the analytical formulae, which confirms our
assumptions about the scattering dynamics being chaotic or localized for
the two different situations considered.
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Figure B.1: Transmission statistics for different transport regimes. (a)
Distribution of the t†t eigenvalues ζ for chaotic scattering (orange bars),
compared with the prediction, Eq. (B.1) (light blue line). (b) Distribution
of the total transmission T for localized scattering compared with the pre-
diction based on Eq. (B.2). To produce the histograms, k was scanned be-
tween k = 12.1π/d and k = 12.9π/d and 1000 scatterer configurations were
considered for each of the cases (a),(b) (in (a) only values 0.01 < τ < 0.99
were considered for the histogram).

The Invariant Average Delay Time and the
Yablonovitch Limit

The surface roughness used for the calculations leading to the results plotted
in Fig. 3.6 in the main text, is described by the function [102],

h(y) =
Mr
∑

m=−Mr

αm sin
(mπ

w
y
)

+ h0, y ∈ [0, w] (B.3)

where the integer number Mr defines the number of spatial frequencies
contributing to the rippled surface, 2Mr + 1. The real numbers αm are
randomly drawn from a uniform distribution, αm ∈ [0, w], and the constant
h0 ensures a positive value of h(y). For the specific calculations in Fig. 3.6,
we set w = 1 for the width of the system, andMr = 46 as well as h0 = 0.05.



APPENDIX B. NUMERICAL & EXPERIMENTAL RESULTS AND

APPLICATIONS 92

B.2 Orthogonal Super Principal Modes

Eigenstates of the Recurrence Operator

The eigenvalue equation for an eigenstate of ρ(ω, ω0) reads

ρ(ω, ω0) û = −i t−1(ω0)
t(ω)− t(ω0)

ω − ω0

û = ς û, (B.4)

with the complex eigenvalue ς. Much analogous to the derivations in section
2.4, we can rearrange Eq. (B.4) like

t(ω)− t(ω0)

ω − ω0

û = i ς t(ω0) û

~v(ω)− ~v(ω0)

ω − ω0

= i ς ~v(ω0)

∆~v(ω) = i ς ∆ω~v(ω0)

∆~v(ω) = z ~v(ω0) . (B.5)

Eq. (B.5) states that for an eigenstate of ρ(ω, ω0), the deviation of the
output vector at ω 6= ω0, ∆~v(ω) = ~v(ω) − ~v(ω0), and, therefore also ~v(ω),
is aligned to its value at ω0, with a proportionality constant z = i ς ∆ω.

Weighting Function & Wavepacket Envelope

In order to produce a weighting function W (ω) = |ǫ(ω)|2 for the cost func-
tion in Eq. (3.27), or a spectral envelope for an input pulse used in the cost
function in Eq. (3.30) in the main text, ǫ(ω), that is continuous on the one
hand, but similar to a rectangular function on the other hand, we utilize
step-like Fermi functions of the following form,

f±(ω, ω0, b, s) =
1

1 + e−(ω−ω0± b/2)/s
. (B.6)

The actual envelope is then given by

ǫ(ω) =
1

Nǫ

(

f+ (ω, ω0, b, s) + f− (ω, ω0, b, s)
)

, (B.7)

where the parameter ω0 denotes the center frequency, b is the FWHM of the
envelope, and s determines the steepness of the slopes. For s = 0, Eq. (B.6)
turns into discontinous step functions. The normalization constant is given
by Nǫ =

∫

dω|ǫ(ω)|2. For the experimental results displayed in the main
text, we used the specific values of b = 0.875 THz and s = 0.022 THz.
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The Gradient-Based Optimization Scheme

The gradient with respect to û† using ~v(ω) = t(ω) û for the cost function

T (û) =

∫

dω

(

1−
∣

∣~v†(ω) · ~v(ω0)
∣

∣

2

|~v(ω)|2 |~v(ω0)|2

)

W (ω)

=

∫

dω

(

1−
∣

∣û†t†(ω) t(ω0) û
∣

∣

2

|t(ω) û|2 |t(ω0) û|2

)

W (ω), (B.8)

reads

δT
δû†

=

∫

dω

[

(

t†(ω) t(ω0) û+ t†(ω0) t(ω) û
) −û†t†(ω0) t(ω) û

|t(ω) û|2 |t(ω0) û|2

+
(

t†(ω) t(ω) û
)

∣

∣û†t†(ω) t(ω0) û
∣

∣

2

|t(ω) û|4 |t(ω0) û|2

+
(

t†(ω0) t(ω0) û
)

∣

∣û†t†(ω) t(ω0) û
∣

∣

2

|t(ω) û|2 |t(ω0) û|4

]

W (ω). (B.9)

Please note that |t(ω) û|2 = û†t†(ω) t(ω) û and that a derivative of T with
respect to û does not lead to equations linearly independent from the set
of equations (B.9), since T(û) is a purely real quantity.

The n+ 1-th optimization step for the vector û that is optimized for is
just calculated from the n-th step according to

ûn+1 =
1

Nn+1

(

ûn −
δT
δû†
|ûn∆s

)

, (B.10)

with a suitably chosen stepsize ∆s and the normalization constant Nn+1

assuring |ûn+1| = 1. As starting guesses for each OSPM optimization served
the respective projections of the best PM onto the subspaces orthogonal to
each of the previously calculated OSPMs. In the first iteration step, we
started directly from the best PM.

The second cost function discussed in the main text is given by the
expression,

L(û) =

∫

dt

(

|~v(t)|2
Nv

− |ǫ(t− t0)|
2

Nǫ

)2

=

∫

dt

(

û†I(t) û
∫

dt′ û†I(t′) û
− |ǫ(t− t0)|

2

Nǫ

)2

, (B.11)
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where we introduced the abbreviation

I(t) =

∫

dω′

∫

dω ǫ⋆(ω′) t†(ω′) t(ω) ǫ(ω) e−i(ω−ω′)t/ (2π)2 . (B.12)

The normalization constant for the input signal reads like Nǫ =
∫

dt |ǫ(t)|2.
The gradient δL/δû† evaluates to

δL
δû†

=

∫

dt

[

2

(

û†I(t) û
∫

dt′ û†I(t′) û
− |ǫ(t− t0)|

2

Nǫ

)

×
(

I(t) û
∫

dt′ û†I(t′) û
−
(∫

dt′ I(t′) û

)

û†I(t) û
[∫

dt′ û†I(t′) û
]2

)]

.

(B.13)

Since we also optimize for the unknown temporal shift t0 in Eq. (B.11), we
also have to compute

∂L
∂t0

=

∫

dt

[

2

(

|~v(t)|2
Nv

− |ǫ(t− t0)|
2

Nǫ

)

(

− i

Nǫ (2π)
2

)

×
∫

dω′

∫

dω (ω − ω′) ǫ⋆(ω′) ǫ(ω) e−i(ω−ω′)(t−t0)

]

. (B.14)

The n+ 1-th step for the temporal shift t0 is calculated much analogous to
Eq. (B.10), where

t0,n+1 = t0,n + sign

[

∂L
∂t0
|t0,n
]

∆s′. (B.15)

For the construction of both cost functions (B.8) and (B.11), we implic-
itly used the projected version of the transmission matrix t(ω) given by
Eq. (2.58), thus avoiding an optimization of the irrelevant dark background
of the output signals.

Expectation Value and Variance of the
ρ(ω, ω0)-Operators

For our purposes, we define the expectation value of ρ(ω, ω0) for a state û
analogously to that of a Hermitian operator like

〈ρ(ω, ω0)〉 = û†ρ(ω, ω0) û. (B.16)
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In contrast to a Hermitian operator, this expectation value is a complex
number in general. The variance for the non-Hermitian operators ρ(ω, ω0),
however, can be computed,

〈|ρ(ω, ω0)− 〈ρ(ω, ω0)〉 |2〉 = û†ρ(ω, ω0)
† ρ(ω, ω0) û

− |û†ρ(ω, ω0) û|2, (B.17)

and gives a purely real number. Note that for an eigenstate of ρ(ω, ω0), the
expectation value is equal to the corresponding (complex) eigenvalue, and
thus, the variance vanishes.
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