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## Kurzfassung

Automatisiertes Werfen und Fangen stellt einen vielversprechenden Weg dar, um den Transport von Objekten und Teilen in einer industriellen Umgebung zu gewährleisten. Um ein geworfenes Objekt mit dem Greifer zu fangen, wird das Wissen über die Flugbahn des Objektes innerhalb des Arbeitsbereiches des Greifers gebraucht, weshalb die Flugbahn vorhergesagt werden muss. Die meisten existierenden Algorithmen für diese Aufgabe basieren auf der Modellierung der ballistischen Eigenschaften des geworfenen Körpers. Der in dieser Forschung vorgeschlagene Algorithmus erfordert keine genaueren physischen Daten zum Flug; er basiert auf dem Lernen von Beispielen des Werfens. Als Basistechnik zur Prognose von Objektkoordinaten wird das Nächste-NachbarPrinzip angewendet. Zwei Modifikationen wurden vorgenommen, um die Leistungsfähigkeit und die Genauigkeit der Vorhersage zu erhöhen. Zuerst wird eine Suche nach dem nächsten Nachbarn innerhalb einer relativ kleinen Teilmenge von ähnlichen Beispielen anstatt innerhalb der gesamten Datenbank gestartet, was eine rasche, skalierbare Verarbeitung großer Datenbanken ermöglicht. Zweitens werden die Vorhersagen in einem zweidimensionalen, Trajektorie-bezogenen Koordinatensystem anstelle eines dreidimensionalen Weltkoordinatensystems gemacht. Dadurch wird der Algorithmus Unabhängigkeit von der Startposition, der Wurfrichtung und der TrackingUmgebung. In der Simulation wurde gezeigt, dass diese Methode die Vorhersagegenauigkeit für die Trajektorie der geworfenen Objekte im Vergleich zu den anderen existierenden Ansätzen erhöhen konnte. Die vorgeschlagenen Änderungen verbessern neben der Genauigkeit der Vorhersage auch die Berechnungszeit für die Prognose. Die Fangversuche mit einem Roboterarm zeigten, dass dieser Vorhersagealgorithmus es erlaubt, Kugeln in der Echtzeitanwendung zu fangen.


#### Abstract

Automated throwing and catching is a promising way to provide the transport of objects and parts in an industrial environment. For the gripper to catch the thrown object, prior knowledge about the trajectory of the object within the gripper workspace is needed. Therefore, the trajectory must be predicted. Most of the existing algorithms for this task are based on modeling the ballistic properties of the thrown body. The algorithm proposed in this research does not require the physics of flight to be exactly known; it is based on learning from example throws. As a basic technique to forecast object coordinates, the nearest neighbors principle is applied. Two modifications are made in order to increase the performance and accuracy of prediction. First, a search for the nearest neighbors is done within a relatively small subset of similar examples instead of the entire database. This allows the fast, scalable processing of large databases. Second, forecasts are made within a two-dimensional trajectory-related coordinate system instead of a three-dimensional world coordinate system. This provides algorithm invariance to the launching position, direction of throw and tracking environment. Once this algorithm was applied to the trajectories of thrown objects, it demonstrated that it could increase prediction accuracy in comparison with other existing approaches. The proposed modifications not only improve the accuracy but also the speed of prediction. Catching experiments with a robotic arm showed that the predictor allowed balls to be caught in real time.
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## 1 Introduction

The contribution described in the current thesis is part of a bigger research project that aims to develop a new approach in the transportation of material objects from one place to another by throwing and catching. The task of object transportation (material handling) often arises in industry, for example when there is the need to relocate an object from one machine tool and process it to another or when the product is moved from machine tool to warehouse. Approaches to this task may differ in various production systems in various situations, and different means can be used for transportation. The development of this field is motivated by the increasing requirements of the performance, quality and flexibility of production systems.

This introductory chapter of the thesis is organized in the following way. Section 1.1 is a brief introduction to modern transportation systems. Then in 1.2, an overview of the research into transportation by throwing and catching (Transport-by-Throwing, TbT ) is given. The research described in this thesis concentrates on one aspect of the TbT system: predicting the trajectory of a flying body. This challenging aspect is discussed in 1.3The challenges and open issues that motivated the research are listed in that section, and the proposed solutions to those challenges are laid out in section 1.4.

### 1.1 Material transportation

Material transportation is a natural part of the common industrial manufacturing process. The means of manufacturing include the machine tools that process the products, the workers that perform the work that cannot be performed by the machine tools and the environment (transportation network) that provides the flow of products or its parts between the workers and the machine tools. History shows that the allotment of the tasks that are performed by human workers decreases with the progress of industrial technologies. Mass production, the standard in industrial processes since the beginning of the 20th century (the introduction of mass production is usually associated with the opening of Highland Park Ford Plant in 1910), requires the automated sequential transportation of products and parts between the machine tools and the workers who process these products and parts. In a fully-automated industrial process, all transportation and the processing of objects is done by machine tools.

The traditional networks for object transportation are based on various conveyor systems (belt conveyors, screw conveyors, small rail-guided vehicles, etc.) that transport multiple small objects over short distances and special vehicles that transport larger objects over longer distances. In
some specific conditions, other techniques exist, e.g. pneumatic tubes. The TbT concept could replace conveyor belts in some specific cases and conditions.

Commonly, the conveyor belt is a mean that takes up a significant volume of factory workspace and determines the disposition of the machine tools. The machine tools are arranged sequentially along the production line associated with the conveyor belt. The following properties of conveyor systems should be mentioned [Sul09]:

- Ability to move a large number of parts: multiple objects may be transported by the conveyor belt at the same time
- Speed of transportation: may be adjusted according to the requirements of machine tools.
- Possibility to allocate a temporary storage for the parts between the machine tools.
- Highly automated transfer of the objects.
- Common environment for object transfer between multiple machine tools: there are multiple machine tools processing the object between source and destination.

The increasing demand for individual products and number of product variants has increased the requirements of the flexibility and speed of material transportation systems [Pon11]. The flexibility of production in this paper (synonyms for the same or similar phenomenon are adaptability, agility, and changeability) means that a fast and simple reconfiguration of the manufacturing environment is possible if there is a change in the manufacturing process. These conditions spur the development of alternative technologies for object transportation.

### 1.2 Transportation by throwing and catching

Transport-by-throwing (TbT) is a novel approach to object transportation proposed by Frank [Fra06]. Possibilities for this use of this approach in material handling in industry are now being investigated. TbT systems could replace conveyor-based systems in the high-speed transportation of small, rigid objects over short distances. The main principle of TbT is that an object is thrown by a specific throwing device from the source point towards the destination point and is then caught by a special catching device (gripper) at the destination point. The motion between these points is influenced by gravity and the impulse of throw. It follows the ballistic trajectory.

### 1.2.1 Overview

An example structure of a transportation network based on throwing is shown in figure 1.1 (a modified version of the figure from [Fra06, p.92]). Various workstations that treat the objects during the manufacturing process are connected via throw-catch routes. The throwing devices are located at the starting point of each route. A gripper is located at each destination point. It catches the flying object and gives it to a processing machine tool.

This type of transportation network when compared to traditional networks based on conveyor belts is different in several ways:


Figure 1.1: A transportation Network based on throwing- a modification of the picture from [Fra06, p.92].

- There is no need to set up a special conveyor infrastructure on the floor between two workstations. Therefore, applying TbT factory workspace to be saved. Another aspect of this network is that there is no need to mechanically connect various machine tools.
- In conveyor-based systems, it is typical for one conveyor to provide sequential object transportation through many workstations. Workstations in this situation are usually located along the conveyor. In the throw-catch approach, each pair of sequential workstations have their own route. If there is a need to transport an object between two distant workstations, it must be done via several throw-catch routes. However, it is also possible for one throwing device to throw objects towards several grippers or one gripper may catch objects thrown from several throwing devices.
- It is unnecessary to position machine tools in a straight line like in those transportation networks based on conveyor belts.
- The ratio between the object velocity and route capacity as well as power consumption could be much better. The expense of energy in the throw-catch approach is due to the throwing movement and the mechanical actions of the gripper. In conveyor-based systems, large energy expenses are connected with the moving conveyor belt.
- The distance is limited by the power of the throwing device.

The development and exploration of the approach created in [Fra06, Fra08a, Fra08b, Bar08, Pon10, Pon11, Fra11, Fra12] showed that this could become a viable method of object transportation under the following conditions:

- Size of the object is around 10 cm or less. In most of the experiments tennis balls were used [Fra08, Bar08, Pon10] while some other compact object were also considered [Fra11, Fra12].
- The throwing distance would have to be that of several meters. An increase in distance leads to an increase in deviation from the interception point. Hence, the area of catching expands with an increase in distance. Long distances also require higher throwing velocities and more equipment-free space for object trajectories.
- The velocity of throw must be up to 10 meters per second. A higher velocity would lead to higher energy consumption. Throwing velocity has a significant influence on the maximum distance of flight. For example, throwing the ball at a velocity of $10 \mathrm{~m} / \mathrm{s}$ and at a $=4$ angle to the horizon leads to a distance of 9 m with a maximum height of 2 meters [2]. High velocities over small distances can lead to an increase in the relative velocity of both the object and the gripper at the point of interception, which could damage fragile objects.

One throw-catch route will now be discussed, which would provide object transportation from source point A, where throwing-device is located, to destination point B, where the gripper is located. One throwing device throws identically-shaped objects towards one gripper. The following four main tasks of the system are considered in [Pon11, p. 138]:

1. The throwing device must throw the object from the source point towards the destination point.
2. The catching device must capture the object within its workspace around the destination point.
3. The trajectory of the object within the gripper's workspace must be predetermined in order to define the catching movement of the gripper. In other words, the trajectory of the object must be predicted.
4. Its prediction requires information about the initial stage of flight; therefore, the trajectory of the object must be observed in real time.

A simple throw-catch route includes two electromechanical devices (the thrower and the gripper) and a computer system for tracking the objects and gripper control. This system may be distributed on the controllers of the gripper, the thrower and additional devices (e.g. sensors for object tracking).

### 1.2.2 Throwing

The thrower's task is to throw objects in such a way that its impact position is within the gripper catching area. In principle, the thrower should be adjusted each time it throws in order to provide the identical initial parameters required for each object (velocity, angles, object orientation).

The first step in the development of a working Transport-by-Throwing system is the creation of a throwing device, which would allow objects to be thrown more or less precisely. This means that such a device would throw objects without strong deviations in velocity and direction of throw. If all thrown objects intercept the gripper workspace, the throwing device meets the requirements. Several works exist that are connected with the development and control of these types of devices, e.g. [Fra08a, Fra12]. At this time the question of how to improve upon these devices is still open, but devices that meet these requirements do already exist. A throwing device cannot be perfect; deviations in throws will always exist (i.e. the velocity and the direction of the thrown object will not be exactly the same every time). The object?s trajectory will always be different due to these deviations and how the object interacts with the air flow. An exploration of the deviations of a throwing device used in the experimental evaluation of this research is given in subsection 3.1.1.

The quality of throwing is sufficient if the device can make the object land within a certain area. Accurate throwing lead to relatively small size of this landing area. The throwing of objects was considered to be a self-contained robotic task in research [Miy10, Kob11, Nem11, Zha12, Kan12]. For example, in [Nem11] balls thrown from a distance of 2.5 meters were able to reach the precisely the 5 cm diameter landing area.

### 1.2.3 Catching

The gripper's task is to catch the flying object and give it to the machine tool. Two main types of mechanical catching are considered by [Fra06]: hard and soft catching. "Hard" catching is where the gripper is positioned at the point of expected intersection and waits there for the flying object. At the moment of intersection, it grasps the object. The velocity of the gripper at this moment is equal to zero; therefore, the relative velocity between the object and the gripper is equal to the velocity of the object's flight. Hard catching was implemented in [Fra08b] with a gantry Cartesian robot that has two degrees of freedom; it can move both vertically and horizontally, which is perpendicular to the distance from the throwing device. Hence, the gripper can move within a vertical gripping plane defined by these directions. The predictor gives the data to the gripper about the point where the object intersected this plane, and then the gripper moves to this point and waits there for the object.

In the "soft" catching, the gripper has even more freedom. The end-effector of the catching device has its own trajectory that matches the trajectory of the object at the catching point (and at the same moment in time) [Pon13]. The trajectory of the end-effector is determined in such a way that the relative velocity of the object is minimal at the moment of catching. Therefore, the interception overloads are minimized, and soft catching may be used with more fragile grippers and for more fragile objects.

A similar dichotomy of catching movements for human object-grasping has already been discussed in [Kaj99]. There CWOC (catching without consideration of shock contact) and CWC (catching with Consideration of shock contact) are specified and correspond to hard and soft roboticcatching respectively. It was shown that in order to catch a moving object a human must either move its arm in a way that enables it to reach the object as quickly as possible (CWOC) or move in a way that minimizes the overload (CWC). In this way the concept of soft catching can be considered to be bio-inspired.

The gripper's actions depend on the received information about the object's flight. Specific sensors and software are used to extract this information. The requirements for extraction algorithms and the trajectory prediction task are discussed in subsection 1.2.4. After the interception point is determined, the instructions for the catching device must be generated. The catching device must perform the capturing movement right before the moment of expected interception, and this movement must not damage the object, the gripper or the environment. After a successful catch, the gripper must transfer the object to the next tool, processing it with the required orientation. This task also has various challenges, depending on the construction of the capturing device and the type of object.

### 1.2.4 Trajectory observation and prediction

A successful catch can only be achieved by defining the point in gripper workspace where the grasp should take place with a particular throw. To do this accurate and immediate data about
the thrown object's trajectory is required. Therefore, a sensor system for measuring object coordinates in 3D space is needed. The use of a digital camera setup for this type of system is researched in most of the work connected with TbT (e.g. [Bar08, Bar09, Pon09, Pon12]). A single camera is able to track the ball with the use of additional information provided by other sensors or by specific theoretical assumptions. For example, in [Bar08] visual tracking of the flying ball with a single camera is supported by measuring the launch coordinates with light barriers and a specific model of the object's motion. Another factor in determining object spatial coordinates from a single camera is that information on the flying object's size must be accurate..

A stereo camera setup (two synchronized cameras observing the same scene) allows data about object coordinates to be directly extracted from a pair of simultaneous images. The accuracy of extraction depends on the parameters of cameras and on the quality of the extraction algorithms.

The two main stages of trajectory processing can be summarized as the collection of data about the current trajectory (tracking) and the forecast of parameters values into the catching area (prediction). These stages were described as separate tasks in subsection 1.2.1. In this subsection, the first stage will be discussed. Trajectory prediction is one of the main topics of this dissertation and will thus be discussed in more detail in a separate section (1.3). Flight information processing may be divided into the following steps:

1. Scene observation before the flying object?s appearance: This stage begins when the throwing device signals that it is about to throw.
2. Object detection and positioning when the object flies into the observer's field-of-view: The tracking system must first detect that the object is flying through the scene and then determine its coordinates in 3D space..
3. Object tracking: This stage includes the collection of data about object position changes during a period of time. To increase the accuracy and performance of the algorithm, data on previous object positions may be used.
4. Future trajectory prediction.
5. Determination of the interception point where the capture must take place.
6. Determination of instructions for the gripper.
7. Gripper actuation.

Consider the throw-catch route where the coordinate system is positioned with regard to the throwing device. The gripper and the gravity vector are located as shown in figure 1.2. The $y$-dimension here is perpendicular to the plane of the figure. The gripper is located near the destination point. It has some workspace where it can move more or less freely according to its degrees of freedom. For the 2-DoF gripper used in [Fra08b], the workspace will be within a planar rectangle and is restricted to the size of the gantry. The workspace for the robotic arm is restricted by the lengths and maximum angles of the joints. The capturing point must lie inside the gripper workspace. The area of space where the capturing point may lie is called the Gripping Area (GA). The part of the trajectory that lies within the GA is called the Gripping Area Trajectory (GAT).

Information about the initial velocity of the object can be provided by the specific sensors on the throwing device (e.g. light barriers in [Bar08]) or estimated based on camera measurements.


Figure 1.2: Position of throwing device and gripping plane in a transportation system based on hard catching.

Essentially, the throwing device is adjusted to throw the object towards the destination point at a constant velocity and at an angle to the horizon. The differences between various trajectories are caused by deviations in initial velocity, the direction of throwing and unpredictable interactions with the air. For example, in [Coo00] it was shown that the trajectory of a tennis ball is unstable in the initial stage of the flight. After reaching a distance equal to that of approximately ten times that of its diameter from the launching point, the ball came to a dynamically stable state, and its trajectory from that point on could be determined more or less accurately. Thus, information about the object's trajectory after the throw is needed for prediction.

The set of sensors (e.g. synchronized stereo pair) is used to measure the object's position. Cameras should be positioned in such a way that maximal accuracy of measurements can be provided (if such a position is allowed by the construction of the guild and enables communication with the controller).

Similar to GA and GAT, the measurement area (MA) and measurement area trajectory (MAT) are defined. In this area, starting from the launching point (figure 1.3), the coordinates of the flying object are measured by sensor system. After the object flies out of this area, a prediction of its trajectory in the catching area is made. The space between the measurement and the catching area can be called the processing area (PA). While the object is flying through the processing area, the following system must complete the following:

1. Process the data, received from sensors;
2. Predict GAT of the object;
3. Determine instructions for the catching device;
4. Move the catching device to the starting point for grasping.


Figure 1.3: Division of motion space into three areas

If the initial velocity of the object is around $5-10 \mathrm{~m} / \mathrm{s}$, and the distance is $1.5-3$ meters, the duration of flight would be around $0.7-1.5$ seconds [3]. This period must be divided into a measurement and processing interval- except the time of catching.

A large MA has some advantages. A large number of measurements makes the data more reliable. The smaller the size of the "blind" processing area means the deviation of the trajectory will be less unpredictable. Even for various different trajectories, the values of the coordinates are not much different at the beginning of the flight. Hence, in a small measurement area large deviations at the end of flight should be able to be precisely predicted because of low deviations at the beginning of the flight. In that situation, it is not likely that small measurement errors will strongly influence prediction accuracy. The time performance of the system greatly limits the size of the measurement area. The time needed for the object to fly through the processing area must not be less than the time the gripper needs to prepare to catch the object.

The division of the trajectory into three parts is conditional. In reality the measurements could even be made within the gripper's workspace. If the predictor is fast enough, it can update the prediction after each new frame is received. The time shift between the moment the prediction is made and the expected moment of catching is first determined by the time the gripper's servo needs to perform the catching movement. Therefore, the processing area trajectory (PAT) is considered to be the part of the trajectory that corresponds to the specific time period that is sufficient for performing the catching movement before the object reaches the gripper's workspace. Once the first prediction operation has been completed, the dynamics of the object in the MA is an input for predictor, and dynamics of the object in the GA is the required output. Later on, the new prediction may be obtained, and the new results may be used to correct the path of the gripper. However, the gripper may not deviate strongly from its trajectory if it has already started to move. Hence, the decision on the gripper's trajectory to make the catch must be made based on the data received from the measurement area.

The goal of tracking is to obtain information about the motion of the object through the measurement area. To do this the system must be able to perform the following tasks:

1. Detection: to establish that the object is present in the image, i.e. it is in the measurement area.
2. Recognition: to define the position of the object in the image. This and the previous step are implemented based on the object recognition algorithm. This algorithm must be able to distinguish the object's contour from the industrial scene (which can contain moving equipment) or to detect the specific characteristics of the object. The goal at this stage is to define the pixel position of the object's center of mass in the images. This must be done very quickly- advisably within the timeout between two frames.
3. Positioning: to define the object's position in space. The object's center coordinates in the world coordinate system must be defined and the object's orientation for non-pointsymmetrical bodies must be determined.

In tracking mode, image processing could determine the position of the object in the current image more quickly if data collected from the previous images is used. A real TbT system may include a number of additional tasks (e.g. throwing objects towards several destinations, catching objects from several sources, transporting various objects through one route). At this time there is no common methodology for constructing such complicated TbT systems. Only once a functioning model for a simple TbT route has been created would it be useful to develop the methodology for more complicated TbT systems.

### 1.3 Challenge of trajectory prediction

The task of trajectory prediction for hard catching in the situation considered in [Bar08] would have the following state: to determine the values in $y$ - and $z$-direction when $x=x_{\text {grasp }}$ (notations fromfigure 1.2 are used). At the moment of gripping, the catching device must be fixed at the point $x_{\text {grasp }}, y_{\text {grasp }}, z_{\text {grasp }}$ and wait for the object. It does not adjust its motion to the object velocity and orientation, so prediction of these parameters is not necessary for successful hard catching. In related research from the TbT project, the challenge of object orientation prediction is poorly considered because most of thrown objects are point-symmetrical. Predicting the time of an object's interception with $x_{\text {grasp }}$-plane should be as accurate as needed to correctly position the catching device before this interception.

Soft catching requires more complex trajectory prediction as the velocity and the direction of the gripper's movement must be close to the velocity and direction of the object's movement at the moment of catching. Due to the construction of the catching device, the catch must be within the grasping area (GA) where the gripper can move. To determine the instructions for the gripper, the system must know the values of the following parameters of object motion through the trajectory in the gripping area (GAT):

- Time ranks of object motion through the gripping area: the moment it arrives in the gripping area $t_{\text {in }}$ and the moment when it leaves gripping area if there is no catch $t_{\text {out }}$;
- The dynamics of object center coordinates $x_{1}(t), x_{2}(t), x_{3}(t)$ for $t_{i n}<t<t_{\text {out }}$;
- The dynamics of object velocity $\mathbf{v}(t)$ for $t_{\text {in }}<t<t_{\text {out }}$;
- The dynamics of object orientation for complex-shaped bodies.

The task is to estimate the most probable values of these parameters. Note that more or less accurate information about the velocity can be derived from the coordinate/time dependence. The calculation is based on the previous trajectory of the object. Three approaches on the use of trajectory prediction for robotic catching exist in related works:

1. Accurate adjustment of throwing device [Fra12]: No prediction is used at all.
2. Catching in real-time [Ish96, Nam99, Ima04, Fur06]:The gripper moves closer and closer to the actual position of the flying object. No prediction is used at all or very simple models are used.
3. Long-term prediction [Hov91, Fre01, Pon09, Bir10, Bae11].

Essentially, the throwing device is adjusted to throw the object towards the destination point with a constant velocity and at an angle to the horizon. The differences between various trajectories are caused by deviations in initial velocity and the direction of throwing and by unpredictable interactions with the air. For example, a tennis ball thrown by a sportsman's rocket is dynamically unstable at the beginning of flight, and its trajectory can vary from the nominal shape. However, after flying through approximately ten times its own diameter, it becomes dynamically stable, and its flight may be more or less accurately estimated by the aerodynamic model [Coo00].
Real-time catching is used when the robot is able to operate with a velocity comparable to the velocity of the object. For these catching strategies, the use of a high speed sensing system is required. For example, in [Ish96] a specific vision system that can react with a feedback time of 1 ms is proposed and is later applied for robotic catching in [Nam03a]. This strategy demonstrated its validity in the experiments, but if the throw's distance is long and the robot cannot react in time, then it is useless.

Algorithms for predicting the trajectory of a flying object were developed in a number of works, e.g. [Hov91, Fre01, Bar08, Bir11, Kim12]. Successful catches were up to 80 percent in [Bir11]. Mostly analytical models were used. A more detailed discussion of these approaches is in section 2.5 .

The basic idea of forecasting the trajectory of a flying body is to use the physics of ballistic flight. To determine the physical model of the projectile's motion, the forces influence on the object should be determined. There are a number of such forces [Kar54, pp. 68-108]. The most influential of which are shortly described below:

1. Gravity: It is directed downwards and can be calculated using the well-known formula:

$$
\begin{equation*}
F_{\text {grav }}=m * g, \tag{1.1}
\end{equation*}
$$

where $m$ is the mass of the object (obviously, it is a constant for the objects of a same type), $g$ is free-fall acceleration (it is constant for geographical region and has no large deviations on the Earth). All of the following forces are caused by the interaction between the object and the air.
2. Pressure drag or skin friction: If the flight is subsonic and takes place in the Earth's troposphere, the value of drag can be considered as proportional to the second power of the object velocity $v$

$$
\begin{equation*}
F_{d r a g}=k * v^{2} \tag{1.2}
\end{equation*}
$$

The coefficient $k$ The coefficient k here depends on a number of parameters: object size, shape and orientation, the Reynolds number, temperature and humidity of air, etc. The structure of this coefficient is discussed in more detail in the subsection 2.1.1. The coefficient $k \mathrm{k}$ can only be calculated analytically for very simple objects (smooth sphere, smooth parallelepiped, etc.) while it is usually measured in aerodynamic tubes for bodies with a more complicated shape.
3. Lift, side force and inductive drag: These forces are connected with the nonsymmetrical streamlining of a nonsymmetrical body. Due to this effect, pressure on the different points of the flying body varies. This difference causes the specific force that produces deviation of the trajectory. An airplane's flight is based on these deviations. In aeronautics the different components are differentiated as a lift component (directed upwards), a side component (side force, which is directed to the side) and a drag component or inductive drag (directed backwards), but the parent of these forces is the same. An "upwards-backwards" representation is sufficient for an airplane wing, but it can be in different directions for arbitrary shapes.
4. Trail drag: This force is connected with the influence of the vortex street after the flying blunt body. The air after the object curves into a number of vortices which increase the resistive influence of air on a flying object.
5. The Magnus effect: This effect takes place if the flying object is rotating. It may have upwards, downwards, backwards and sideways components.
6. Other streamlining effects: For compact objects the influence of the force connected with air flow near the moving object surface (specific cases of these force are lift, inductive drag, trail drag and the Magnus effect) can be ignored. For simple bodies in special conditions, it can be calculated using special equations or measurement results. Otherwise it is not possible to accurately determine the influence of these effects.
7. Influence of wind and external air flow: If there is a constant air stream, its influence could be considered. The influence of local air fluctuations is unpredictable and could be considered as stochastic deviations.

The creation of a precise deterministic model of object flight seems to be difficult or computationally impossible for objects of a variety of shapes. In most related works, only the influence of gravity [Hov91, Her09] and air drag [Fre01, Bar09] is considered. Other factors are considered to be part of the process noise. However, it can be said that physical rules of projectile motion exist, and under the same entry conditions, two trajectories would not vary strongly. The phrase ?same entry conditions" means that the type of object, its starting point, its initial velocity and the direction of throw would be exactly the same and there would be no significant difference in air flow. This influence of air on projectile motion is difficult but necessary to calculate and motivates the search for a new method to predict the trajectory. This method should take the complexity of these aerodynamic forces into account but not require the exact calculation of their values.

Most of the existing predictive robotic catchers use motion models that take gravity and drag into account (e.g. [Fre01, Bar09]). The rate of successful catches in these systems varies from $66 \%$ [Fre01] to $80 \%$ [Hov91, Bae09] of success in catching.

### 1.4 Learning-based prediction

Most humans are good at intuitively predicting ballistic trajectory. The ability of human brain to solve this task has been examined in a number of related sports, such as tennis, badminton, baseball, ping pong, volleyball, squash, etc. The players in these sports must quickly estimate the destination point of the flying ball. The only input for the player is the flight of the ball that they watch with their eyes. This is not stereo vision: the distance from the ball is much longer than the eyes? baseline; hence, there is no visible difference in object position from the left and right eye. In fact, the decision is made based on the elevation angle of the flying object [Gil99]. This task is similar to the task of vision-based robotic ball-catching.

Children are usually able to play sports at a relatively early age. Beginning in primary school, most children are able to play badminton and volleyball. This is much earlier than when they begin to study physics. Even when they do begin lessons in physics, the aerodynamic properties of the projectiles are not usually a part of the physics curriculum. This knowledge is not necessary to catch the ball successfully. Humans learn to predict ball trajectories by memorizing previous examples. This intuitive process that helps humans to catch a ball is known as the "ball-catching theorem". This prediction principle was used for bio-inspired prediction in other fields of research, predicting electrical power consumptions for example [Mao10].
In the previous sections, the following directions for Transport-by-Throwing (TbT) system development were specified: the throwing techniques, the measurement of trajectory, the determination of an interception point, the defining of the gripper actions, and the further construction of transportation networks. The determination of an interception point (based on the prediction of object GAT) is necessary for a functioning TbT route. Deviations of the throwing device and in the environment make it impossible to for every object to fly with an identical trajectory; therefore, the gripper must act to catch the object successfully. The gripper?s actions are based on prediction results. In turn, prediction is based on visual tracking. The visual tracking of movement (including flying) objects has been researched in many scientific papers. The application of a tracker and the processing of coordinate extraction for TbT was considered in Akhter's dissertation [Akh11]. Hardware and software for tracking are chosen in such a way that they could give accurate coordinate information to the input of a predictor.

This work when compared to current research primarily concentrates on trajectory prediction and can be divided into the following three parts:

1. Analyzing the structure and accuracy of the tracking information: The input of the prediction system includes the measured coordinates of the object; hence, an accurate observation system is needed for accurate prediction. The determination of the 3D object?s coordinates is made based on images from the cameras. This determination has known errors due to the inaccuracy of the recognition algorithm. It is for this reason that the mechanism of trajectory estimation is to be implemented. The challenge here is that the exact dependence between time and coordinates stays unknown and it cannot be approximated with exact and simple function.
2. Development of the trajectory prediction algorithm: The motivation for this task is necessity of making an accurate prediction for the TbT route to function correctly. Up until now, predictors based on a physical model were used. However, as demonstrated above, physical models at their current stage prediction accuracy are restricted. Hence, an alternative forecasting technique is needed.
3. The construction of a system that would allow these techniques to be implemented: i.e. integrating the algorithm into a working system for robotic catching. To correctly evaluate the quality of the prediction, the whole route needs to be implemented because the predictor must interact with other parts of the system.

The main idea of the proposed method for trajectory prediction is the use of sample-based forecasting models. In these models, the measured parameters of previous trajectories (the dynamics of the object's coordinates in the measuring and catching areas) are stored in the database. As the process of flight obeys physical rules, the information collected from previous flights can be used to construct the predictor. The construction process is known as "learning by example". This is similar to how the humans learn to perform various action (e.g. how to catch a ball). Learning by example is the most widespread method of machine learning.

The learning task can be more clearly defined in the following way. Let $\mathbf{X}$ be a set of possible input data for the task, $\mathbf{Y}$ be a set of possible outputs for the solver. $y^{*}: \mathbf{X} \rightarrow \mathbf{Y}$ is unknown target correspondence of $\mathbf{Y}$ from $\mathbf{X}$. The values of this correspondence are known only for finite learning sampling consisting of $m$ samples $\mathbf{L}=\mathbf{X}^{M}=\left\{\left(\mathbf{X}_{1}, \mathbf{Y}_{1}\right),\left(\mathbf{X}_{2}, \mathbf{Y}_{2}\right), \ldots,\left(\mathbf{X}_{m}, \mathbf{Y}_{m}\right)\right\}$. It is needed to create the algorithm $a: \mathbf{X} \rightarrow \mathbf{Y}$ based on LS, which allows $y$ to be approximated not only for $\left\{\mathbf{X}_{1}, \mathbf{X}_{2}, \ldots, \mathbf{X}_{m}\right\}$ but for any possible samples from the set $\mathbf{X}$. This means that the learning algorithm must have the ability to construct common knowledge (dependence) from individual knowledge (examples). In the trajectory prediction task, the part of the trajectory in the measurement area is $\mathbf{X}$ and the part of trajectory in the catching area is $\mathbf{Y}$.

Due to the nature of $\mathbf{Y}$ two widespread types of learning tasks are specified:

- Classification: the set of possible $\mathbf{Y}$ is finite;
- Regression: $\mathbf{Y}$ is numerical function (set of possible $\mathbf{Y}$ is infinite).

This special type of regression task is time series forecasting for when we need to predict the future values of a certain function based on the previously observed values of its function. It is obvious that projectile trajectory prediction refers to the time series forecasting tasks. For the case of trajectory prediction task $\mathbf{X}$ is the initial part of trajectory, measured by the observer, $\mathbf{Y}$ is the part of trajectory in catching area, which must be predicted. Commonly this means $\mathbf{X}$ is a sequence of measurements of object coordinates with timing marks (and also velocity and orientation if this is possible and useful), and $\mathbf{Y}$ is an expected dependence of object coordinates on time in catching area.

The prediction environment can be divided into two parts: predictor and learning algorithm. The predictor?s task is to determine $\mathbf{Y}$ from $\mathbf{X}$ using known prediction model $a$.the task is the development of a learning algorithm, i.e. the algorithm for the construction of a prediction model. This means the creation of an algorithm $a$ based on a set $\mathbf{X}^{M}$.

The methodological steps of the research are as specified in the following:

1. An analysis of observer performance and accuracy: This is based on the throwing and measurement experiments and aims to determine what data are used as the predictor's input and what the likelihood of this data is.
2. The development of an algorithm for trajectory prediction based on machine learning and the learning algorithm: These algorithms are developed in parallel as they are strongly related on each other.
3. The evaluation of the accuracy of the constructed model: This evaluation consists of two stages. In the first stage, the simulation of projectile flight is used. The simulation setup is defined based on the physics of the flying body, the accuracy of observation system used, and the deviations of the throwing devices used. In the second stage, a large database of the real trajectories of the object is constructed. Examples from this database are used for training and validating the predictor.
4. The integration of the proposed prediction module into the existing transport-by-throwing system: This includes the evaluation of the speed of the constructed model and the creation of its real-time version.
5. The final evaluation of the whole transport-by-throwing route with the integrated learningbased prediction algorithm: This step includes the catching experiments and the establishment of a successful catching percentage. For these experiments, the workable model of predictor is created. Within these experiments, the developed algorithm be compared to other possible solutions. The proposed approach for trajectory clustering and processing will also be evaluated.

The development and validation of the proposed ideas are implemented with a tennis ball as the object to be thrown. This is because a tennis ball is a well-known object. As shown in subsection 2.1.3 the aerodynamic properties of the tennis ball are explored in a number of scientific works [Ach72, Ste88, Cha00, Coo00, Meh08]. Most existing robotic catchers are also intended for catching small-sized sport balls, e.g. [Slo91, Fre01, Nam03a, Bar08, Bir11]. Tennis balls are well studied aerodynamic objects with not very complicated shape. Physical models of such bodies flight allow to predict trajectory accurately (used in e.g. [Pon09]) and can be used for proving the accuracy of other algorithms. Therefore use of the tennis ball is likely in terms of comparison of the proposed ideas with the existing solutions.

## 2 State of the art

As previously mentioned, Transport-by-Throwing (TbT) is a concept for the material transportation networks in industry. Since the introduction of this approach in 2006 [Fra06], a number of works published about the project have brought it to its current level and many of the main challenges have been are solved. However, the task of catching the flying object with a robot manipulator was researched in a number of works prior to the introduction of TbT. In these related works, the task of catching was mostly just a subfield of theoretical robotics focused on understanding and improving the possibilities of robotic systems. The task of trajectory prediction belongs to time series forecasting tasks. Time series forecasting is a wide field of research in applied mathematics. Various models have been created in this field. Some are based on known dependences, some on the statistical properties of data, while others are based on analogies and learning.

The aim of this chapter is to analyze the existing methods. Section 2.1 analyzes and summarizes the aerodynamic properties of thrown objects. The next two sections discuss certain aspects of estimating the trajectory from measurements. Section 2.2 considers the situation when we already know the measured coordinates of the flying body depending on time. The ways of how to fit this data into the process model (i.e. how to filter out erroneous measurements and improve measurement accuracy) are mainly discussed here. In section 2.3 , the technical and algorithmic issues of observing ballistic trajectories and extracting 3D coordinates from sensor data are considered. Various technologies that allow the observation and tracking of a moving target are discussed. The aim of section 2.4 is to give an overview of recent developments in the systems for robotic throwing and catching and related tasks (i.e. tracking airborne objects and forecasting the trajectories). This overview includes research from, but not limited to, TbT. Some Prediction aspects are briefly discussed in this section as issues of catching movements and grasping principles. A more detailed review of solving the challenges involved in prediction in these works is given in section 2.5 as prediction is the main topic of this thesis.

### 2.1 Aerodynamics of ballistic motion

Determining the influence of aerodynamic forces has been mentioned in works that research the motion of specific objects when it is motivated by applications. The most well-investigated types of ballistic flight are bullets and projectiles in motion and the flight of gliders. Other objects are less investigated. Among the objects with properties similar to TbT, the behavior of small sports balls (used for tennis, table tennis, golf, etc.) is more or less well-defined. Here, TbT objects
mean rigid, compact bodies of up to ten centimeters in size that do not have high wintage (e.g. a sheet of paper is not an acceptable TbT object).

### 2.1.1 Common view

The main forces that influence a flying body are listed in section 1.3Newton began the exploration of the behavior of flying bodies; he discovered the law of gravity, proposed the first models for air drag (these models were then rejected [Kar54, p. 61]) and observed that the trajectory of a rotating object is curved. Nowadays, these three effects are still considered to be the most influential on a flying decimeter-sized body: gravity, air drag and the Magnus force. Most of the papers on the aerodynamics of sport balls (see subsection 2.1.3) described below take these three forces into account. In some papers (e.g. [Ala98]), three aerodynamic forces are considered: drag, lift and side force. In these papers "drag" is air resistance directed downwards, while "lift" is the component directed upwards, and "side force" is the component perpendicular to the horizontal projection of the velocity. "Lift" here is connected with the Magnus effect and is of another nature than that of the lift on plane wings. The main source of side force is also primarily the Magnus effect.

To acquire a fundamental understanding of drag requires that details of fluids mechanics and how flying objects interact with the air around them be discussed. The fluid area near the flying body where air flow is influenced by the body is called the boundary layer. The fluid motion around an object may be laminar or turbulent (figure 2.1). In the laminar mode, the space around the object may be divided into a set of virtual "tubes" which correspond to a certain sublayer. "Sublayer" means the specific velocity of fluid motion and its movement only inside itself. These sublayers curve around the object without intersecting one another. When the flow is turbulent the object destroys the structure of the sublayers, which then intersect, and the fluid motion becomes chaotic.


Figure 2.1: Laminar (left) and turbulent (right) air flow around the spherical object moving in the air.

In turbulent mode, the air behind the object curves into a set of vortices, the so-called Karman vortex street [Kar54, p. 101]. As previously mentioned, the vortex trail is an additional source of the drag. However, the viscosity of the air plays a limited role after the transition; hence, the value of drag decreases with the transition from laminar to turbulent flow [Gof13, Kar54].

The motion of fluid in the boundary layer may be characterized by the dimensionless Reynolds number, Re, which is defined as follows:

$$
\begin{equation*}
R e=\frac{v * D}{\nu}=\frac{v * D * \rho}{\mu}, \tag{2.1}
\end{equation*}
$$

where $v$ is the speed of the object, $D$ is a characteristic length (diameter for a spherical objects), and $\nu$ is the kinematic viscosity which is calculated from viscosity $\mu$ and air density $\rho$. For spherical objects of a known shape and size in the air with a known temperature and humidity, Re depends only on the velocity of the object. When the Reynolds number is low, the flow is laminar. At higher numbers, it becomes turbulent. The transition from laminar to turbulent flow (and the corresponding drop in the value of air resistance) at a certain value range of $R e$ is called "drag crisis" [Gof13, p. 141]. The transition is not an instantaneous process. The range of turbulence is connected with the growth of a turbulent area after the flying body).

If the flow near the object is laminar, its influence is defined by air viscosity. For flying objects bigger than several micrometers, the flow would be turbulent, and viscosity can be ignored [Kar54, p.100]. The turbulence of air flow near standard flying balls was proven in experiments, e.g. by [Ala10]. To calculate drag in this case, the following formula, called the drag equation, should be used:

$$
\begin{equation*}
F_{d r a g}=\frac{1}{2} S C_{d} \rho v^{n} . \tag{2.2}
\end{equation*}
$$

Here $v$ is object velocity, $\rho$ is air density, $C_{d}$ is drag coefficient depending on the shape (e.g. for sphere $\left.C_{d}=0,47\right), S$ is a parameter, characterizing frontal square of the body; for oblong bodies it may be expressed as:

$$
\begin{equation*}
S=V^{\frac{2}{3}} \tag{2.3}
\end{equation*}
$$

where $V$ is object volume. For the sphere characteristic square is equal to the square of its cross section:

$$
\begin{equation*}
S=\pi * R^{2} \tag{2.4}
\end{equation*}
$$

where $R$ is the radius of the sphere. The value of $n$ depends of flight conditions (e.g. for flight in the air at a supersonic speed $n=1$, for ships in water $n=3 / 4$ ). For an object flying through the air at subsonic and lower velocities, the pressure drag is proportional to the velocity square, i.e. $n=2$ [1].

As it is more easily understandable, the equation 2.2 is replaced by this:

$$
\begin{equation*}
F_{\text {drag }}=k * v^{2}, \tag{2.5}
\end{equation*}
$$

where the coefficient $k$ is defined as a product of coefficients from 2.2:

$$
\begin{equation*}
k=\frac{1}{2} * S * C_{d} * \rho . \tag{2.6}
\end{equation*}
$$

In addition to $k$ and $C_{d}$ the so called ballistic coefficient $C_{b}$ may be used to characterize the drag properties of rigid bodies. For oblong projectiles it may be calculated using the following equation [Wei80, p.722]:

$$
\begin{equation*}
C_{b}=\frac{m}{C_{d} * S}=\frac{\rho * l}{C_{d}}, \tag{2.7}
\end{equation*}
$$

where $m$ is the mass of the body, $C_{d}$ is the drag coefficient, $S$ is the effective square of the body, $\rho$ is density of the body and $l$ is its length. The ballistic coefficient corresponds to the ability of
the object to keep its velocity during flight. It is used to characterize the aerodynamic properties of the object e.g. in [Wei80, Far02].
The motion of the body only under the influence of gravity may be expressed by the following differential equation:

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{2.8}\\
x_{2}(t) \\
x_{3}(t)
\end{array}\right]^{\prime \prime}=\left[\begin{array}{l}
g \\
0 \\
0
\end{array}\right],
$$

where $x_{1}, x_{2}, x_{3}$ are object coordinates in a coordinate system where $x_{1}$ is collinear to gravity direction. If the launching velocity $v(0)=\left[\begin{array}{l}v_{1}(0) \\ v_{2}(0) \\ v_{3}(0)\end{array}\right]$ equation 2.8 will have the following solution:

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{2.9}\\
x_{2}(t) \\
x_{3}(t)
\end{array}\right]=\left[\begin{array}{l}
v_{1}(0) \\
v_{2}(0) \\
v_{3}(0)
\end{array}\right] * t+\left[\begin{array}{l}
g \\
0 \\
0
\end{array}\right] * \frac{t^{2}}{2},
$$

where $t$ is the time period after the launch. This model of motion represents the object?s motion in a vacuum. For flight in the air it is not exact; however, it was successfully applied for predicting projectile trajectories e.g. [Hov91, Her09]. Inserting the influence of drag into 2.8 will lead to the following differential equation:

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{2.10}\\
x_{2}(t) \\
x_{3}(t)
\end{array}\right]^{\prime \prime}=\left[\begin{array}{l}
g \\
0 \\
0
\end{array}\right]-\frac{1}{2} * S * C_{d} * \rho *\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t) \\
x_{3}(t)
\end{array}\right]^{\prime} * \sqrt{\left(x_{1}^{\prime}(t)\right)^{2}+\left(x_{2}^{\prime}(t)\right)^{2}++\left(x_{3}^{\prime}(t)\right)^{2}} .
$$

The motion model based on this equation is one of the most popular existing solutions in robotic catching, e.g [Fre01, Bar08, Bir11]. Unlike 2.8 it has no analytical solution, which means it is usually solved by numerical methods in practice, e.g. the Runge-Kutta method in [Bar08].

The Magnus effect appears when the object is rotating. For spherical objects it may be expressed as a similar form of drag [Gof13, p. 138]::

$$
\begin{equation*}
F_{m}=\frac{1}{2} * S C_{l}^{*} * \rho * v^{2} \tag{2.11}
\end{equation*}
$$

Here $C_{l}^{*}$ is a dynamic coefficient dependent on the spin of the object, and all other notations are equal to the drag equation. The dependence of $C_{l}^{*}$ on spin is not very useful. Thus, it is sometimes better to use another version of the equation [Gof13, p. 139]:

$$
\begin{equation*}
F_{m}=\frac{1}{2} * S C_{l} * \rho * r * \omega * v \tag{2.12}
\end{equation*}
$$

where $\omega$ is the spin value, $r$ is the radius of the sphere, $C_{l}$ is the static Magnus force coefficient. $C_{l}$ and $C_{l}^{*}$ are connected by the following equation [Gof13, p. 138]:

$$
\begin{equation*}
C_{l}^{*}=\frac{C_{l} * v}{r * \omega} . \tag{2.13}
\end{equation*}
$$

The direction of the Magnus force is collinear with the vector $\omega \times v$ [Gof13, p. 139]. It is sometimes considered to be a component of Magnus drag (directed backwards), Magnus lift (directed upwards) and Magnus side force (directed sideways). The existing throwing devices allow objects to be thrown linearly. The Magnus effect may be ignored with these devices. Plane fitting to object positions as described in the subsection 4.2 .3 showed that although the flying ball is rotating, no curving effect of the Magnus side force was detected.

### 2.1.2 Arm ballistics and aerodynamics of gliders

The flight of bullets and projectiles is studied by the projectile ballistic. The trajectories of shot projectiles were studied earlier than the trajectories of other thrown bodies; the first studies were done in the 16th century by Niccolo Tartaglia. It was in his work that projectile flight lead curve was investigated and did not consist of two straight lines. Since then our knowledge of the properties of flying projectiles has greatly increased. A large part of common ballistics has come from studying arm projectiles and their trajectories. The development of indirect fire and then the use of ballistic rockets in the 20th century has increased our knowledge of ballistic curves. However, modern arm ballistics are only slightly useful for modeling the flight of objects in throw-catch routes for several reasons:

1. The projectile is thrown from the gun at supersonic velocities of more than $500 \mathrm{~m} / \mathrm{s}$. The physics of supersonic motion are completely different from those of subsonic motion (e.g. the air drag is proportional to the first power of velocity instead of the second) [Kar54, pp. 108-147].
2. The shape of the projectile is constructed in such a way that it has a stable trajectory. In the TbT application, the shape of the object can vary.
3. The high accuracy of projectile impact is derived from the high accuracy of the gun provided by its specific design.
4. Applied gun ballistics does not take the observation of flying projectile into account when defining trajectory. It is common to allow the development of a probabilistic model of the impact point based on the accuracy of the gun. Nonetheless, forecasts in robotic catching need to be exact.

At any rate ballistic rockets and their tracking are a well-investigated area of research, and some aspects that may be particularly useful for TbT are discussed in section 2.2.

One specific field of research is connected with the ballistics of arrows and javelins. Today arrows and javelins are used in sports rather than as weaponry. Unlike bullets and rockets, arrows and javelins fly at subsonic velocities. The classic sport of archery is direct in that the goal is to hit the target with an arrow. The trajectory is not considered to be a curve but rather a straight line. Research in archery concentrates on defining the drag coefficients at various velocities and the critical Re for arrows. The standard velocity of an arrow is about $60 \mathrm{~m} / \mathrm{s}$ [Gof13, p. 143]. Hence, the flight of an arrow is not very similar to the flight of a TbT object.
In comparison, sport javelins are thrown indirectly at an elevation of about 30 degrees. Only if the javelin touches the gound with the tip first, are the resulted counted [3]. The javelin is thrown at a velocity of around $30 \mathrm{~m} / \mathrm{s}$. The best sportsmen are able to throw it up to 100 meters [3]. A sports javelin is 2.2-2.7 meters long and has a mass of around $0.6-0.8 \mathrm{~kg}$ [Gof13, p. 143], which means it is bigger than TbT objects. With a maximum shaft diameter of $2.5-3 \mathrm{~cm}$, it is an oblong object. The javelin's flight is tied to the pitching moment as the center of mass is not the same as the center of pressure [Hub87]. Also, the javelin vibrates during flight which influences the drag [Hub89]. These factors show the dissimilarities between a javelin and a compact object for use in transportation by throwing.

The ballistic flight of planes and gliders is also a well-investigated area of aerodynamics. The development of such machines began with the gliders proposed and constructed by George Cayley
in 1809-1853. from 1809-1853. Modern gliders vary from very small objects that weigh several kilograms to orbital reusable launchers (Space Shuttles and Buran Spacecrafts), which use the glider principle for landing. Gliders and planes are different from everyday objects that can be transported by throwing and catching in the following ways:

1. The planes are constructed in such a way that they have high lift. The main influence (of what) is connected to specifically-shaped wings to achieve a high value of lift. Normally TbT objects have no wings and fly through the air without strong lift.
2. A plane is large, meaning the air flow near the flying plane is completely different from that of small objects.
3. Gliders use thermals to prolong their flights. In industrial environments thermals play no role.
4. Planes have engines on board while a thrown object has no impulse income during flight.
5. The velocities of planes are usually much higher and often supersonic.

### 2.1.3 Research on the aerodynamics of sport balls and similar objects

An exploration of smaller and more commonplace objects is also taking place as the need arises in application. A large part of this research revolves around sports. Aerodynamic conditions similar to transport-by-throwing can be found in sports that involve throwing. This is because thrown objects have similar characteristics, e.g. balls used in tennis, table tennis, golf, baseball, squash, etc. These studies are done to define the significant parameters of the ball that allow an increase in the quality of produced balls and to examine the claims made by the companies selling the balls [Ala10]. An exploration of the aerodynamic forces influencing the behavior of the balls can be done by observing them as they are freely thrown into a wind tunnel [Dav49] or by accurately measuring the forces with the help of mounting equipment (if the object in the wind tunnel is mounted) [Ala10].

Research on the flight of sports balls is usually done in conditions similar to those that would occur during a game. These conditions may differ dramatically from TbT conditions. For example, during a game a tennis ball flies at a velocity of several tens of meters per second and for a distance of more than twenty meters. Golf balls fly even further and at higher velocities. Also sports balls are often thrown with spin; thus, the Magnus effect must be taken into account.

The exploration of tennis ball aerodynamics began with Newton in 1672 and continued in a number of scientific works. A summary of these works is given in [Meh08]. The study of the aerodynamics of tennis balls has led to a number of results:

- The values of the drag and lift coefficients were estimated empirically with respect to spin and for zero spin [Ste88, Meh08]. It was found that the drag coefficient of a rotating ball increases due to the centrifugal extension of the fuzzy covering. The air drag coefficient usually varies from 0.55 to 0.65 [Meh08].
- It was shown that the Reynolds number does not have a significant influence on the drag coefficient of the flying ball [Ste88, Meh08].
- A tennis ball quickly reaches a semi-steady aerodynamic state after leaving the rocket: at the distance of approximately 10 of its diameters [Coo00].
- The fuzz on the ball increases the drag coefficient in comparison to that of a smooth sphere [Cha00].
- The seam on the ball does not significantly affect its trajectory [Meh08].
- Increasing the size of the ball does not increase the drag coefficient very much. The increment of drag force is proportional to the increment of effective square as it is defined by the equation 2.2 [Meh08].
- If the ball is worn its drag coefficient is lower [Goo00].
- The influence of viscosity is approximately 50 times less than the influence of pressure drag and can be ignored [Ach72, Meh08].
- Lift force connected with the Magnus effect appears when the ball is rotating as it is assumed by the theory in [Meh08].

Table tennis balls have not been studied to this extent. An experimental exploration of table tennis balls as aerodynamic objects is considered in [Non10]. The ball was thrown from the catapult at a velocity from 6.2 to $6.5 \mathrm{~m} / \mathrm{s}$. The distance of flight in such a setup is about 1.61.8 meters which corresponds to the size of the table tennis field. The motion of the ball was observed by a complex set of visual sensors in two areas: the throwing area and the landing area. To examine the properties of the object's flight in the throwing area, high-speed cameras ( 900 fps achieved) were used. The landing process was recorded by cameras at a lower speed ( 150 fps ). Experiments have shown that the mathematical model, which does not take aerodynamic forces into account, is inapplicable for predicting trajectory. The distances between the calculated and measured positions were up to several tens of centimeters.

For modeling the trajectory with respect to air drag and the Magnus effect, the following equation was used:

$$
\begin{equation*}
m * \mathbf{p}=m * \mathbf{g}-\frac{1}{2} * C_{d} * \rho * A *\|\dot{\mathbf{p}}\| * \dot{\mathbf{p}}+\frac{4}{3} * C_{m} * \pi * \rho * r^{3} *(\omega \times \dot{\mathbf{p}}) \tag{2.14}
\end{equation*}
$$

where m is mass, $g$ is acceleration of gravity, $\rho$ is air density, $A$ is projected area, $r$ is radius, $C_{D}$ : drag coefficient, $C_{M}$ is lift coefficient, p is position of the ball, $\omega$ is rotational velocity.

The first part of this formula corresponds to the influence of gravity, the second corresponds to air drag and the third model demonstrates the influence of rotational lift caused by the Magnus effect. It was shown that the rotational velocity of the flying ball is more or less stable during flight. The model used showed an average error of 4 cm and 9 cm , both when back spin occurred. In [Non10] this level of accuracy was considered to be sufficient for robotic table tennis, and more precise models were not developed.

A golf ball is dimpled and made of metal. When compared to a tennis ball, it is heavier and has no fuzzy outer layer. The study of golf ball aerodynamics has a long history. It was carefully considered in [Dav49], where the results obtained in an aerodynamic tube are presented. Newer results for golf ball aerodynamics are presented in [Ala10]. These papers primarily study the influence of spin on the object?s trajectory. The results prove similar to the trends showed in
the tennis ball exploration. The golf ball has aerodynamic properties similar to the properties of a smooth sphere, but they are not exactly the same. While a tennis ball differs from a smooth sphere due to the fuzz on its surface [Cha00, Coo00] and its elasticity [Coo08], the golf ball differs from a smooth sphere because of its dimples [Ala10].
Studies on the aerodynamics of baseballs also exist. For instance, the dissertation [Ala98] studies the aerodynamic properties of a rotating baseball. An analysis of the experimental data shows that various experiments ([Wat87], [Bri59]) done to define the correspondence between the rotational velocity of the ball and the value of "lift" (i.e. the force related to the Magnus effect) give different results, arguing with each other [Ala98, p. 32]. In experiments conducted in [Ala98], a set of cameras was used to observe the trajectory. Afterwards in offline processing of the video data, the aerodynamic properties of the ball were investigated.

Larger sports balls have also been studied with respect to their aerodynamics: soccer [Asa07, Bar09a, Gof09], basketball [Qin13], volleyball [Asa10], and rugby [Ala08], for example. They are less comparable to potential TbT objects, especially at its current stage of development, due to their size and lower full density, so they will not be spoken about in great detail. These works consider:

- defining the critical Reynolds number [Asa07],
- measuring and calculating the values of the drag coefficient [Asa07, Bar09a, Gof09, Ala10],
- measuring and calculating the values of the Magnus force [Asa07, Gof09, Ala08]
- determining the influence of different seam orientations on velocity direction [Bar09a],
- visualizing the air flow near the flying sphere (a titanium tetrachloride suspension was used and the flight was observed with 4500 fps cameras in [Asa07]),
- comparing the results with smooth spheres [Asa07, Bar09a],
- determining the dependence of aerodynamic parameters on the yaw angle (for rugby balls) [Ala08].

The visualization of air flow in [Asa07] allows the behavior of the Karman vortex street to be defined. These results seem relevant but are highly dependent on the linear size of the object. This method could potentially be used for defining its influence in the future.

An exploration of rugby balls holds additional interest as they are not spherical. However, experiments in [Ala08] are simulated with some shaky assumptions, e.g. a rugby ball was defined as a paraboloid, which is not entirely correct. Also, a rugby ball is too large to be considered at the current stage of TbT development. In [Ala08] it is shown that drag coefficient increases with an increasing yaw angle. The plot of the drag coefficient with respect to drag looks like a sinusoid with the minimum at 0 angle and the maxima at yaw angles of $\frac{\pi}{2}$ and $-\frac{\pi}{2}$.

With the exception of balls used in sports, research on the aerodynamics of non-sports-related objects is done as the need for it appears. For instance, [Luc87] examined the subsonic velocities of parallelepiped-shaped bodies. The influence of the Reynolds number, the angle of attack and the roll-angle was considered. The motivating factor for the use of parallelepiped-shaped containers was because of their potential use in the transportation of radioactive materials in space missions. The static stability tests (the object was mounted in the wind tunnel) and dynamic stability tests (object is mounted but can oscillate) were done. The results are as follows:

- The Reynolds number had little effect, and critical values were not achieved during the experiments with subsonic velocities in static tests.
- An incrementation of the Reynolds number decreases the dynamic stability of the object; it starts to oscillate chaotically.
- A decrease of drag coefficients with an increase of chamfer (edge roundness) was proven.
- An increase in edge roundness increases the drag and the Magnus force for an angle of attack of up to 60 degrees. At higher angles, the effect on drag is the opposite.
- An increase in edge roundness allows drag crisis to move to higher values of $R e$.

There are, of course, other projectiles besides balls in sports. In wind-tunnel experiments, the "drag", "lift" and "side force" coefficients were measured for a discus, a hockey puck and a frisbee [Gof13]. The shuttlecocks used in badminton have also been investigated in sport aerodynamics [Pos09]. Traditional shuttlecocks were made of goose feathers; modern shuttlecocks are plastic. Badminton shuttlecocks are lightweight and have higher windage than tennis balls. In professional competitions, it is thrown at a velocity of up to $70-115 \mathrm{~m} / \mathrm{s}$ [Pos09,4]- higher than that of any other sports projectile. The final fall velocity of a shuttlecock is around $6,8 \mathrm{~m} / \mathrm{s}$ [Pos09, Che09]. After being hit by a racket, a shuttlecock will usually completely change its direction of flight after traveling a distance of 20 to 80 cm [Pos09]. With this change, it loses about half of its velocity. The drag coefficients for synthetic shuttlecocks are usually lower than that of feathered [Coo96]. In [Coo99] the significant change of drag coefficient on Re values from 13000 to 200000 was not recognized (for spherical balls such values are over critical threshold).

An analysis of the aerodynamics of small-sized, rigid objects proves the statement made in chapter 1: rules of motion exist, but they are difficult to estimate. Flight under the influence of gravity and aerodynamic forces is more or less a deterministic process that takes place with respect to physical rules. The careful and complex study of the flight properties of a simple-shaped body allow these rules to be defined and the equation coefficients to be calculated. However, this presents unknown issues and effects that can only be detected through experiments. Several experiments in similar conditions (e.g. [Wat87] and [Ala98, p. 104]) have led to various and sometimes mutually exclusive results. Hence, the creation of physical models on which the experiments are to be based does not guarantee that the accuracy of prediction will suffice for transportation-by-throwing applications.
The most significant aerodynamic forces for sport balls are air drag and the Magnus effect. Finding out the influence of spin is more complicated than determining the influence of drag. In most papers on the aerodynamics of sports balls, the balls typically fly with spin. In industrial throwing, it is possible to throw an object with zero spin and consider the flight free from the Magnus effect. In the subsection 4.2.3, it is shown that throwing experiments with a linear throwing device conducted at Vienna University of Technology did not demonstrate significant side force connected with the Magnus effect.
An analysis of the ball aerodynamic models in terms of their applicability in TbT was made in [Pon09]. Three models were analyzed:

1. Polynomial model: The motion of the object in each dimension is expressed by a second order polynom:

$$
\begin{align*}
& x_{1} t=A_{1}+B_{1} * t+C_{1} * t^{2} \\
& x_{2} t=A_{2}+B_{2} * t+C_{2} * t^{2}  \tag{2.15}\\
& x_{3} t=A_{3}+B_{3} * t+C_{3} * t^{2}
\end{align*}
$$

where $A_{1}, A_{2}, A_{3}, B_{1}, B_{2}, B_{3}, C_{1}, C_{2}, C_{3}$ are weighting coefficients, which are estimated based on available trajectory measurements. This is the only model of the three that takes the Magnus effect into account [Pon09, p.41].
2. Gravity-drag model: Solves the equation 2.10 by iterative calculation. The dependence of the object coordinate on time has no functional description; therefore, fitting the model to data is made by the Monte Carlo generation of flight parameters (initial position and initial velocity vectors, drag factor $k=\frac{1}{2} S C_{d} \rho$, gravity vector) [Pon09, p.42].
3. Spatial-separated model: Model with an assumption about the independence of drag components in various spatial dimensions. Under this assumption, the vector differential equation 2.10 is replaced by a set of three scalar differential equations:

$$
\begin{align*}
x_{1}^{\prime \prime}(t) & =-k * x_{1}^{\prime}(t)^{2}+g, \\
x_{2}^{\prime \prime}(t) & =-k * x_{2}^{\prime}(t)^{2},  \tag{2.16}\\
x_{3}^{\prime \prime}(t) & =-k * x_{3}^{\prime}(t)^{2},
\end{align*}
$$

which has the following solution:

$$
\begin{align*}
& x_{3}(t)=x_{1}(0)+\frac{1}{k} * \ln \frac{\cosh \left(\sqrt{g * k}\left(t-t_{0}\right)\right)}{\cosh \left(\sqrt{g * k}\left(t_{0}\right)\right)} \\
& x_{2}(t)=x_{2}(0)+\frac{1}{k} * \ln \left(1+k * x_{2}^{\prime}(0) t\right)  \tag{2.17}\\
& x_{3}(t)=x_{3}(0)+\frac{1}{k} * \ln \left(1+k * x_{3}^{\prime}(0) t\right)
\end{align*}
$$

where $t_{0}=\frac{1}{\sqrt{g k}} \arctan \left(\sqrt{\frac{k}{g}} * x_{1}^{\prime}(0)\right)$
A comparison of these methods in [Pon09] demonstrated that the highest accuracy was achieved by the spatial-separated drag model (the upper bands limits for prediction error in $99 \%$ of the cases were 44 mm for the physical model, 44 mm for the polynomial model and 29 mm for the spatial-separated physical model [Pon09, p. 61]). [Pon09] showed that the models based on the influence of gravity and air drag are accurate enough to represent and predict the ballistic motion of spherical objects even if the objects are rotating.

## EDITED PART STOPPED HERE

### 2.2 Statistical estimation of ballistic curves

The results discussed in section 2.1 were primarily obtained in wind tunnels using highly precise measuring equipment and well-known calculation mechanisms. When the measurements and calculations are needed for the purposes of tracking and prediction, several additional questions pop up. How can these measurements be taken? How accurate will they be? Is it possible to increase the accuracy by computational means? In section 2.3 the technical and algorithmic issues of observing ballistic trajectories with visual sensors are discussed. This section focuses on the situation where the measured coordinates of the flying object depending on time are already known.

Measurements made by cameras or other sensors are usually erroneous. To decrease the influence of measurement inaccuracy on further calculations, the statistical procedure of estimation is made. The task of estimating the trajectories of projectiles is taken from air defense. The radars used to locate a target moving in the air (including ballistic rockets and missiles) have a certain error of positioning which is minimized by the statistical processing of the data. Mostly estimation is used for tracking in order to define the most probable position of object at the current moment. This is based on a set of current and past measurements. There is no task for the reconstruction of the trajectory curve. The definition of the current physical parameters of the trajectory at the moment may also be included, and these would be velocity, acceleration, spin, etc. These parameters may also be used to predict a future impact point. In [Cha80, Wei80] the estimation done with the (LS) filter was used for angle-only measurements [Cha80], i.e. measuring the angles of incidence with the use of sensors on the earth and Doppler sensors measurements [Wei80]. These works considered the exo-atmospheric flight of projectiles. Hence, drag was ignored, and gravity was a function of height. It showed the applicability of LS, and how the model may be adapted for other models.

In [Cha80, Wei80] the estimation using (LS) filter was used for angle-only measurements [Cha80], i.e. measuring angles of incidence by the sensors on the earth, and Doppler sensors measurements [Wei80]. These works were considering the exo-athmospheric flight of projectiles, hence the drag was neglected and the gravitation was considered as function of height. It has shown applicability of LS and that the model may be adapted for another models.

Use of the Kalman filter was first considered for ballistic tracking in [Jaz70]- nine years after Kalman introduced it [Kal61]. In [Far02] a comparison of the nonlinear filters, e.g. the Extended Kalman filter (EKF), the unscented Kalman filter (UKF), the Particle Filter, and the statistical linearization (CADET), was made. There the task of estimating the radar-observed, reentry trajectory is considered. Although the problem was considered for intercontinental missile defense and aging satellite tracking, the motion model was quite universal. Gravity and drag were considered to be significant forces while other factors were ignored. It was assumed that the ballistic coefficient $C_{b}$ of the projectile from equation (2.7) is known beforehand. The results of the EKF were better than those of other estimation mechanisms. To validate the statistical accuracy, the Cramer-Rao Lower Bound (CRLB) was derived for ballistic tracking. Estimators were compared within the Monte-Carlo simulation. All four filters showed statistical efficiency. Later in [Ris03], the work was extended to objects with an unknown $C_{b}$. In this case the best results came from the UKF.

There are a number of other works that deal with the tracking of ballistic objects with statistical estimation. The following examples are given:

- In [She09] KF estimation based on GPS-positioning is examined. An evaluation of the approach was made using program simulation.
- In [Rav10] impact point prediction is made based on radar measurements. The flight of the object in the atmosphere (i.e. with valid drag force) is studied. The multiple model filter is introduced. The influence of gravity, drag and spin is included in the motion model. The simulation is used to validate results.
- In [Yua12, Yua14] a multiple model approach is also introduced. The thrusting and ballistic parts of trajectory are considered. Hence, the main forces considered are gravity, drag, thrusting acceleration [Yua12], and wind [Yua14]. Each model examines a certain value of
the drag coefficient. The likelihood of each filter is calculated, and the result with the maximum likelihood is taken as an output. The evaluation was done using real measurements data.
- In [Yao08] the KF algorithm is used, and the attenuating memory algorithm is proposed that allows the divergence to be decreased. The results were validated by the simulation.
- In [Kra05] the concept of neural EKF was used (i.e. the neural network trained by EKF algorithm). This model was also validated by simulation.
- In [Zar00] an examination of a spiraling ballistic missile is examined. The linear and extended KF were applied.

The aforementioned works targeted the prediction of ballistic trajectory based on erroneous measurements. The following sections show that in robotic catching with predictions based on physics similar mechanisms are often used to decrease errors (e.g. EKF in [Fre01, Bar08], LS in [Pon09]). However, these approaches applied for long-term prediction are lacking due to the inaccuracy of the linear and polynomial physical models. More complicated models are hard to embed into the KF framework and need a large amount of memory and time resources.

Model inaccuracy is often considered by the estimator as process noise. Here process noise is a real coordinate change that is not expected by the model. For instance, if the object flies through the area with intense air flow, it changes its trajectory, which the gravity-drag model did not expect. Once the object has left the area, the model become useful again (figure 2.2). Here the case of a very powerful wind is considered for visualization. In an actual robotic environment, the influence of process noise is little, and a failure to catch is mostly connected with measurement noise and the imperfections of the robotic system [Kim14]. Process noise must be distinguished from measurement noise, which means there was an error in measuring the coordinate and does not mean there was a real deviation from the model.

If the model used for prediction is not accurate enough, deviations in the trajectory due to inaccuracy may be considered to be a result of the influence of process noise. This is not entirely correct from an analytical point-of-view but may be computationally useful. For long-term prediction, such an approach would lead error of estimation to increase as distance increases. On the other hand, for short-term prediction even very simple physical models are accurate enough (e.g. [Ima04]). This leads to the idea that estimation mechanisms for physical models may be useful for decreasing the influence of measurement error for short distances. A simplified model may be used at the measurement processing stage to decrease the influence of errors but may not be used at the long-term prediction stage.

Due to such potential, use of the works in the approximation of the trajectory based on erroneous measurements becomes interesting for the approach. This task becomes necessary when the source of the projectile must be defined based on measurements. In this case the process noise is usually very little (significant process noise makes it impossible to define the source point accurately), and more precise models of motion are used.

The need to determine the source of the projectile appears in a number of fields, including in sniper positioning during counterterrorism operations [Win12]. This positioning is based on radar measurements estimated by the least squares method. In this case even a simple linear model (without taking in mind any physical forces influencing the bullet) was useful to achieve suitable accuracy.


Figure 2.2: Example of process noise: deviation of object trajectory in the area of intensive air flow.

More complicated models are needed to define the source points of projectiles with a curved trajectory, e.g. howitzer missiles. [Zho07] examines the rising part of the trajectory, which allows drag term to be ignored as drag is directed downwards as gravity. The Kalman filter is used to estimate the parameters of the trajectory model. To estimate the source, the trajectory is extrapolated based on these parameters using the Runge-Kutta algorithm. The simulation showed that the errors of estimating parameters by the KF are more significant than the errors of extrapolation. Earlier in [Nel05], nonlinear regression with an LS estimator was discussed for the same task. The influence of drag is also not considered here. In [Cha14], the trajectory model is simplified and inserted into the EKF estimator. Attitude angles are considered as a trajectory domain. In [Ben08] the maximum likelihood estimation (MLE) is used to create a model of the trajectory that allows both the launch and destination point to be defined.

Research on the statistical estimation of ballistic curves primarily examine several different types of statistical filters: the Kalman filter with its extensions (extended and unscented Kalman filters), the maximum likelihood estimation, and the least square estimation. The applicability of these estimators depends on the character of the process (?). Kalman filters need more accurate noise
models, while curve fitting based on least squares needs an accurate process model [Ril02, p. 124]. These state-of-the-art implementations must be carefully considered. Many of them have been proven based on the simulation, and in the simulation simplified and often corresponding to the estimator models of the process are used. In reality there is no confidence that these models are accurate. The aerodynamics of a projectile thrown by an arm are different from those of mechanically thrown objects.

### 2.3 Visual tracking of moving objects

In section 2.2 the term "object tracking" was used several times to describe the process of sensors observing the motion of an object in time. However, section 2.2 concentrated primarily on the mathematical aspects of processing erroneous coordinates and decreasing the influence of mathematically-modeled errors of observation. In this section, the technical and algorithmic issues of object tracking are considered.

Object tracking in general include the process of observing and positioning of the mowing object by a set of sensors. Tracking include the observation of certain area in space by one or more sensors. Usually the video tracking is considered if the video sensors (cameras) are used to observe the area. However sensors used for tracking could be various: infra-red, radio-location, etc. The visual sensor may be extended by additional sensors e.g. light barriers [Bar09]. Also exist a number of devices that are produced with such extension already done.

The aim of the camera setup is to provide the best placement for the sensors. This would allow the mechanical structure of the three-dimensional environment to be reconstructed. The visual measurement that allows the reconstruction of the 3D scene is called the range image. Various equipment compositions may be used. The three most widespread tools for capturing stereo images are as follows:

1. Stereo pair: This setup consists of two digital cameras with a synchronized frame-rate. If it is known how a certain point in space is projected onto both images (i.e. what the pixel coordinates of this point $\left\{u_{l}, v_{l}\right\}$ and $\left\{u_{r}, v_{r} l\right\}$ in these images are) the position of this point in space can be defined (Figure 2.3; object spatial coordinates are expressed in the system connected with the optical center of the left camera). Each pixel in the image corresponds to a certain ray in space proceeding from the optical center of the camera. The point in space where the corresponding rays from two cameras cross is the target point. The mathematical procedure of reconstructing spatial coordinates from pixel coordinates is discussed more precisely in further chapter of the thesis in section 3.1.3.
2. Structured light scanner (Bor08, p. 222): The geometrical principle of structured light range measurement is similar to stereo pair. Camera is extended by light source (projector) which is projecting light patterns on the scene. As the light form the light source include patterns it is called structured light. A certain point from the light pattern correspond to a ray in space proceeding from the projector. If we know the pixel position of a certain point on the image from the camera and what point of the pattern it is reflected, its 3D position may be calculated as a cross of the camera ray (corresponding to the pixel position) and projector ray (corresponding to certain point from the pattern).


Figure 2.3: Defining the position of the point in the scene based on its known pixel position in two images.


Figure 2.4: Defining 3D position of the point based on structured light.
3. Time-of-Flight (ToF) camera. One digital camera is extended by time of flight sensor. The basic principle of ToF sensing is similar to radio-location. The laser sends rays out around itself and then defines the distance from the object based on the time the rays are received once sent back.

In all three methods, digital video cameras are an important part of the sensing equipment. Cameras usually need a calibration, which is the procedure of estimating various parameters of the camera needed for stereo reconstruction. Various calibration methods exist. One of the most popular is based on the use of a chessboard with cells of a very precise size [6, Zha00]. The size of the cells must be known prior to calibration. The chessboard is photographed in various positions in the camera's field of view. Posterior processing of the image set from a single camera allow the intrinsic parameters of the camera to be determined. These represent its optical properties: focal length, principal point, and the distortion coefficient. In the stereo vision system, synchronized images of the chessboard from both cameras are made. After each camera has been calibrated
on time, the stereo calibration is made, which integrates the data from calibrating both cameras and allows the extrinsic parameters of the system to be defined- the position and direction of one camera with respect to another. With the extrinsic and intrinsic parameters of the system, stereo triangulation becomes possible.

### 2.3.1 Motion capture with object-integrated sensors

Before discussing range imaging, it is necessary to mention that other means for determining the position of an object exist. For instance, sensors may be put on the flying object that transmit signals about the object?s location. This positioning technique was used in [Kim14] where Optitrack Markers by Natural Point [12] were used for motion capture. In that paper complex-shaped, rigid bodies were tracked in flight: bottles, tennis rackets, hammers, etc. As the coordinates of three points are sufficient to define an object?s position and orientation in 3D space, three markers were mounted on each object before the experiments. The accuracy of the positioning is not discussed in [Kim14], however it was sufficient for the robotic catching application developed within this work and will be discussed in more detail in subsections 2.4.1 and 2.5.2. In [Bir11] marker-based tracking was used to validate the tracker based on stereo vision.

The main advantage of marker-based tracking consists of the easily achievable higher frame-rate (e.g. 240 fps in [Kim14]). When one considers its use in industrial transportation applications, it has a disadvantage in that it requires additional equipment, energy and time to place sensors on each object and then take them off. This can dramatically increase the complexity of the production process. Hence, observing the object with the use of an external vision system is likely preferable in industrial transportation.

### 2.3.2 Structured light and time-of-flight range measurement

Structured light range scanners may be based on projecting colored dots [Dav96], black-andwhite or colored stripes [Boy87], a white grid [Pro96], or dynamical light patterns [Bit76, Cas98, Hor99] in the scene. The projected patterns may be regular or pseudo-random. Commonly, it is not possible to know which point of the pattern corresponds to the known point of projection if the pattern is regular. However, the shape of the projection allows the shape of the scene to be determined. The use of regular patterns (stripes) allows the shape of the object to be defined with great accuracy; however, it is not intended to define the absolute coordinates. For example, the DLP projector in [Hal01] could measure the range with an accuracy of $0,1 \mathrm{~mm}$ on the distance up to 10 cm . This does not mean that the object has to be, at most, 10 cm away from the front of the projector. The variety of object points from each other must exceed this value (as SLS measures the respective proportions between various parts of the object). These systems are not useful for positioning airborne objects (except in the estimation of rotation vectors) as the airborne object is far away from any other objects in the scene. In [Wan08] the mechanism of defining the absolute range is discussed. Light patterns are projected onto the scene via the reflection from a rotating mirror for this purpose. Mirror rotation provides the dynamics of lightning patterns hence this method is also useful but only for static scenes.

The pseudo-random light pattern allows absolute range to be measured; however, the accuracy of this measurement is usually lower than for techniques based on regular patterns. Today, the most widespread SL camera is the Microsoft Kinect [5]. The high use of this device has increased the
interest in SLS sensors, especially in object tracking. However, the positioning accuracy of the Kinect is not very high. The errors in the positioning of the object are increasing from around 2 mm at a distance of one meter to 7 cm at a distance of five meters. At three meters, it was about $2,5 \mathrm{~cm}$. All three values are taken from [Kho12, p. 1451]. The resolution of the Kinect depth images is 640 by 480 ; however, how this is achieved is not public information, and the real resolution of the Kinect sensors is unknown [Noo11]. The low positioning accuracy of the Kinect sensor could mean that the resolution is achieved by interpolating data from a smaller number of pixels.

The first research that used structured light scanning to observe moving objects was [Hal01]. In it the special boundary codes were applied that allowed the recognition of frame-to-frame correspondence. The system was able to create a 3D model of a miniature elephant at a working volume of 6 -by- 12 -by- 16 cm . However, the positioning of isolated objects in 3D space was not considered in [Hal01]. Due to hardware limitations, the system was only able to reconstruct slowly moving objects ( $1 \mathrm{~cm} / \mathrm{s}$ in the example). In [Ada04, Ada05], a structured light technique was applied to control the robotic manipulator. [Ada04] concentrated mostly on the use of structured light patterns while [Ada05] described the tracking procedure and searched for interframe correspondence. The set of points is projected into the scene, and each point may have one of seven colors. The color codes of the points are coded for a pseudo-random sequence to avoid repetition in the point patterns. In [Suk12, Kim13] the depth estimation of moving objects using a structured light technique is investigated. The CAD models of objects are also used as a prior input; known detail size with the pattern projections allows the distance to the objects in 3D space to be determined. The object positioning error reached several millimeters (4.72 maximum).

With the exception of these works, there is little literature on the use of common structured light technique for positioning the object within a 3D environment. In general, the use of structured light for tracking fast moving objects is not well investigated. At the current stage of range imaging technology, stereo vision is preferable for transport-by-throwing applications.

Accurate ToF systems are usually much more expensive than Kinect or stereo setups due to the high cost of high-resolution laser range finders. The accuracy of ToF positioning is limited by the low resolution of available depth sensors. In [Pia10], a sensor with a depth resolution of 320x200 pixels was considered worldwide to be the one with the highest resolution. Up until now, it has not been clear if other ToF cameras with a higher resolution exist. The new version of Kinect, released at the end of 2013, is based on the ToF principle. The resolution of the depth images from this device is $512 \times 424$ pixels; however, this may also be achieved by interpolation. Non-ToF cameras with much higher resolution are easily available. For example, IDS UI-3370CP, used for tracking in experiments described in section 3.1 has a resolution of 2048 by 2048 pixels [10].

Additional calibration of a ToF camera can increase its accuracy or at least enable it to be estimated. In [Fuc08] a method of additional calibration for ToF sensors to accurately position the camera in space. The nominal precision of the robot position control was 1 mm for translation and 0.1 degree for rotation. A precision of 1 mm with standard deviation of 5 mm was achieved during the calibration. In [Noo11] the calibration procedure for Kinect-based tracker is also applied. The errors of positioning were from 1 to 6 mms depending on the frame. An analysis of ToF positioning accuracy and calibration is given in the Piatti dissertation [Pia10]. The results were applied to two ToF cameras: the SR4000 ( 10 m range, $176 \times 144$ pixel resolution for depth image [Pia10], available at [8] for $\$ 4772$ ) and the PMDCamCube3.0 ( 7.5 m range, $200 \times 200$ pixels
depth image [9]). The discrepancy of positioning was up to 15 mm . After calibration it decreased to 3 mm in the range area of $1.5-4 \mathrm{~m}$.

Research on ToF and SLS object tracking is widespread in areas where accurate positioning is noncompulsory, such as people-tracking within human-robot interaction [Swa08, Gan10, Jia14], the indoor self-localization of mobile robots [Ita12] or tracking mini-aircraft [Jur12]. In [Swa08] the SR300 ToF camera was used for the detection and tracking of humans. Positioning errors of several cm were achieved, satisfying the requirements of the research project. [Gan10] studied the same problem. Later in [Jia14], the tracking multiple people was done with the use of multiple ceiling-mounted ToF sensors. Both works scope on estimating human pose instead of motion models and positioning accuracy. In [Par11] the system based on Kinect sensors was trained to estimate the location of texture-less objects (small armillary sphere, miniature building, toy ship, etc.). Projection errors are given; however, the measurement units are unclear ( $\mathrm{mm}, \mathrm{cm}$, rad, respective size of object, etc.). Also the time expenses are given. The process of initial estimation took less than 30 ms and the process of estimation based on previous frames took less than 15 ms (the Kinect nominal frame-rate is 25 fps which leads to a 40 ms delay between frames).

Robot positioning is another application where vision is used and where ToF sensors have been applied [Nak11]. In this task the accuracy of positioning may be easily determined by comparing the data with the robot control logs. In [Nak11] (tracking record available at [11]) detection of the object and the association between depth and color pixels is done for objects that have a higher color contrast than that of the scene. A particle filter was used for estimation. Unfortunately, the numerical error results are not given, but the figures [Nak11, pp. 787-788] and record [11] suggest that they achieved at least several mm.

The tracking of spherical objects was investigated in [Sir12, Jur12]. In [Jur12] the tracking of a flying quadrotor with a spherical shape for the propeller base was developed. [Sir12] is particularly interesting as ToF-tracking in it is used to grasp a ball with a 7 DoF industrial robotic manipulator (a 7 DoF robotic arm is also used in the TU Wien TbT project). Linear KF was adapted for trajectory estimation (constant velocity model, change of velocity is considered to be process noise). The robot manipulator picks from either a static ball or a ball from a mobile robot moving along a straight line. The robot was able to perform the task at a maximum of 20 seconds.

ToF cameras were first applied to detect thrown objects in [Opr13]. Two setups were examined: a throw where the object?s energy and direction come from a human hand and a drop where a person releases the object and lets it fall. The solution was tested on 50 Kinect records ( 25 throws and 25 drops). The task was not to locate flying objects but to detect when an object was thrown or dropped.

Electro-magnetic waves as well as ultrasonic acoustic waves can be used for ToF sensing. [Ita12] can be used as an example of acoustic ToF tracking. In it ultra-sonic waves ( 160 kGz frequency) for echo-location were used to navigate a mobile robot. The order of accuracy was 1 cm [Ita12]. The long length of acoustic waves ( 2 mm for 160 kGz ) restricts the accuracy of echo-location positioning [Ita12]. Also, the low speed of sound restricts the frame rate and accuracy of locating fast-moving objects.

ToF tracking could be a promising technology for the future, but for the time being it does not have high resolution necessary for systems based on stereo vision.

### 2.3.3 Monocular vision

A stereo pair is a specific setup that guarantees that point pixel positions can define the 3D position of an object. However, this does not mean that it is impossible to determine an object's location with a single camera. Use of additional information in specific cases could allow an object's position to be defined based in the images from one camera. An object tracker for a TbT application based on single camera systems is studied in [Bar08]. The camera was extended by additional sensors, but the object coordinates were extracted from the images only. This setup does not allow the full model of 3D scene to be extracted. However, information on the 3D structure of the scene is not really necessary to track an airborne object especially when the tracker has prior information about the object and environment.
In [Bar08, Bar11], one camera extended by light barriers was used. The barriers measured the launching velocity of the ball. Two light barriers were positioned with $\mathrm{d}=100 \mathrm{~mm}$ (distance) between them. The first barrier stayed in $100-200 \mathrm{~mm}$ forward the object acceleration endpoint. The launching velocity is calculated using the equation:

$$
\begin{equation*}
v_{0 z}=\frac{d}{t_{2}-t_{1}}=0,1 *\left(t_{2}-t_{1}\right)^{-1} \tag{2.18}
\end{equation*}
$$

where $t_{1}$ and $t_{2}$ are the time of interception with the first and second light barriers respectively. These time marks are made with an accuracy of 0.5 ms , which is the time needed for the barrier's reaction. The object position in the image allows the ray to be defined in the world coordinate system starting with the camera sensor on which the object lies (same as in figure 2.3). The actual position of the object in z-direction (i.e. perpendicular direction to light barriers) is calculated by numerically solving the following differential equation:

$$
\begin{equation*}
\frac{d^{2} z}{d t^{2}}=-\frac{C_{d} * \rho * A *\left(\frac{d z}{d t}\right)^{2}}{2 * m} \tag{2.19}
\end{equation*}
$$

where $C_{d}$ is drag coefficient, rho is air density $A$ is frontal surface of the ball, $m$ is mass of the ball. The Runge-Kutta method can help approximate the value of $z(t)$ with the use of this formula. The estimated ball position for the moment of time of $t_{1}$ is determined as interception of ray $b$ extracted from the image and plane $z_{1}=z\left(t_{1}\right)$ (figure 2.5). In other words, the assumption about the shape of the trajectory allows it to be reconstructed based on the monocular image sequence.
This method for ballistic forecasting was useful in the conditions of the experiment and allowed a prediction error of less than $12,5 \mathrm{~mm}$ in $66 \%$ of throws to be achieved. Later on in [Rib09], an estimation of 3D ballistic trajectory was investigated as a local optimization task. In this work the gravity-only model was applied. The lack of trajectory triangulation is because estimating ball position is based on information about ball aerodynamics. As discussed in section 2.1, the gravity-drag aerodynamic model expressed by equation 2.10 is not very accurate even for simply shaped, spherical objects like a tennis ball, and it is better to avoid its use in order to achieve higher accuracy. The motion model expressed by 2.19 is a simplification of the model expressed by 2.10: The drag is assumed to be independent for each spatial dimension, which is not correct. On the contrary, the financial advantage of using one camera instead of two is not a dramatic one; the price of a few digital camera is much less than that of the 6DoF robot manipulators used for catching. As this work aims to develop a prediction model without hard relation (?) to exact physical knowledge, the trajectory triangulation would be an invalid tracking method. However, the method for velocity measurement described in [Bar08, p. 894] could be useful for extracting information about launching parameters.


Figure 2.5: Defining ball position using the method from [Bar08]. Light barriers measure the time when the ball reaches them. The difference between these times allows the object?s horizontal velocity to be defined. This velocity is forecast in order to define the distance reached by the object at any moment in time, fitting this distance to the ray defined by the object pixel position allow the 3 D position of the object to be determined.

### 2.3.4 Stereo vision

Vision systems may consist of one camera, two cameras or possibly more. A vision system with one camera must be extended by additional devices (light barriers, ToF sensors, etc.) for achieving the range of necessary images (see subsection 2.3.2). Two cameras are enough to extract coordinate information by stereo triangulation without the use of additional sensors. Most of state-of-theart applications of TbT and robotic catching use stereo triangulation for object tracking [Hov91, All91, Ril02, Nam03, Sca05, Bae10, Pon11].
The stereo triangulation algorithm does not need aerodynamic models to reconstruct object position. It needs information about the relative location of the cameras (extrinsic parameters) and about the intrinsic optical parameters of each camera: focal length, principal point, distortion coefficients, etc. This information is obtained during stereo calibration. The stereo calibration is done based on the calibration of single cameras as previously mentioned. If the relative location of the cameras has not changed, the stereo triangulation become possible after the calibration [6].
The accuracy of object positioning via stereo triangulation depends on the resolution and other parameters of the cameras. The definition of accuracy for concrete setup is not well-formulated in the state-of-the-art works on stereo vision. As few rare examples of such works, e.g. by [Lee02, Liu06], should be mentioned. [Lee02] deals with the question of how to localize cameras in such a way that the observed surface is maximized and reconstruction errors are minimized. A multiple stereo pair system for scene observation is discussed, but the accuracy of a single stereo pair is
also considered. Lee et. al specifies the following sources of positioning inaccuracy [Lee02, pp. 222-223] in stereo triangulation systems:

- Quantization errors: One pixel in the image represents a certain area of the scene. With an increase in the distance from the camera to the background, the size of this area also increases. Within the one-pixel area, it is not possible to position the point accurately. A visualization of the quantization errors is given in the figure 2.6. It is possible to define intervals $\Delta_{1}$ and $\Delta_{2}$ on which the boundaries between neighbor pixels are lying, but the error of one pixel will correspond to the error of interval size $\Delta_{1}+\Delta_{2}$ in 3D space.


Figure 2.6: Quantization accuracy in stereo vision; $\Delta_{1}$ and $\Delta_{2}$ show the range where the border between pixels may be positioned.

- Image processing errors: They are connected with the incorrect positioning of feature points in the image. In [Lee02] these errors are primarily considered to be errors in stereo matching. Stereo matching is the process of defining points on the left and right images that correspond to one another. This is one of the main tasks in processing stereo images, and it often leads to errors, especially with occlusions, when dealing with texture-less objects and asymmetric lightning. In object tracking, stereo matching is dissimilar to the task of scene reconstruction. The position of the object's center in each image may be determined separately, but this determination may be erroneous.
- Calibration errors: These come from quantization errors during the calibration process. This leads to inaccuracy in the defined extrinsic and intrinsic parameters of the camera system.

The quantization errors were estimated to be highly reliable in the corresponding camera arrangement (check my correction), while image processing and calibration errors have a negligible
relation in it. The arrangement was examined and optimized within the camera simulation. The task of optimization was to find the optimal maximization stereo vision area of the two cameras while minimizing the quantization errors. During the simulation, a $20 \%$ decrease in quantization errors was achieved.

Later in [Liu06], the question of the corresponding camera location in the stereo pair is discussed. This work explores the following setup. The distance between the camera and the observed object is fixed, and the angle between the cameras' optical axes $\alpha$ and height of the baseline above the object $h$ vary (the geometrical mean of these parameters is shown in figure 2.7). The relation of positioning accuracy to the values of $h$ and $\alpha$ is estimated. The definition of this task could be disputable as it is not exactly clear what parameter $h$ really represents. Changing $h$ without changing the distance to the object means the stereo pair would be rotated around the object in the vertical plane. From the physical point of view, this means that different angles between the stereo system and gravitation vector, but the optical sense of this rotation is unclear.


Figure 2.7: The model of the camera setup geometry used in [Liu06]. The observed object is positioned at point $O, C_{1} O$ and $C_{2} O$ are the optical axes of the right and left camera respectively. $A O$ and $B O$ are their projections on the horizontal plane and $\alpha$ is the angle between $A O$ and BO

A description of the procedures of accuracy definition that were applied in the current research is given in sections 3.2 and 3.3. Further increase of cameras quantity does not change the principle of triangulation, however it can:

- Improve the accuracy of positioning as the object position may be better estimated comparing the results from different stereo-pairs. The case of such method is use of trinocular vision system.
- Enlarge the size of observed scene as various subareas of the scene might be observed by different stereo pairs.

Trinocular stereo systems mean that the images from three cameras can be compared. They use special triangulation techniques that allow an increase in accuracy. In the binocular system, the 3D position is ideally a cross of two rays in space or realistically the center of the shortest possible distance between the points on these rays. Trinocular vision means that the 3D point is obtained where three rays cross. This means that the third camera gives extra information which allows the binocular stereo reconstruction to be validated. For example, the final estimated position of the point in 3D space may be determined to be a centroid of reconstruction results from three possible camera pairs in the trinocular setup. The accuracy of these systems was studied in [Chi95]. The work concentrates on the inherent issues in stereo matching and some particular features of a trinocular system are discussed, e.g. projection location constraints. No comparison with binocular systems was made in the paper [Chi95].
If multiple stereo pairs are used for observing the scene, the question of the optimal positioning of the sensors becomes relevant. It is studied, for example, to determine security camera placement [Mor10], road traffic management [Cho11] and also for industrial environments. The task is to cover the requested area with a minimum number of cameras as efficiently as possible. Also, the positioning of light sources can be added to the list of existing problems [Gar11].
In TbT the application of the area of an object's trajectory can be divided into subareas to be observed by various stereo pairs. One pair observes the initial part of the trajectory to provide input for prediction, while another pair observes the gripper's workspace for possible adjustments and to identify whether a catch was successful or not. The common tracking tasks in such environments mean the "transition" of the object from one observing unit to another. [Liu09, Liu10] studied the situation where the object is detected by one camera and the second camera must be chosen to collaborate in order to construct a stereo pair.
[Lee02] has been previously mentioned concerning the accuracy of stereo pairs. In general, this work studies the aspects of a multi-camera system constructed to be a set of stereo pairs. The arrangement was examined and optimized within the camera simulation. The task of optimization was to find the optimal maximization of the stereo vision area of two cameras while minimizing errors. This task was solved for the given shape of a scene.

Section 3.2 demonstrates that at short distances (up to 1.5 meters) a single stereo pair is sufficient for tracking the flying body. An investigation into the accuracy of this positioning did not show a significant correlation from the object location within the whole area of the object trajectory [Pon15]. The accuracy results were found to be sufficient for the application. In theory it would be interesting to apply the trinocular setup or other setups that would afford a more accurate estimation of 3D position than binocular stereo. The reason why they were not considered in the current research is due to the large amount of time to increase the camera number. In chapter 5 it is shown that finding the ball's center in the image is the step of the tracking and prediction algorithm that needs the most time, even if it is implemented on a specific fast hardware platform (GPU or FPGA implementation). Moreover, when it comes to the enlargement of transportation distances, the use of multi-camera systems seems promising.

The stereo sensors can be mounted not only in static way or onto the object, but they can also move through the observed scene. This technique is often used for static scenes when the need arises to fully reconstruct the shape of a 3D object. The use of moving cameras to track a moving object was introduced in [Fed90] for one-DoF movement tasks. A two-DoF tracker was developed by Mukai and Ishikawa [Muk94]. ${ }^{1}$ The sensors are positioned on the robotic arm which performs

[^0]the movement close to the object. For an airborne object, this solution?s challenge is to address the speed of flight; incredibly fast manipulators are needed. Another disadvantage is that error of reconstruction is increased by the inaccuracy of camera self-positioning. Because of this, the static camera setup is preferable.

### 2.4 Robotic catching and transportation by throwing

The ability to throw and catch rigid objects is something almost all humans share. The same concept as applied to the actions of robotic manipulators was first introduced as a way of making robots more similar to humans in their abilities. Though humans do not use physical or mathematical models to forecast the trajectory of the ball, most works in the area of robotic catching use analytical techniques that are based on these models. The aim of this section is to give an overview of the recent developments to the systems that enable robotic throwing and catching as well as related tasks (i.e. track airborne objects and forecast the trajectories). This overview includes research from the Transport-by-Throwing project in addition to unrelated research. Prediction aspects are briefly discussed in this section as issues of catching movements and grasping principles. A more precise review of how to solve the challenge of prediction in these works is given in section 2.5.

### 2.4.1 Throwing and catching

The goal of robotic throwing is to provide launching parameters that allow the object to reach a certain area (gripper workspace in the case of the throw-catch application). The issue of minimizing damages might also be considered [Miy10]. A number of works exist where throwing without catching is considered and analyzed [Kob11, Nem11, Zha12, Kan12]. There are some examples where potential industrial applications put objects into storage pallets [Miy10], but most of the works investigate throwing as an issue in common robotics development. In various concepts, throwing techniques were developed for 1-DoF manipulators [Miy10, Kob11], 6-DoF robots [Nem11, Zha12], and an arm for a humanoid robot [Kan12]. When the task of throwing the object towards the static target (e.g. the workspace of the robotic catcher) is examined, the 1 D catching device sufficiently provides a specific range of possible trajectories. The regulated parameter of a 1 D throw is its launching impulse, while the direction of throw is determined by the throwing device?s setup. Robotic throwers with a higher number of DoFs are interesting because in this case the manipulator may perform some additional actions with the object prior to the throw, e.g. it may pick up objects from storage. A 1DoF catapult can throw and nothing more; the object must be put into its cup by another manipulator or by a human.

The simple grasping and picking up of static objects was one of the first abilities robots were able to achieve. Some time later, the task of matching the manipulator with the moving object was investigated. In these early works, the two-dimensional (e.g. a ball rolling on a planar surface in [And85]) and then three-dimensional trajectories of objects were considered. The main difference between early 2 D catching and catching airborne objects consisted in their low velocities. The robot used in [All93] grasped miniature trains moving along a round train track at velocities between $10-30 \mathrm{~cm} / \mathrm{s}$. The robot in [Lin89] was able to catch the object moving around the sinusoida, but it took about 2.25 seconds to perform the catch. The robot in [And85] was able to catch most of the balls with a velocity of $0.75 \mathrm{~m} / \mathrm{s}$ and some balls with a velocity of $1.3 \mathrm{~m} / \mathrm{s}$.

The flight of the thrown object is high-speed 3D process in comparison with relatively slow 2 D motion discussed above. The catcher must be fast enough to perform the appropriate catching movement (especially in soft catching). This includes both mechanical performance (ability of joints to provide fast movements) and algorithmic performance (real-time tracking on high framerates, fast prediction and fast path-planning for the gripper). The catch may be passive (minimizes the force of impact with the gripper) or active (an intensive grasping movement to the object).

The robotic catching of airborne objects was introduced more than twenty years ago in [Hov91]. The concept of "vision-motion" coordination (i.e. to adjust the robot?s motion based on the data from a stereo vision system) was developed, and parabolic models were applied for trajectory prediction. This concept was demonstrated using a 4-DoF manipulator with $4.2 \mathrm{~m}^{3}$ workspace and a maximum velocity of the end effector equal to $2 \mathrm{~m} / \mathrm{s}$. In the experiments, the rate of successful catches was $75-80 \%$. Data on the throwing setup is not provided.
Robotic catching was also considered in [Nis97]. In this work, the task was first delegated to humanoid robot with the aim of implementing ?human skills on a humanoid". Visual feedback is not taken into consideration and the robot's motion is defined using only predicted ball trajectory In other words, there is no adjustment to the gripper?s motion to correspond to the new vision data once the catching movement has begun. Predictions are based on information about the initial part of the trajectory, but after the initial sequence the ball is not tracked anymore. A basket with a diameter of 120 mm was attached to the humanoid arm to procure the ball. Only the arm is active during the catching movement and the robot itself is motionless. Two CCD cameras mounted on the head of the humanoid are integrated into the stereo pair. Balls that were vertically dropped were investigated as well as balls that were thrown. Prediction was not needed to catch the object dropped vertically by a basket as the trajectory of the ball is determined by the first measurement and the interception velocity is not critical for hard catching. For the thrown ball, the prediction is implemented via parabola fitting. The rate of success is not mentioned, but inserting visual feedback into a control scheme was suggested to increase the rate of success.

In another research project by the Tokyo university, a number of articles were published that investigate the robotic grasping process [Ish96, Nam99, Nam03a, Nam03b, Ima04, Sen04, Shi05, Fur06]. Within this project the catching with the use of a grasping movement (i.e. the process of closing a robot's fingers around the object) was considered. The philosophy is the opposite of that of [Nis97] where movement was determined based simply on prediction with no consideration of actual visual feedback. In this work the grasping is determined solely based on visual feedback with no consideration for prediction.

In [Ish96] a framework for fast target tracking was introduced. The hardware setup and algorithms in this system are based on the direct connection of sensor photovoltaics to processor units and the high parallelized processing of photo-sensor information instead of the traditional capture of an entire image from the camera. This allows system feedback to be provided in 1 ms (with a time delay of 20 ms between observer and actuator). Video processing algorithms are based on the property of high speed video in that sequential frames have very little differences between them. The target object (considered to be monochrome) is extracted from the image by comparing the current frame with a dilated target pattern from a previous frame (the dilation procedure is shown in figure 2.8). Also the situations of target visual collisions with the scene objects and their separations are recognized and computed.

The grasping technique (applied to slowly moving objects) based on the tracking mechanism from [Ish96] was introduced and expanded upon within the work in [Nam99]. The catching was provided by a 7 -DoF robotic arm with a multi-fingered robotic hand as an end effector (there
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Figure 2.8: Object tracking in [Ish96].
were 4 fingers and 14 joints, one finger is the "thumb", i.e. opposite of the others). The sensor platform can also move. It had two DoFs- the pan and the tilt, which enable movement according to the changing position of the object. The tracking concept from [Ish96] was implemented on a specific vision chip, SPE-256. The control subsystem consists of 7 DSP working in sync. They control the arm, the hand and the camera base. The tracking algorithm is extended by the 3Dreconstruction and pose estimation for the object. The prediction stage is ignored due to high speed of system reaction. At each moment the new command to the arm is defined in such a way that the distance is minimized between the hand and the object. The aim of the hand control is to cover the object with the fingers whenever possible. In the experiments described, the grasped object was moved by a human hand.

The grasping of free-flying objects based on the same principles was introduced in [Nam03a] where the robot motion parameters (i.e. the desired trajectory of the end effector) are defined directly from the observed 3D coordinates of the object without taking the velocity and intermediate step of trajectory prediction into consideration. The relation between the input and output parameters was defined after optimizing the coefficients of the 4 -order polynomials. The concept was applied to a 4 -axis robotic arm (only 3 axes were used in the catching movement) which was able to achieve a velocity of $5 \mathrm{~m} / \mathrm{s}$ and acceleration of $30 \mathrm{~m} / \mathrm{s}^{2}$. The catching motion was declared successful (and the recorded frame sequence of the successful catch is given on [Nam03a, p. 2405]), but no data on the rate of success is given.

In [Nam03b] a new multi-fingered hand that is useful for catching was developed. It achieves a pressure force of up to 47 newtons and a finger velocity $m / s$ which allows the hand to close in $70-120 \mathrm{~ms}$.Experiments in active catching using this hand and the recently developed highspeed vision system are discussed more precisely in [Ima04] (the previous work examined passive
catching). Active catching allows the object in movement to be grasped with a higher velocity than the maximum velocity of the robot fingers. In this work, how to catch a falling object (i.e. velocity of the object is directed downwards) is considered. Successful catches were achieved for balls and cylinders.

In [Sen04, Shi05, Fur06], the concept was extended to more complex manipulation tasks than catching, for instance batting [Sen04] and dribbling the ball [Shi05] and then grasping the cylindrical object again [Fur06]. The whole active catching project [Ish96, Nam99, Nam03a, Nam03b, Ima04, Sen04, Shi05, Fur06] includes a high number of novel robotic and machine vision concepts like the direct interaction of a processor with elements of the sensor matrix, the direct interaction of tracker and robotic controller, active grasping, etc. However, with TbT in mind, it has some disadvantages. First the situation where any movement of the gripper towards the object is good for catching is considered. This seems useful at a short distance with a very fast robot manipulator, but at longer distances of several meters, the curve character of a projectile trajectory must be taken into account. The trajectory path in the gripper workspace must be predefined otherwise the gripper may not manage to catch the object if it flies to far from its initial position. This means that the concept may be useful at a terminal stage when the object is near to the gripper.

The active catching principle when the grasping device is moving towards the flying object at maximum velocity does not minimize the impact force, so the fragile object may be damaged during catching. Active catching may be applied for strong objects and strong grippers that cannot be damaged after interception at velocities of several tens of $\mathrm{m} / \mathrm{s}$.

The next significant research project concerning in-flight catching was done by a group from the Institute of Robotics and Mechatronics at German Aerospace Center [Fre01, Bae10, Bir11, Bae11]. In the work, the scale of catching was larger than in the previous project; throws of several meters were initially investigated. Due to long distance from the gripper workspace and the very fast processing, the catching was not interactive but pre-defined. The prediction was applied for the predefinition.

In [Fre01] an extended Kalman filter (EKF) was used to estimate ball position and forecast. Objects were thrown with a nominal velocity of $7 \mathrm{~m} / \mathrm{s}$ and at an angle of 45 degrees to the horizon. The object was airborne for $0,8-1,0 \mathrm{~s}$ and covered a distance of about 5 m in that time. A stereo system with a 1 m vertical baseline was used to observe the ball trajectory (shown in figure 2.9). The rotation angle of the camera system was equal to 90 degrees. The precision of the ball's positioning with the described setup was about 3 cm . Object recognition was done based on a comparison of the current frame with a reference image. The difference (i.e. differences between current image and reference images) image is divided into shapes. The region with the best fit with the object pattern is considered to be the location of the object in the image. The frame-rate of the camera system was standard ( 25 fps ), which allowed 50 images per second to be processed.

The prediction algorithm was based on the gravity-drag model expressed by the equation 2.10, which is solved numerically by the Euler integration. This motion model was inserted into EKF. The catching point is generated when the EKF reports on the sufficiency of the achieved covariance. The catching point should not be close to the workspace boundary or to the robot base. It is then given to the robot control in order to define the catching trajectory of the gripper (motion planning is based on the inverse kinematics interpolation). The whole data processing cycle (image extraction, stereo reconstruction, prediction and robot control operation) took 75 ms.


Figure 2.9: Observation setup in [Fre01].

The small basket was mounted on the end effector of the robot to procure the balls. In catching experiments no throwing device was used. The ball was thrown by humans. This means that the throwing point is not fixed in space, and there are no nominal values for the angle and velocity of the throw. About $67 \%$ of the throws were successful in the catching experiments.

Further development of the catcher was presented in [Bae10]. In the paper, a 4 -fingered robotic hand with a total of 12 DoF was used for grasping. The task of defining the catching movement is examined as a complex task for non-linear optimization. It is solved directly from the prediction results without specifying the intermediate steps of choosing a catching point and defining the catching configuration.

The geometrical setup and prediction algorithm are the same as those in [Fre01]. The precision of prediction of 2 cm , which is enough for a robotic hand to successful grasp, according to [Bae10, p. 2595]), was typically achieved 100 ms prior to the moment of catching. Due to this small time interval, the catching movement must begin prior to the final prediction result and must then be recalculated based on the new prediction data. Since the optimization process is computationally expensive, it was implemented on 32 CPU cores. Optimization stops after 60 ms of a search for the best solution. The rate of success was increased to more than $80 \%$.

In [Bir11] the concept was extended for the parallel tracking and catching of multiple flying balls, and the same research was already briefly introduced in [Bae11]. The balls are caught by the humanoid robot Rollin' Justin introduced in [Bor09]. The cameras are mounted on to the head of the humanoid. Two flying balls were caught at the same time by the humanoid. In [Bir11] a tracking concept based on circle detection was applied for ball catching. It was introduced in [Bir09] in an application for the surveillance of sport matches. After image analysis, all of the circles are inserted into a multi-hypothesis tracker based on the Kalman filter. The rate
of success was again about $80 \%$. Later in [Bir11a], a new tracking algorithm based on the Byesian probabilistic models was introduced which allowed tracking to be performed with similar accuracy and $55 \%$ quicker. In [Bae11a] several improvements to the whole system are presented. The tracking concept from [Bir11a] is put to practice. Other improvements mainly address the challenges of a situation where "everything is moving", including the camera system mounted on the head of moving humanoid.

Within the humanoid catching project [Fre01, Bir09, Bae10, Bae11, Bir11, Bir11a, Bae11a], important results are obtained. The accuracy and performance of tracking and prediction seems to come close to the constraints of gravity-drag physical models. This project also deals with many specific aspects not considered at the current stage of the TbT project like the ability of one system to catch multiple balls instantaneously, the application of humanoid robotic systems for this task, and the situation where the gripper base and vision system are moving. These accomplishments could possibly be useful in the future development of transportation principles.

Another ball-catching application for humanoid robots was described in [Ril02]. The aim was to investigate human-like behavior of the robot while catching the ball. The catching motion converges with the catching motion of the human hand introduced in [Kaj99]. A baseball glove was used to collect the ball. The stereo vision system provided 60 fps of position measurements. The hand of the thrower, in this case a human, as well as the ball is tracked. Prediction was done via parabola fitting. The peak velocities of the end effector during the catching were usually between 1.0 and $2.5 \mathrm{~m} / \mathrm{s}$. The catching motion was usually completed at 350-850 milliseconds.
In [Mor04] a catching strategy using a monocular vision system is introduced. The proposed approach for ball tracking is called Gaining Angle of Gaze (GAG). This strategy is similar to the baseball player catching strategy described in [Cha68]. The fisheye camera is mounted directly on the manipulator hand. While tracking every second, the instructions for the manipulator are defined in such a way the angle of gaze is kept within a prior specified constant range. This means that there are two main stages of the catching movement, e.g. reaching the target angle and then keeping it constant. Thus, the question of defining ball position in 3D space is not taken into consideration. The catching motion is stopped when the ball leaves the camera's field of view. At that moment the gripper is ready to catch the ball. Hence, GAG-based catching is one of the methods that does not deal with prediction in [Ima04]. These methods require the robot's response to the visual information to be incredibly fast. However, the robot in [Mor04] was able to catch the ball with the end effector moving at a relatively low velocity of $0.6 \mathrm{~m} / \mathrm{s}$.

In [Her09] the monocular vision system (70-fps-camera) was used to track the ballistic object (a flipped coin) in order to catch it. This work claimed to be the first to apply monocular positioning for flying objects, but [Bar08] had already been published. A less complicated model for estimation than the one in [Bar08] was applied, e.g. parabola fitting with recursive least squares estimation. The catching movement was performed by a 6 -DoF robotic arm with a speed of up to $1.0 \mathrm{~m} / \mathrm{s}$. This is much less than the object's velocity, so hard catching was used. The parabola is fitted to the projection model, i.e. it is used to define the 3D coordinates of the flying body. The accuracy of prediction is increases over time, so arm movement is adjusted according to the new data from the predictor.

The research work in [Smi07] concentrates on developing software and the hardware platform that allows the fast catching movement to be performed. The catching was considered to be teleoperated, but an autonomous ball-catching was also implemented as a benchmark. A parabolic model was applied for prediction, which is based on the trajectory measurements done by the 50 fps cameras. The time range of 300 ms is reserved for data processing. A total of 200 ms of
those are needed to capture 10 frames, and the other 100 ms are needed for coordinate acquisition, forecasting and generating the motion of the gripper. A total of 500 ms are reserved for performing the catching movement. A 0.6 by 0.6 m square was used for the gripper workspace. The aim was to make the catching device that could perform "a movement of worth case", moving from the lower-left to the upper-right corner of the workspace (i.e. a movement against gravity) in 500 ms (i.e. reaching the distance of about 90 cm in this time). The color information was used to detect the ball, and to do this the image was translated from RGB to HSV color space. The entire frame was not processed by the recognition algorithm, just a small subwindow where the ball can appear. The position of the subwindow in the image is determined by the position of the ball on the previous frame of the sequence. In the catching experiments, 25 of 32 thrown balls were caught successfully. Color-based recognition with a parabolic model was also applied later in [Kao13], but the linear Kalman filter was used for statistical estimation instead of least squares.

Parabolic fitting using recursive LS was also used for prediction in [Bat10]. The setup allow catching objects (in the experiments basketball thrown by the human was used) in non-prehensile way by balancing the object on the planar surface. A circular plate with a radius of 17 cm is used as an end effector mounted on the 6 -DoF robot. The success rate was approximately $35 \%$, but this result is incomparable with other success rate data, e.g. in [Hov91] or [Bae10], as the catching task for non-prehensile catching based on balancing is much more difficult than that for grasping.

In [Kim12, Kim14] a 7-DoF KUKA LWR 4+ arm was used to catch free-flying objects of various shapes: a hammer, bottle, tennis racket, and an oblong box. Of the captures, 52 of 71 ( $73.2 \%$ ) were successful. This work is interesting because of the specific prediction concept used, so it is discussed more precisely in subsection 2.5.2.

### 2.4.2 Transport by throwing

As previously mentioned, the method of transportation by throwing was introduced by Frank in 2006. Since then work on TbT has been developed by two scientific groups in Reinhold-Wuerth University in Kunzelsau ([Fra06, Fra08, Fra11]) and at the Institute of Computer Technology, Vienna University of Technology ([Pon11, Pon13, Mir13]).


Figure 2.10: The 2-DoF gantry manipulator used in [Fra07].

At the initial stage of the research project, the catching setup based on a 2 -DoF gantry robot was applied [Fra06, Fra07, Bar08, Fra08, Fra08a, Bar09]. These robots are able to move within the Cartesian square and are often used as loading and unloading machines in the industrial environment [Fra07, Fra08a]. The scheme of the 2DoF Cartesian gantry robot is shown in the figure. The size of the workspace is (horizontal) 100 cm by (vertical) 80 cm . The maximum acceleration and speed of the end effector are $25 \mathrm{~m} / \mathrm{s} 2$ and $4 \mathrm{~m} / \mathrm{s}$ respectively at a payload of 5 kg . The gripper has three grasping jaws that close when the object touches the center of the gripper. The closure may be performed with the use of the object's kinetic energy (the upper part of the figure 2.11) or the kinetic energy of a previously tightened spring (the lower part of the figure 2.11). These grippers are able to close within $4.5-14 \mathrm{~ms}$ and 5 ms respectively. The closing time for the first gripper relies on the mass and velocity of the object. If its kinetic energy is high, it will close quickly. The respective relation for the spring-based gripper was not detected. Therefore, the spring-based gripper could be preferable for lightweight objects, while heavier objects could be effectively caught using their own kinetic energy. The monocular physics-related technique described in [Bar08] and discussed in subsection 2.3.3 was applied to track the ball and forecast its trajectory.

The setup was as follows; the objects with a weight up to 60 g were thrown with a velocity of up to $10 \mathrm{~m} / \mathrm{s}$ at a distance up to 3 meters. Therefore, the time needed for object transportation was about 300 ms . Two control strategies were proposed: "simplified" (an assumption about the linear increase of prediction accuracy is made) and "realistic" (exponential increase). Both strategies provide the smooth movement of the end effector towards the adjusted catching point. In the results of the Barteit dissertation [Bar11, p.125], $60 \%$ of the balls thrown by a human were caught.


Figure 2.11: Grasping principle from [Fra07]
At both the Vienna University of Technologies and Heilbronn University, further development of the research project took place. The work of the Heilbronn group is summarized in [Fra09, Fra11, Fra11a Fra12]. In these works, the concept was extended to cylinder-shaped objects. In [Fra09] the specific throwing setup for these objects is introduced, and the aerodynamic properties of airborne cylinders are studied. The throwing experiments have shown that the angle of attack for a linearly thrown cylinder is close to zero during the flight, i.e. the orientation of the object matches the current direction of flight (figure 2.12, a). The motion model for the cylinder was created with respect to gravity and air drag. As the angle of attack is equal to zero, the lift influence of the air was ignored in the motion model. However, a comparison of the motion
model with the measurements showed that after 3 m the trajectory of the object varies from the theoretical values for $22-36 \mathrm{~mm}$. The authors propose that these deviations could be due to the influence of lift. When the open pipe was thrown instead of the cylinder, it began to tumble after a time (figure $2.12, \mathrm{~b}$ ). When the cylinder was thrown with a spin of 35 revolutions per second (this idea was inspired by the use of rifling to stabilize missiles), it does not keep the angle of attack along the trajectory but keeps its orientation in the world coordinate system (figure 2.12, c). This behavior corresponds to the property of the flywheel to keep the constant orientation of the rotational axis in space (also used in gyroscopes).


Figure 2.12: The dynamic of the orientation for a flying cylinder and pipe depending on the conditions of flight.

In [Fra12] a setup with a 1-DoF linear throwing device and a 1-DoF rotary catching device was used for cylinder transportation. No sensor system was used at all; the thrower provided the sufficient level of accuracy for successful catching. Both robots are controlled via the common control system, and in the time after the throw, the catching movement is actuated. In experiments this system was able to catch all 50 of the 50 thrown objects. The authors admit that this accuracy is only possible for cylindrical objects because of their high aerodynamic stability. Catching less stable objects would require the use of visual feedback [Fra12, p. 5269].

### 2.4.3 Discussion

An overview of the existing concepts in robotic catching is given in the table 2.1. The rate of success is written in \% and, where given, in absolute numbers of thrown and caught balls. These numbers are not entirely correct in the way they compare algorithms because they depend on the setup (e.g. it is harder to catch the ball via grasping than via collecting into basket), but they do help rate the abilities of the existing catchers. The only catcher that overcame the limit of an $80 \%$ success rate was in [Fra12] where all thrown objects were caught. The drawback was that
the cylindrical objects thrown without spin had very high aerodynamic stability in comparison with the other objects. The authors of [Kim12] assume that the application of the concept to less stable objects will require the use of object tracking in order to adjust the catching movement.

Table 2.1: Comparison of existing approaches to robotic throwing and catching

| \# | Institution | Sources | Rate of success | Focus and contribution | Objects |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | MIT | [Hov91] | 75-80\% | First robotic catcher, parabolic fitting | small <br> balls |
| 2 | Tokyo University | [Nis97] | Not stated | First humanoid catcher | small <br> balls |
| 3 | Tokyo University | [Nam03a] | Not stated | Visual feedback in 1 ms ; grasping the flying objects | small <br> balls |
| 4 | German Aerospace Center | [Fre01] <br> [Bae10] <br> [Bir11] | 67-80\% | KF estimation, modeling air drag, catching multiple balls simultaneously | small <br> balls |
| 5 | Advanced Telecommunication Research Institute, Kyoto | [Ril02] | Not stated | Tracking the thrower's hand, convergence with human catching strategy | small <br> balls |
| 6 | Tokyo University | [Mor04] | Not stated | Catching based on angle of gaze information only | small <br> balls |
| 7 | Tohoku University | [Her09] | Not stated | Parabola fitting to the monocular measurements | flipping coins |
| 8 | Royal Institute of Technology, Stockholm | [Smi07] | $\begin{aligned} & 78 \% \\ & (25 / 32) \end{aligned}$ | Tele-operated ball catching, development of a specific fast catching arm, ball recognition based on HSV color information, | small <br> balls |
| 9 | Munich University of Technology | [Bat10] | 35\% | Non-prehensile catching | basket balls |
| 10 | Swiss Federal Institute of Technology, Lausanne | [Kim14] | $\begin{array}{\|l\|} \hline 73 \% \\ (52 / 71) \end{array}$ | Catching objects with complicated shape, learningbased definition of object acceleration, marker-based tracking | hammers, bottles, tennis rackets |
| 11 | Heilbronn University, Vienna University of Technology | [Fra06] <br> [Fra07] <br> [Bar08] <br> [Fra08a] | 60\% | Industrial transportation by throwing, monocular tracking with relation on physical model, catching by 2DoF gantry cartesian robot | small <br> balls |
| 12 | Heilbronn University | [Fra12] | $\begin{aligned} & \hline 100 \% \\ & (50 / 50) \\ & \hline \end{aligned}$ | Cylinder-shaped objects, precision throwing | cylinders |

It can be seen that the majority of solutions use small balls as an object. The term "small balls"
here describes a ball similar to the size of the tennis ball or baseball (in comparison to bigger balls used in soccer and basketball). This term is used because the articles are unclear as to whether a tennis ball was used; however, it can be seen from the images and characteristics of the balls that they were approximately the same size as a tennis ball.

A comparison of the various approaches to object tracking is given in table 2.2. All of the aspects connected with 3D reconstruction are mentioned in the column "sensing solution" as 3D reconstruction relies on a sensor setup. The column "processing solution" corresponds to how the task of recognizing the object in the image is solved. It is not clear how the coordinates of the objects are extracted from the images in some of the solutions [Hov91, Nis97, Mor04]. It may be assumed that similar methods, like motion detection or the Hough transformation, are applied for this task. The division of the camera field of view (FoV) into subfields (Area of Interest, AoI) with smaller pixel sizes is applied in a number of works, e.g. [Bar08, Bat10], in order to reduce calculations. The subfield may be static if it is known that the object cannot appear at some part of the FOV. In [Bar08] this approach allowed the available frame rate to be increased from 87 to 215 fps . The subfield may also be dynamic. In this case the position of the AoI in the image plane is adjusted according to the new position of the object. For example, the vision system from [Bat10] operates with $180 \times 180$ pixel windows instead of an entire $1280 \times 1024$ image.

Table 2.2: Comparison of existing approaches to object tracking for robotic catching

| \# | Sources | Sensing solution | Processing solution | framerate |
| :---: | :---: | :---: | :---: | :---: |
| 1 | [Hov91] | Stereo vision | Not clarified | 30 fps |
| 2 | [Nis97] | Stereo vision (unsynchronized), monocular range estimation based on object size | Not clarified | 30 fps |
| 3 | $\begin{aligned} & {[\text { [Ish96] }} \\ & {[\text { Nam99] }} \\ & {[\text { Nam03a] }} \\ & \hline \end{aligned}$ | Single camera with direct connection of photodetectors with processing unit | Motion detection on highspeed image sequence | 1000 fps |
| 4 | $\begin{aligned} & {[\text { [Fre01] }} \\ & {[\text { Bir11] }} \\ & \hline \end{aligned}$ | Stereo vision | Comparison with reference image, Hough transform | 50 fps |
| 5 | [Ril02] | Color stereo vision | Calculating 3D color centroid | 60 fps |
| 6 | [Mor04] | Monocular vision (No 3D reconstruction at all) | Extracting angle of gaze information | 30 fps |
| 7 | [Her09] | Monocular vision with parabolic motion model | Not clarified | 70 fps |
| 8 | $\begin{aligned} & \text { [Smi07] } \\ & \text { [Bat10] } \\ & \hline \end{aligned}$ | Color stereo vision | Ball recognition based on HSV color information | 150 fps |
| 9 | [Bar08] | Monocular vision with ballistic motion model | Hough transform | 215 fps |

The radical approach to increasing the frame rate is proposed in [Ish96], where the bottleneck of transmitting the image from the sensor to controller is eliminated. Each sensor element is directly connected to the specific processing unit. This increased the actual frame rate to 1000 fps. This approach needs a specific hardware solution for the vision system, which would enable
parallel processing on a mass scale. Commercially available digital cameras do not allow a direct connection to photo detectors but transmit the sensor data as images. In any event, even relatively slow cameras with 50-70 fps provide useful information about object trajectory [Fre01, Ril02, Her09].

Obviously, there is no reason for the real time application to increase the frame rate if the interframe timeout is less than the period needed to extract the object spatial coordinate from the frame. The Hough transform circle-detection is a well-known technique, which is intended for recognizing spherical objects on images and determining their center positions. Color-based and motion-based techniques only allow specific regions in the image to be recognized. The advantage of motion-based and color-based is the lower computational expense. On the other hand, the results from [Bar08] show that Hough transform could work correct even at the frame rate of 215 fps .

Table 2.3: Comparison of existing approaches to object catching

| \# | Sources | Catching device | End-effector | Type of catching | Details of catching strategy |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | [Hov91] | 4-DoF arm | Not clarified | passive, soft |  |
| 2 | [Nis97] | 5-DoF arm | basket | passive, hard |  |
| 3 | [Nam03a] | 4-DoF arm | Robotic hand with 3 fingers (each with 3 joints) | active, hard | Direct motion definition from vision data |
| 4 | [Fre01] | 7-DoF arm | basket | passive, hard |  |
| 5 | $\begin{aligned} & {[\text { Bae10 }]} \\ & {[\text { Bae11] }} \end{aligned}$ | 7-DoF arm | Hand with 4 3-DoF fingers | active, hard |  |
| 6 | [Ril02] | Humanoid | Baseball glove | passive, soft | Learning human-like movements |
| 7 | [Mor04] | 6-DoF arm | basket | passive, hard | Keeping constant angle of gaze to the object from the point of view on the end-effector |
| 8 | [Smi07] | high-speed 6-DoF arm | basket | passive, hard | motion of the endeffector within the planar window |
| 9 | [Bat10] | 6-DoF arm | planar surface | nonprehensile soft |  |
| 10 | [Kim14] | 7-DoF arm | hand with 4 4-DoF fingers | active, soft |  |
| 11 | $\begin{aligned} & {[\text { Fra07] }} \\ & {[\text { Fra08a] }} \end{aligned}$ | Gantry 2-DoF <br> Cartesian robot | Mechanical gripper | active, hard |  |
| 13 | [Fra12] | $\begin{aligned} & 1 \text {-DoF } \\ & \text { rotary arm } \end{aligned}$ | Pneumatic gripper | active, soft |  |

A comparison of various solutions for performing the catching movement is given in table 2.3. The humanoid from [Ril02] has a 4DoF on each arm and a 2DoF on its torso. The catching strategies are classified according to two aspects. First, catching may be hard or soft as specified in subsection 1.2.3. Second, catching may be passive. The end effector has no moving parts. It is designed in such a way that after interception, the object is stored in it, e.g. the end effector is a mounted basket in [Nis97]. Catching may also be active. The end effector has moving parts which grasp the object at the moment of interception. This grasping may be actuated by the robot controller as in [Nam03a], performed mechanically according to the design of the end effector as in [Fra07]), or non-prehensile as solely implemented in [Bat10], where the object was collected on the planar surface of the end effector which was achieved by balancing. The control of multi-joint arms is implemented by means of inverse kinematics in most cases. For soft catching this meant the calculation of the joint positions and rotational velocities, which provided the target position and the velocity of the end effector. If hard catching is applied, the task is simplified. Then there is no need to adjust the velocity of the end effector.

In most of the works, multi-DoF robotic arms are applied for catching. These arms have a 3D workspace and are able to provide soft catching. The use of actively grasping or passively collecting the object into a cup is depends on the robot?s abilities. If there is a task where a robot needs to catch a ball like a human would, the catching robotic hand is applied. The ability to grasp with a hand is a very specific and complicated robotic task, which requires a high degree of precise predictions ( $2-3 \mathrm{~cm}$ according to [Bae10]). Passive catching also allows the object to be collected and the object trajectory to be estimated. In general, controlled active catching requires an additional compositional unit of the system, e.g. the hand in addition to the throwing device, the robot and the cameras. It also requires an additional algorithmic unit, e.g. a controller for the grasping movement in addition to an object tracker, a predictor, and a robotic path planner. Passive catching is sufficient to provide successful catching and an initial validation for other units.

### 2.5 Trajectory prediction in robotic catching and transport-bythrowing

This section discusses the prediction task and how is it solved within the research work described in section 2.4. Information on the location point of catching within the state-of-the-art approaches is obtained in the following three ways:

1. Accurate adjustment of the throwing device: Differences between the various trajectories lie within the allowed error of catching. Thus, neither prediction nor observation of the trajectory by the tracking system is needed [Fra12]. These systems are discussed in subsection 2.5.1.
2. Direct mapping from the vision system to motion control without the intermediate step of prediction and the definition of the catching point [Nam03a, Mor04].
3. Long-term prediction: when the part of the trajectory within the gripper workspace is estimated based on the initial part of the trajectory: Most of these predictors use the predefined physical model of object flight, e.g. [Hov91, Nis97, Fre01, Ril02, Bar08, Her09] (summarized in subsection 2.5.2), ). However, in some solutions the learning operation is
inserted [Kim12]. In subsection 2.5.4, an introduction to the nearest neighbor prediction is given. The development of the nearest neighbors approach for trajectory prediction is one of the main contributions of this thesis; therefore, arguments for its use are also given in this section.

### 2.5.1 Catching without prediction

In a throw the challenge primarily lies in transporting the object to a certain predefined area. In the case of non-predictive transport-by-throwing, the object reaching this area must guarantee a successful catch. Throwing objects is a specific robotic task developed in a number of solutions, e.g. [Miy10, Kob11, Nem11, Zha12, Kan12]. Most of these works did not concentrate on providing stable object transportation by throwing. In [Zha12] the main scope lies in specific path-planning for the robot, and throwing is considered to be one of possible applications. A similar task was considered in [Kan12] for a humanoid robot with a high number of DoFs. Therefore, in most of these, it is only stated that "the object was thrown towards the target by the throwing system", and there was no mention of how accurate the throw was although the applicability of the throwing strategy in industrial applications is given.

The accuracy aspect was considered in [Miy10] and [Nem11]. In the first work, a rotational 1DoF lever is used as a throwing device. The trajectory is changed by changing the position of the object on a lever. The error norm was 3 mm after 21 throws. The distance of the throw is not given; however, from the illustration it can be seen that it is no more than several tens of centimeters. In [Nem11] 5 cm precision in throwing balls into a basket was achieved. The errors were blamed on vision inaccuracy. The purpose of this work was to develop the new technique for learning motions, and throwing balls into a basket was one of the examples.

Within the TbT project, precision throwing is developed by Thorsten Frank, et al [Fra09, Fra11, Fra11a, Fra12]. This is the only research project founded in the literature, which includes the deep exploration of transportation by high-precision throwing. In [Fra11a] a 1-DoF linear throwing device from [Fra09] is replaced by a specific 2DoF robot. The cup with the object lies on the end of a lever that is 50 cm length. The throw is implemented by the rotary movement of this lever. The lever can achieve a specific angular velocity, and if it decelerates from this value, the launch takes place. The launching velocity of the object is set by the angular velocity of the lever at the moment of deceleration, and the angle of the throw depends on the orientation of the lever at the moment of deceleration. The maximum available launching velocity is $25 \mathrm{~m} / \mathrm{s}$, though in the experiments the velocity was usually between 8 and $12 \mathrm{~m} / \mathrm{s}$. The minimum velocity of 8 $\mathrm{m} / \mathrm{s}$ provides the centrifugal force, which is more powerful than gravity, so the ball does not fall out of the cup before the launch. The definition of the launching position in order to reach a specific destination area is based on the gravity-drag motion model specified in [Chu03]. In the experiments, the robot is able to throw the balls to holes of a specific size. The size was not clarified in the paper, but from the illustration it seems as thought they were several tens of cm in diameter.

In [Fra12] a 1DoF device was used to throw cylindrical objects. The model of object flight used for the adjustment of the throwing device was developed in [Fra10]. The orientation of the cylinder follows its velocity vector due to the effect of shoulder stabilization (see figure 2.12 ,a) so a cylinder is a stable aerodynamic object that can be considered as a point-mass. The flight of small and heavy cylinders may be accurately represented using even parabolic models [Fra10]. The prediction of lightweight cylinders of a bigger volume requires air drag to be taken into
account. In fact, the task of adjusting the launching parameters in [Fra10, Fra12] is inverse to trajectory prediction. There the planned future trajectory is used as an input to calculate the required launching parameters but not vice versa. The advantage is that if the model is a little bit inaccurate the launching parameters can be tweaked to remove systematic error. Also, complex calculations (e.g. the use of Levenberg-Marquardt optimization in [Fra10]) are allowed because they are not performed in real time during catching. The gravity-drag model with an iterative calculation was used for trajectory modeling in [Fra12]. The high stability allowed $100 \%$ success to be provided in catching after 50 throws.

The applicability of precision throwing is limited by several factors. First of all, the shape of thrown object must provide its aerodynamic stability. The design of the throwing device must minimize deviations. The method is very sensitive to the respective location of the throwing device and the destination point. For each of these positions, a new hard adjustment for the thrower and catcher must be made. If soft catching is used (the only known implementation of precision throwing with soft catching is [Fra12]), then precise knowledge about the time of the object's flight is required. Due to these factors, the use of visual feedback would be preferable for objects of a normal shape and size.

In vision-based catchers, the prediction of object trajectory may be skipped if the robot's reaction to the visual information is considered to be instantaneous. In [Mor04] catching is realized even without a 3D reconstruction of object position. The camera is mounted on the gripper, and the movement strategy consists of keeping the constant angle of gaze of the object in the image. This strategy does not take the absolute velocity of flying object into account, so it is not applicable for soft catching.

If the 3 D reconstruction is applied, the strategy may consist of moving the robotic hand towards the measured position of the object. In [Nam99] this strategy was applied to an object moved by a human hand and for a flying object in [Nam03a]. This approach is useful when the process noise is high, so there is no point in a long-term forecast. However, the process noise for a freeflying object is relatively little. It is not possible for the robot to react quickly if the velocity of the object and the distance towards it exceeds the velocity limits. The maximum velocity of the KUKA LWR+ end effector is about half that of the object's velocity, so it cannot react instantaneously in its movement.

### 2.5.2 Prediction using physical models

A comparison of existing prediction techniques is presented in the table 2.4. There the abbreviation LS refers to the Least Squares estimation, and the abbreviation EKF refers to Extended Kalman Filter. In the third column, the rows with the term "gravity" or "gravity and drag" mean that the respective motion models take respective forces into account. The term "SVR with RBF kernel" (Support Vector Regression and Radial Basis Function respectively) describes the learning based method of estimating accelerations in [Kim14]. Acceleration forecasting mean that the acceleration vector is considered to be constant:

$$
\mathbf{a}=\left(\begin{array}{l}
a_{1}  \tag{2.20}\\
a_{2} \\
a_{3} \\
\epsilon_{1} \\
\epsilon_{2} \\
\epsilon_{3}
\end{array}\right)=\text { const },
$$

where $\left(\begin{array}{l}a_{1} \\ a_{2} \\ a_{3}\end{array}\right)$ is a vector of tangential acceleration and $\left(\begin{array}{l}\epsilon_{1} \\ \epsilon_{2} \\ \epsilon_{3}\end{array}\right)$ is a vector of angular acceleration of a rotating body.

Table 2.4: A comparison of existing approaches to object trajectory prediction based on mathematical or physical models

| $\#$ | Sources | Estimator | Motion model |
| :---: | :--- | :--- | :--- |
| 1 | $[$ Hov91 $]$ | LS | parabolic |
| 2 | $[$ Nis97 $]$ | LS | parabolic |
| 3 | $[$ Fre01 $]$ | EKF | gravity and drag |
| 4 | $[$ Ril02 $]$ | LS | parabolic |
| 5 | $[$ Her09 $]$ | LS | gravity |
| 7 | $[$ Bat10 $]$ | LS | gravity |
| 9 | $[$ Bar08 $]$ | EKF | gravity and drag |
| 10 | $[$ Pon09 $]$ | LS | gravity and drag <br> (axial separated) |
| 11 | $[$ Kim12] | SVR with <br> RBF kernel | Acceleration fore- <br> casting |

The parabolic model is in fact constant acceleration forecasting. Acceleration in this case is considered to be equal to $\mathbf{g}$ [Bat10] or found by fitting the parabola to the measurements [Hov91]. Angular accelerations are ignored in [Hov91, Nis97, Bat10] as point-symmetric bodies are considered, so orientation forecasting is not required. In [Her09] it is also ignored as the object, a coin, is very small and may be considered to be a point-mass.

The parabolic model allows the object's trajectory to be defined based on three measured points even without knowing the value of $g$. With the assumption that $g$ is known, it may be done based on 2 points. Usually, the higher number of measurements is used in order to improve accuracy by the statistical estimation. The value of $g$ is obtained by parabola fitting in [Hov91, Ril02]. In fact, the task is to approximate the data with a second-order polynom.

Making $g$ unknown allows the influence of the air drag to be included in the model. In the phase of ascent, the influence of drag is co-directional with gravity. In the phase of descent, its influence is in opposition to gravity. The polynomial model makes the assumption that the overall acceleration of the object is constant. This assumption may be valid if the object generally has no significant change in vertical velocity in the part of the trajectory considered. Either that or it at least does not change its direction; the object must either ascend or descend throughout the flight. The most energy effective and flexible way to provide object transportation by throwing is
to throw the object upwards and to catch it during descent. If the object is thrown downwards, it limits the maximum distance of the throw and can restrict the environment's organization. This is because the thrower must be located above the catcher. If the object is caught during its ascent, this means that there is excessive energy consumption because the actual launching velocity is much higher than what is needed to reach the destination. The gripper in this case must be located above the thrower. In the case of an ascending throw and a descending catch, the thrower may be higher, lower, or the same height as the catcher. For these flights the polynomial models lead to high systematic errors [1].

As it was discussed in section 2.5.1, inserting drag into a model of object motion leads to the differential equation 2.10that has no analytical solution. The prediction of a trajectory based on this model may be done by an iterative calculation of the coordinates as in [Fre01, Bar09] or by using the simple assumption about the independence of the motion in various coordinates as in [Pon09]. The value of the drag coefficient is required when using these models and must be known. As discussed in section 2.1, determining this coefficient could be a significant challenge even for a simple-shaped body. For objects of a general and not-so-aerodynamically-stable shape this determination becomes a real problem, especially because the coefficient depends on object orientation to air stream. At the current stage of research, primarily simple-shaped bodies are used, but further development implies objects with various shapes must be thrown. Due to this, it is better not to rely on drag coefficients.

The polynomial motion models, as opposed to those discussed above, do not require the physical coefficients to be known ( $k$ as well as $g$ ). The motion of the object is expressed by 2.15 where all the coefficients are obtained by fitting to data. This model allows the influence of gravity to be included as well as all the aerodynamic factors on the object. The final impact of these factors is assumed to be quadratic, which is also a simplification of the assumptions. In [Pon09] this model demonstrated its accuracy, but the accurate estimation of weighting coefficients for 2.15 requires computationally expensive multi-dimensional optimization.

Statistical filters, especially the extended Kalman filter? EKF, are used to decrease error influence in [Fre01, Bar09] and least square (LS) fitting in [Hov91, Pon09]. For filtering, a working model of the process is required. It might not be very accurate, and in this case the systematic error component of prediction grows with an increase in distance. In the LS estimator, the best fit for all the measured points is found. In comparison, EKF is a Markovian estimator, i.e. the forecast is done based on the last estimate of the object's position and velocities and the last measurement of its position. The previous measurement's effect on the result is only a source of the last estimate. Therefore, errors connected to model inaccuracy may be a result of the process noise.

### 2.5.3 Neural network prediction

Neural networks allow learning by example without an accurate model of the process and consider unknown nonlinear dependencies in the training set. For forecasting the time-series data, various time-delays neural networks (TDNN) may be used. TDNN was proposed in [Sej87]. Neural networks have several properties, which make them useful and promising for TbT application:

- No exact prior models of the process are needed. The network creates the predicting model itself during the learning process.
- Neural networks can easily deal with nonlinear processes.
- Although a learning process may take a while, the trained predictors can work very quickly, especially if they are implemented in the hardware.

The typical architecture of the TDNN is shown in the figure 2.13. The network input consists of the reference of measurements from various times provided by the digital delay line. The time delay line consists of delay elements $Z^{-1}$. Each element provides the delay by a certain time unit $\tau$ hence a reference of objects coordinates $\left\{X\left(t_{0}\right), X\left(t_{0}-\tau\right), X\left(t_{0}-2 \tau\right), \ldots, X\left(t_{0}-n \tau\right)\right\}$ is given to the network input. The network should predict the value of these coordinates $X\left(t_{0}+t_{1}\right)$ in a fixed period of time $t_{1}$ after the current moment.


Figure 2.13: The typical architecture of a Neural Network Predictor.
If the object's trajectory is observed, the input will be a sequence of measurements extracted from the observer's frames [Mir13]. $\tau$ equal to the observer inter-frame period or to the observer's frame rate at the power of $1 . t_{1}$ is equal to the time it takes for the object to reach the gripper's workspace.

The neural network trajectory predictor was developed and simulated by the author of the thesis in 2013 [Mir13]. As the initializing parameters were unknown, forward networks were used in the simulation feed. The simulation software and the prediction model were made using MATLAB. Two types of predictors were proposed. The first predictor consists of three separate networks, each with one dynamical input and one output. Each of the networks predict one of the three spatial coordinates. The second predictor includes one network with three references of inputs and three outputs, predicting the values of all three coordinates [Mir13].

Increasing the number of layers to more than two, causes processing time to be increased and does not really increase accuracy. Hence, for a time-critical trajectory prediction application, a neural network with one hidden layer was proposed. The number of neurons that provide the best accuracy for each network was defined in preliminary experiments: 6 neurons for predicting the value in $x_{1}, 2$ neurons for predicting the value in $x_{2}, 6$ neurons for predicting the value in $x_{3}$, and

4 neurons for complex prediction. The standard deviation for the spatial separated prediction was from 26 mm for a highly precise simulated throw up to 74 mm . For a throw of low precision, the mean error for complex prediction was from 24 to 89 mm respectively [Mir13].

The results have also demonstrated some additional aspects of NNTP [Mir13]:

- When HPT is used, the Neural Network comes up with results that can be used in the work of a real catching system.
- More precise throwing causes more precise catching.
- Spatial-separated predictor showed better accuracy than complex predictor.
- The use of more dispersed learning samples provides better training.
- The more careful the measurement of the target parts of the learning trajectories is, the better the training can be.

Processing 100 frames took about 0.7 ms for a complex neural network and about 1.2 ms for a spatial-separated model even within the relatively slow MATLAB application. Such parameters allow the prediction to be recalculated after each new frame. The error size could be rejected by the accurate adjustment of the throwing device, but the disadvantage of the NN is that it is, in fact, a black box. It is hard to interpret the results as NN creates the output function itself based on the training datasets. In this case it will be hard to adapt the prediction mechanism to the changing parameters, e.g. frame rate of the measuring system, shape of the object, etc. A simple and interpretable solution is desirable for the initial construction of the flexible sample-based predictor. One of the simplest and most interpretable methods for sample-based decision-making is $k$ Nearest Neighbors (kNN).

### 2.5.4 Premises for use of nearest neighbors algorithm

The algorithm k Nearest Neighbors (kNN) was initially invented as a technique for pattern classification [Cov67]. Since the 1960s, it has developed into a large family of various algorithms used for various tasks [Bha10]. One of these tasks is to forecast time series (TS). Formerly, use of kNN algorithm for forecasting was studied in [Yak87]. Since then, it has been applied for various tasks that have to do with time series, e.g. weather forecasting [Acc03], predicting road traffic [Guo12] and electricity demand [Alq13, Fuj14], and electrocardiogram analysis [Fae08], etc.

For the nearest neighbors algorithm, the dataset of samples is collected prior to solving the task. The classification task means that the need to associate the input data vector with a specific category exists (the set of categories is finite). For the kNN classification, the dataset has the view $\left.\left.\left\{\mathbf{X}_{1}, Y_{( }\right)\right\},\left\{\mathbf{X}_{2}, Y_{(2)}\right\}, \ldots,\left\{\mathbf{X}_{n}, Y_{( } n\right)\right\}$ where $\mathbf{X}_{i}$ is the input data vector and $Y(i)$ is a category taken from $C=\left\{Y_{1}, Y_{2}, \ldots, Y_{k}\right\}$. When the classification of the current sample $\mathbf{X}_{c}$ is done the task is to define $Y(c)$. If one nearest neighbor (1-NN) rule is used, vector $X_{i}$ from the dataset is taken, which is the most similar to $X_{c}$ (it is called "nearest neighbor"), and its category $Y(i)$ is associated with the current input. "Nearness" or "Similarity" here means that the distance (Euclidean, Manhattan, Mahalanobis, etc.) from $X_{c}$ to $X_{i}$ is smaller than that to any other vector from the dataset. If the number of taken nearest neighbors is more than one, each of them votes for its category, and the category with the maximum number of votes is associated with $X_{c}$.

The Weighted $k$ Nearest Neighbors (WKNN) classifier was proposed in [Bai78]. In this algorithm the vote of each neighbor's weight depends on the distance to $X_{c}$.

The kNN regression algorithm differs from the kNN classifier in the following way: $Y$ here is taken not from the finite set of categories but from the infinite set of real numbers. It could be a scalar or a vector $\mathbf{Y}$. The value of $\mathbf{Y}_{c}$ in kNN regression is calculated as a mean of neighbors' target values:

$$
\begin{equation*}
\mathbf{Y}_{c}=\frac{1}{k} \sum_{j=1}^{k} \mathbf{Y}_{j} . \tag{2.21}
\end{equation*}
$$

In WKNN regression weighting coefficients are added into the model:

$$
\begin{equation*}
\mathbf{Y}_{c}=\sum_{j=1}^{k} w_{j} \mathbf{Y}_{j} . \tag{2.22}
\end{equation*}
$$

Typically WKNN considers all neighbors instead of just the closest, but the weighting coefficients may be applied for a finite subset of examples also. In [Bai78] all the samples from the dataset vote for their categories. In other implementations of the algorithm, only a finite number of nearest neighbors is taken in mind. This allows computational expenses to be decreased.

Time series forecasting is partially a case of regression. Here $\mathbf{Y}$ and $\mathbf{X}$ represent the same parameters but $\mathbf{X}$ corresponds to its values measured in the past, and $\mathbf{Y}$ corresponds to its unknown future values.

In comparison with other techniques, kNN is very promising. The main adbvantages of the kNN are listed below:

1. Independence from physical model: The kNN is purely experience-based approach. It does not require any knowledge about the rules of objects' motion. This is its advantage in comparison with analythical methods (polynomial fitting, physical modelling, Kalman filters)
2. Similarity to human learning: The training principle is similar to how humans learn to catch balls. They collect the knowledge by remembering their previous trials and decide how to catch the ball by remembering the similar examples from the previous experience [Gil99]. Humans are better ball-catchers than any existing robotic system, therefore converging their strategies is a promising way for improving the system.
3. Simplicity of the learning process: In common version of the algorithm previous samples are just stored in the database. In the version described in the next chapters some transformations are added into the learning algorithm, however the main principle stay the same: learning is collecting previous examples in the memory. This is opposite to other intelligent algorithms (e.g. neural networks) where learning means adjusting parameters of a complex model to the sample data. This is a reason for the next advantage.
4. Good interpretability: It is easy to determine the reason for the decision made by the predictor. "we do this forecast because our trajectory C is similar to trajectories of A and B from the database". This reasoning is attractive for the task of trajectory forecasting. The process of an object's flight is deterministic, and in similar conditions the trajectories look similar.
5. Freedom from overfitting: The problem of overfitting occurs in statistical (e.g. polynomial models or Kalman filters) or learning-based methods (neural networks) where any motion models are created. These models have certain parameters, which are adjusted to the sample data. If sample data are erroneous the random deviations of the parameters may be detected as deterministic. In this case prediction model works good with the samples from the learning sampling, but gives high errors while predicting the new trajectories. As no specific process model is used in kNN , it is free from such a problem.
6. Simplicity of the forecasting operation: In case of one nearest neighbor the value of the forecast is simply equal to the corresponding value of the neighboring trajectory. In case of higher $k$ forecasting include the operation of addition. No complicated mathematical operation like curve fitting is required. Humans also do not make complicated calculations in order to catch the ball, so it is possible to avoid complicated models and forecast the trajectories well.

The main issue in implementing an NN-based predictor is due to the requirement that the current trajectory must be compared with all the trajectories from the dataset. This means that if the dataset is large, the volume of computations will be incredibly large. This means the memory requirement for processing the datasets would also be quite large. To overcome these issues, various improvements to the basic algorithm are made in [Bha09]. In [Bha09] the approaches primarily deal with classification instead of regression. All of the versions of the algorithm are divided into structured and structureless techniques. In the structureless techniques, the database is considered to be an integral set, and the same procedure of distance calculation is applied to all samples. The size of the dataset is decreased by eliminating the samples that are overly similar to other samples, and this means the potential information that they store is already contained in other samples [Chi79, Alp97, Ang05]. In structured techniques the dataset is transformed so that the algorithm can be executed more quickly. Usually the set is partitioned using of some tree-based partitioning techniques [Spr91]. The leaves of the tree contain information about neighboring samples and internal nodes are used to guide a quick search for the nearest neighbors. Most of the tree-based partitioning techniques deal with leaves formed by the member of specific class, and are therefore inapplicable for regression and time series forecasting. The tree structure is discrete, so it may lead to discretization errors.

In general, the kNN algorithm is a promising technique for trajectory forecast. What it lacks due to the increase in the volume of calculations is eclipsed by the specific advances it demonstrated during the research. A more detailed description of the development of these changes is given in chapter 4.

## 3 Observing object trajectory

The final evaluation of the prediction algorithm is done based on catching experiments. The percentage of successful catches shows the usability of the whole approach, but this does not tell us anything about the quality of the separate parts of the system: observer, predictor, pathplanner, etc. This information may be obtained in a numerical simulation of the process if it represents the process more-or-less accurately, or by comparing the results with available ground truth data, i.e. the data that is measured with high precision and is independent of the prediction results. Therefore, information on the process of the flight and its observation is required.

This chapter concentrates on an exploration of observer accuracy. The experiments that are described aim to determine what will be the measurement error's influence on the predictor and how this influence can be decreased. The prediction itself is examined in chapter 4. Another significant aspect of this chapter is the description of the trajectory datasets. Learning-based prediction requires a set of example trajectory measurements. This set is acquired during the throwing experiments described in this chapter.

The throwing experiments are described in section 3.1. This section mainly contains the technical information about the throwing device, the cameras and the algorithms that allow the threedimensional (3D) model of the trajectory to be obtained from the camera measurements. This information is the base with which an exploration of the accuracy in further sections will be done. In section 3.2 , the positioning accuracy for a static ball on a single image pair is discussed. In section 3.3, the accuracy model is extended for the tracking of airborne balls.

### 3.1 Throwing experiments

Throwing experiments have two main goals. They provide a dataset of sample trajectories for predictor learning and allow the properties of the observed trajectories to be explored, most importantly the observer accuracy. Experiments were conducted based on the available setup at the Institute of Computer Technologies at Technische Universitaet Wien. This setup consists of the throwing device and two digital cameras (IDS uEye UI-3370CP with $2048 \times 2048$ resolution) integrated into a stereo pair. Both cameras and the throwing device are controlled from a desktop personal computer (PC). The control of the cameras and the throwing device is performed via a universal serial bus (USB) and an RS-232 interface respectively. The cameras are triggered by the single generator and are synchronized. The throws were done by the device described in subsection 3.1.1. Subsections 3.1.2 and 3.1.3 describe how the flight is observed by the vision
system and how the reference of the object 3D positions is extracted from the camera images. Subsection 3.1.4 contains an overview of the acquired sample trajectories.

### 3.1.1 Throwing

The throwing device was constructed by Martin Pongratz and Gilbert Markum [17, 18]. A photo of it is shown in figure 3.1. The energy of throw is provided by the tension of two springs, which pull the catapult cup with the ball. The tension is provided by the electromechanical drive which is connected to the cup by the solenoid magnet. The throw takes place if the controller switches to the solenoid. It releases the catapult cup. The motor may adjust the launching position to reach the needed values of tension.


Figure 3.1: Throwing device used in the experiments.

To explore the trajectory, it is valuable to know what the velocity of the thrown ball was. If the vector of the throwing velocity of the object is the same every time, the trajectory of the object will not vary from time to time according to the motion models 2.10 and 2.8 . TA real thrower deviates in the throwing velocity, therefore, the actual trajectory may vary from time to time. The variation in the measured launching velocity can give a perception about the variation of the trajectory. Also this variation can be used as a base for modeling the trajectory deviations within the process simulation.

The velocity is obviously dependent on the spring?s tension. At the moment of release, the potential energy of the tightened spring $E_{p}$ transforms to the kinetic energy of the flying object $E_{k}$. The relationship between the energy, spring tension and object velocity is summarized in the equations 3.1 and 3.2 that are simple school physics.

$$
\begin{align*}
E_{p} & =\frac{k d^{2}}{2} .  \tag{3.1}\\
E_{k} & =\frac{m v^{2}}{2} . \tag{3.2}
\end{align*}
$$

Here $k$ is the restitution coefficient, $d$ is the linear extension of the spring, $F$ is tension force, $m$ is object mass, $v$ is the value of object velocity. The tension force is equal to the product of linear extension and restitution coefficient according to Hooke's law:

$$
\begin{equation*}
F=k d . \tag{3.3}
\end{equation*}
$$

As a combination of equations 3.1 and 3.3 , the relationship of the spring's energy and tension force is:

$$
\begin{equation*}
E_{p}=\frac{F^{2}}{2 k} . \tag{3.4}
\end{equation*}
$$

As the values of $E_{p}$ and $E_{k}$ are ideally equal, according to the energy conservation law, the known value of the force allow the launching velocity to be estimated:

$$
\begin{equation*}
v=\frac{F}{\sqrt{k m}} \tag{3.5}
\end{equation*}
$$

In reality, the value of $v$ will be a little bit lower due to energy losses. In the calibration experiments, the object was thrown with a specific force, and light barriers were used to measure the launching velocity that corresponds to this force [Mar16]. The following empirical dependence between tension force (in newtons) and launching velocity (in meters per second) was determined in these experiments [Mar16]:

$$
\begin{equation*}
v=0,1179 F-3,759 . \tag{3.6}
\end{equation*}
$$

The opposite equation may be used to define tension force from the nominal velocity [Mar16]:

$$
\begin{equation*}
F=8,48 v+31,92 . \tag{3.7}
\end{equation*}
$$

The maximum nominal throwing velocity of the machine (achieved with maximum tension of the springs) is about $10 \mathrm{~m} / \mathrm{s}$ and corresponds to 115 N according to equation 3.7.

Two light barriers are positioned in front of the cup in 10 cm one after another. They signalize when the object y through them. Time difference between interceptions of the ball with light barriers allow estimating the actual launching velocity of the object (see equation 2.18). A comparison of the velocity values measured by the light barriers system with the nominal tension values shows that deviations in launching velocity achieve $0.5 \mathrm{~m} / \mathrm{s}$, e.g. when the nominal velocity was set to $4.5 \mathrm{~m} / \mathrm{s}$, the actual values measured by the light barriers were distributed in a range from 4.2 to $5.1 \mathrm{~m} / \mathrm{s}$. A comparison of the measured and nominal throwing velocities based on the throwing experiments is given in table 3.1 and figure 3.2. In figure 3.2, the histograms showing the deviation of the measured velocity from the nominal value are plotted, and in table 3.1, the numerical values for the systematic error component and the standard deviation are given.


Figure 3.2: The histogram of throwing deviations for three series of experiments.

Table 3.1: The deviations of the throwing velocities for the three series of experiments.

| Dataset | November 2014 | May 2015 | August 2015 |
| :--- | :---: | :---: | :---: |
| Number of samples | 169 | 95 | 111 |
| Systematic error | $-0.25 \mathrm{~m} / \mathrm{s}$ | $-0.19 \mathrm{~m} / \mathrm{s}$ | $-0.06 \mathrm{~m} / \mathrm{s}$ |
| Standard deviation | $0.16 \mathrm{~m} / \mathrm{s}$ | $0.33 \mathrm{~m} / \mathrm{s}$ | $0.33 \mathrm{~m} / \mathrm{s}$ |

These results show that both the systematic and random component of the errors achieve several tens of $\mathrm{cm} / \mathrm{s}$. A systematic error may be connected with the change of spring elastic properties with time and calibration errors. It may be seen that the systematic error component becomes smaller with time, but it in fact seems to be an accidental correspondence. The standard deviation in second and third series become worse. The reason could be that the adjustment of the mechanical components of the device become worse with time (e.g. the springs are deformed with time). Last set of the experiments made after creating all the datasets showed that finally the catapult precision became extremely bad: the actual velocity was achieving more than $6.5 \mathrm{~m} / \mathrm{s}$ while the nominal one was set to $5 \mathrm{~m} / \mathrm{s}$. Before collecting each new dataset, the throwing device was greased and adjusted. Note that this data shows the deviation of the velocity component in the direction perpendicular to the planes of light barriers. Improvements to the quality of the catapult is not the goal of this thesis. This is particularly due to the fact that in further development of the system it could be replaced by a robotic thrower. This information is of note to understand the deviations in available throwing devices. The frontal light barrier on the throwing device is used to detect the moment the throw has begun. Interception of the ball with it is triggering the camera system.

### 3.1.2 Tracking

The task of the observer is to acquire reference images that include the flying ball and to extract a reference of object positions in space from these images. At the learning stage, this reference is required as a sample of the trajectory. When the transportation system is functioning, the reference of the 3 D coordinates at the beginning of the trajectory are used as an input for predicting further values. The process of image acquisition is the scope of this subsection, and the extraction of the 3 D coordinates is examined in the next. The main issues of tracking are
the need to detect the object in the image and the hard time constraints, e.g. the current frame must be processed before the next one arrives.

Two monochrome cameras with a resolution of $2048 \times 2048$ pixels (IDS uEye UI-3370CP) are used to observe the flight. They are connected to a common desktop personal computer (PC) via the USB port. The image processing application from [Goe15] was used in the system. Processing $2048 \times 2048$ images takes some time. This limits the available frame rate to 80 fps [Goe15, p.36]. Time expenses are due to data transmission via the USB cable and the complexity of the image processing algorithms. The influence of both of these factors is strongly related to the size of the image. To increase the frame rate limitations, just a small area of interest (AOI) is processed by the algorithm not the entire image.

There are basically two AOI: the camera AOI (C-AOI) and the algorithm AOI (A-AOI). The C-AOI is a part of a camera sensor that is used to capture the image, and the $\mathrm{A}-\mathrm{AOI}$ is the part of the acquired image where the search for the image of the ball is done. Due to the limitations of the camera hardware, the C-AOI could not be changed during tracking; it can only be set prior to the procedure. Another hardware limitation is that the borders of the C-AOI may only be set in one dimension of the image. In another it should cover all 2048 pixels. The size of the C-AOI is $800 \times 2048$ pixels [Goe15, p.36]. The $800 \times 2048$ pixel images are sent from the camera to PC at the available frame rate of 110 fps .

The A-AOI is a part of the C-AOI. It is a sub field in the camera image, which is processed by the circle detection algorithm. The size of A-AOI is $300 \times 300$ pixels [Goe15, p. 37]. The initial position of the A-AOI in the image is set in such way that it covers the area of the second light barrier, i.e. the ball will reach it right when the throw has begun. After processing each new frame, the position of the A-AOI in the image is recalculated according to the new position of the ball. This hierarchical use of the AOI concept allows the frame rate to be kept at 110 fps . The illustration of the C-AOI and moving A-AOI is given in figure 3.3.

The new position of the A-AOI in the image is defined from the previous one. For this purpose, the fast algorithm of ball positioning in the image is applied. A sample image of the scene is made prior to the throw. After receiving the new frame, the fast tracking algorithm calculates the difference between the last image and the part of sample image that corresponds to the current A-AOI. The centroid of a difference image is assumed to be the pixel position of the ball center. It is inserted into a linear Kalman filter which determines the most probable ball position in the next image. This position is set as the center for the new A-AOI. Ideally the difference image is equal to the ball's appearance, but in reality this is not the case due to the flickering of the lightning system and the influence of the background objects. Various objects in the scene have different brightness values compared to the ball. When the ball is flying behind objects that have a similar level of brightness, work of the algorithm is distorted. The fast tracking algorithm is accurate enough to avoid dropping the ball out of the AOI, but it cannot provide accurate data about the ball's position in the image.

Despite that, background subtraction is a helpful stage in image processing. It decreases the influence of the background objects on the accuracy of the ball positioning. How an image looks after background subtraction is shown in figure 3.4.

Accurate ball positioning in the image is implemented in two steps. First of all, the Canny edge detection algorithm [Can86] is used to get a so-called ?edge image?. Edges are points in the images, where the intensity (lightness of the pixel) changes drastically. In a simple edge image, each pixel contains a zero if there is no edge at a point or a one if there is an edge at the point.


Figure 3.3: Illustration of the AOI usage; the black areas in the figure correspond to the parts of the camera sensor matrix, which are not used for image acquisition; the rectangle drawn with bold lines shows the initial position of the A-AOI in the image; it lies strait above the frontal light-barrier; rectangles drawn with thin lines show the reference positions of the AOI recalculated during the flight, the position of the AOI in the image first ascends with the ascending motion of the ball and then descends with the descending motion of the ball.

In advanced edge images, the value in the edge pixel shows the direction of edge to be normal at this point. Edges may correspond to the contour of the objects. In the case of ball tracking, they show the circle corresponding to the contour of the ball. Example edge images are shown in figure 3.5. In the first row of results, the Canny edge detection is applied to the input image. In the second row, it is applied to the difference image. It can be seen that background subtraction decreases the number of noise edges (i.e. edges, which do not correspond to the ball contour), however it adds noise inside the ball.

The second step consists of positioning the ball center inn the edge image. Each edge point shows the possible line that could include the circle radius. Therefore, the three points of ideally accurate edge image (i.e. an edge image, which precisely represents the circle contour and nothing more) are enough to define the circle center position in the image. A real edge image is distorted by the


Figure 3.4: Results of the background subtraction: the original image is on the left, and the image after subtraction is on the right. It can be seen that background objects are still visible in the image to the right. This is an effect of the blinking illumination (outside the ball's image) and is the result of subtracting it from the monochrome ball surface (inside the ball's image). The circular image is in fact the difference between the ball's intensity and the background covered by the ball.


Figure 3.5: Example results of the edge detection for the same image with (higher row) and without (lower row) background subtraction.
edges of background objects, ball texture and the shadows of the object. Specific algorithms are intended to extract circle centers from such noisy images.

A Hough transform (proposed in [Hou62]) is a common approach for extracting features from a large array of noisy data (particularly for extracting shapes from the images). In this approach the required feature (a circle) is defined by the minimum set of parameters (for the circle these are pixel coordinates of the center and radius $\left.\left\{\binom{w_{1}(0)}{w_{2}(0)}, r\right\}\right)$. These three parameters are forming the 3 D space, which is called the accumulator [Hou62]. The accumulator is discretized i.e. it is divided into cells of a $\left\{\binom{w_{1}(1)}{w_{2}(1)},\binom{w_{1}(2)}{w_{2}(2)},\binom{w_{1}(3)}{w_{2}(3)}\right\}$ to the circle with the specific values of $\left\{\binom{w_{1}(0)}{w_{2}(0)}, r\right\}$.

$$
\begin{equation*}
\left\{\binom{w_{1}(1)}{w_{2}(1)},\binom{w_{1}(2)}{w_{2}(2)},\binom{w_{1}(3)}{w_{2}(3)}\right\} \mapsto\left\{\binom{w_{1}(0)}{w_{2}(0)}, r\right\} . \tag{3.8}
\end{equation*}
$$

Each possible combination of three points votes for the specific cell of the grid. This means that each cell has a specific rating, which is set to zero at the beginning. When certain set $\left\{\binom{w_{1}(i)}{w_{2}(i)},\binom{w_{1}(j)}{w_{2}(j)},\binom{w_{1}(k)}{w_{2}(k)}\right\} \mapsto\left\{\binom{w_{1}(m)}{w_{2}(m)}, r\right\}$ the rating of the accumulator cell including the point $\left\{\binom{w_{1}(m)}{w_{2}(m)}, r\right\}$ is incremented. After searching through all possible triplets of the points at the center of the cell with the highest rating is associated with the parameters of the circle. If there are multiple circles in the image, the cells with a rating higher than the specified threshold value are chosen.

The application of Hough transform to ball tracking, proposed in [Kim75, Sca05] and applied in [Bar09, Pon09], is a little bit different from the algorithm described above. It uses three specific features: the assumption that the ball's contour is the only circle in the image or at least the strongest one, the fact that the value of $r$ is not required for further processing and information about edge normal that is included in the edge image. Each edge normal corresponds to one possible line on which the center of the ball is lying. The accumulator is 2 D instead of 3 D , and the size of the cell grid is equal to the size of the edge image. In fact, the accumulator itself is a grayscale image. The values of the accumulator pixels are set to zero in the beginning. Then all edge pixels are processed iteratively. For each edge pixel, the corresponding edge normal is mapped onto the accumulator image. The pixels of the accumulator image that are covered by the normal, increment their intensity. After processing all edge pixels, the accumulator image is smoothed by the Gaussian filter. This allows the influence of errors to be decreased. Then the point with the highest intensity on the accumulator image is assumed to be the center of the ball in the camera image. An example of the sequence of the corresponding input image, edge image accumulator image and ball center projection for 2D Hough transform is shown in figure 3.6.


Figure 3.6: An example of 2D Hough circle recognition. From left to the right the following images are shown: a basic image, an edge image, an accumulator image and a basic image with a center of the ball projection.

The advantage of 2D Hough ball detection when compared with the classical Hough circle is the lower amount of calculations. The accumulator space is also 2D instead of 3D, and the loop includes the processing of each edge pixel instead of each possible triplet of edge pixels. However, it is unfortunately less robust and does not allow the radius to be estimated although that may be done afterwards. Because of the complicated scene, the 3D Hough was applied instead of the 2 D .


Figure 3.7: RANSAC ball recognition for three sample images shown in the first row. The second row shows the results of background subtraction. The third row consists of the edge images. The fourth row shows the projections of randomly generated circles onto the image plane. Finally, in the fifth row the chosen circles are projected onto the initial images.

RANSAC is a common technique for fast random-based fitting in the large dataset. It was proposed in [Fis81]. Its application to ball recognition is also based on mapping as in equation 3.8. Here the triplets of edge points are chosen at random, and the hypothetical circle is constructed according to this mapping. All other edge points are fit to this circle. If the fit is bad, the described operation is repeated until a sufficient fit is obtained. This method does not guarantee the best fit, but in practice it usually requires less computations than Hough. The visualization of full reference of RANSAC ball recognition is given in figure 3.7. Each of three columns represent a process of center extraction from the single image: image taken just after the throw (left column), image taken in the middle of the trajectory (central column) and image taken in the catching area (right column) In the first row images themselves are presented, then goes the results of background subtraction (second row), the results of edge detection (third row), the set
of RANSAC-generated hypothetical circles (fourth row). In the last row the chosen circles are projected onto the initial images.
Both the edge detection and ball center positioning (either Hough-based or RANSAC-based) steps are computationally expensive but are easy to parallelize; therefore, they are implemented in the graphic processing unit (GPU) using C++ CUDA library by Goetzinger [Goe15]. In the experiments that test the performance, the maximum execution time for the sequence of image processing operations (including background subtraction, canny edge detection and either Hough or RANSAC circle detection) does not, in most cases, exclude 10 ms [Goe15, pp. 77-78]. An analysis of the accuracy characteristics for the image processing algorithm is done in section 3.3.

### 3.1.3 Triangulation

When the ball's center coordinates are extracted from both images, stereo vision is then applied to determine its 3D position. The operation of determining the object?s spatial position from its pixel positions in both images is called stereo triangulation. ${ }^{1}$ This operation uses the camera?s intrinsic parameters (focal length, distortion coefficients, etc.) and information about the relative location of the cameras (distance and rotation angles) as necessary inputs for stereo reconstruction. The values of these parameters are obtained prior to the observation during the calibration procedure. Stereo triangulation is a reversal of the operation of point projection in the image. According to the pinhole camera model from the geometrical optic, the position of the 3D point in the image plane is expressed by the following system of equations [Sze09, p.59]:

$$
\begin{align*}
& u_{1}=\frac{f}{x_{3}} * x_{1}, \\
& u_{2}=\frac{f}{x_{3}} * x_{2}, \tag{3.9}
\end{align*}
$$

where $f$ is camera focal length, $\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ is a vector of 3D point coordinates in the camera coordinate system and $\binom{u_{1}}{u_{2}}$ is a vector of plane coordinates of point projection on the image plane (note that this is not equal the pixel coordinates of the point). In homogeneous coordinate system it is expressed by the following matrix equation [Sze09, p.50]:

$$
\left(\begin{array}{c}
u_{1}  \tag{3.10}\\
u_{2} \\
1
\end{array}\right)=\left(\begin{array}{llll}
f & 0 & 0 & 0 \\
0 & f & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right) *\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
1
\end{array}\right) * \frac{1}{x_{3}} .
$$

This means that if $f$ and $\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ of the point is known, the coordinates of its projection in the image plane may be found. The calculation of the pixel coordinates of the points projection is made using the following equation below $[6,19]$.

[^1]\[

\left($$
\begin{array}{c}
u_{1}  \tag{3.11}\\
u_{2} \\
1
\end{array}
$$\right)=P * F * W *\left($$
\begin{array}{c}
y_{1} \\
y_{2} \\
y_{3} \\
1
\end{array}
$$\right) .
\]

Here $\left(\begin{array}{l}y_{1} \\ y_{2} \\ y_{3}\end{array}\right)$ is a vector of point coordinates in a world 3D coordinate system, $P$ is 3 by 3 matrix for transformation from pixel coordinates to geometric coordinates of the image plane. The value of $P$ is determined by the linear size of the pixel element on the sensor and the coefficients that express the radial distortion of the camera lens system. $F$ is a 3 by 4 projection matrix similar to the matrix from equation 3.10 and $W$ is a 4 by 4 matrix for transforming the 3D coordinates from the system in which they are initially defined to the system connected with the camera's optical center. These matrices are determined by the following parameters [6]:

- The focal length of the camera $f$,
- The position of the pixel coordinates origin in the image plane $\mathbf{C}=\binom{c_{1}}{c_{2}}$
- The linear size of the pixel element in the image sensor $\mathbf{D}=\binom{d_{1}}{d_{2}}$,
- The coefficient vector expressing the distortion of the camera lens system $\mathbf{K}=\left(\begin{array}{l}k_{1} \\ k_{2} \\ k_{3} \\ k_{4} \\ k_{5}\end{array}\right)$,
- The angle $\alpha$ expressing the skew of the pixel element if this element is a parallelogram but not a rectangle.

All of these parameters are determined via the camera calibration procedure. Their effect on the transformation matrices is not discussed here due to its complexity. It is only necessary to mention that when these parameters are known the calculation of the point projection in the image can be made [6].

$$
\left\{\left(\begin{array}{l}
x_{1}  \tag{3.12}\\
x_{2} \\
x_{3}
\end{array}\right), f, \mathbf{C}, \mathbf{D}, \mathbf{K}, \alpha\right\} \mapsto\binom{w_{1}}{w_{2}} .
$$

Here $\binom{w_{1}}{w_{2}}=\mathbf{W}$ is a pixel coordinate vector of the point projection on the image. Reverse mapping from known $\{\mathbf{W}, f, \mathbf{C}, \mathbf{D}, \mathbf{K}, \alpha\}$ to $\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ is not possible as the specific point on the projection plane corresponds to an infinite number of points in 3D space lying on a single ray that start from the projection point and include the optical center of the camera as discussed in
subsection 2.3.4. If the coordinates of the point projection onto the images from two different cameras are available, then the following mapping is possible [6]:

$$
\{\mathbf{W}(1), f(1), \mathbf{C}(1), \mathbf{D}(1), \mathbf{K}(1), \alpha(1), \mathbf{W}(2), f(2), \mathbf{C}(1), \mathbf{D}(1), \mathbf{K}(1), \alpha(2), \mathbf{T}, O\} \mapsto\left(\begin{array}{l}
x_{1}  \tag{3.13}\\
x_{2} \\
x_{3}
\end{array}\right) .
$$

Here $\mathbf{T}=\left(\begin{array}{c}t_{1} \\ t_{2} \\ t_{3}\end{array}\right)$ is a translation vector that expresses the location of the second camera optical center in the coordinate system connected with the first camera optical center. $O$ is a $3 \times 3$ matrix that expresses the rotation of the second camera's optical axis compared to the first camera's optical axis. The other items on the left side correspond to the respective calibration parameters of the first and the second cameras. The values of $\mathbf{T}$ and $O$ are obtained during the stereo calibration.

The range is mainly obtained based on the range-disparity equation [Liu06]:

$$
\begin{equation*}
x_{3}=\frac{f * b}{d} \tag{3.14}
\end{equation*}
$$

Here $b$ is a baseline of the camera system equal to the norm of $\mathbf{T}), f$ is the focal length of the first camera, $d$ is the disparity between the point positions in the two images. The disparity in this equation is expressed in image plane coordinates, i.e. it is equal to the difference between the point vectors in the planes of two images:

$$
\begin{equation*}
d=\sqrt{\left(u_{1}(1)-u_{1}(2)\right)^{2}+\left(u_{2}(1)-u_{2}(2)\right)^{2}} \tag{3.15}
\end{equation*}
$$

Note that $\binom{u_{1}(1)}{u_{2}(1)}$ in this equation is expressed in the coordinate system connected with the first camera and $\binom{u_{1}(2)}{u_{2}(2)}$ is expressed in the coordinate system connected with the second camera.

The calibration of the camera system (i.e. obtaining the values of $\mathbf{W}(1), f(1), \mathbf{C}(1), \mathbf{D}(1), \mathbf{K}(1)$, $\alpha(1), \mathbf{W}(2), f(2), \mathbf{C}(1), \mathbf{D}(1), \mathbf{K}(1), \alpha(2), \mathbf{T}, O)$ may be done in MATLAB using the Bouguet camera calibration toolbox [6] or the Mathworks camera calibrator [14]. The Mathworks application is faster and easier to use. The calibrator's disadvantage is that the code of computations is hidden. The Bouguet code is free, so it was a base for the $\mathrm{C}++$ function that implements the stereo triangulation. The calibration for the experiments was done with the Mathworks calibrator, and the results were used as the setting parameters for the $\mathrm{C}++$ triangulation function.

### 3.1.4 Acquired datasets

Several separate series of throwing experiments were done in order to collect trajectories to explore their properties and to learn about the predictor. Based on the experiments, three main datasets were collected. These three series were already mentioned in table 3.1 as they allowed the thrower's accuracy to be estimated. The first dataset with 169 trajectories was obtained in December 2014 with cameras positioned opposite of the throwing device (figure 3.8, a). The
nominal throwing velocity was set to $4.5 \mathrm{~m} / \mathrm{s}$, and the measured values varied from 4.3 to 5.1 $\mathrm{m} / \mathrm{s}$. Further exploration of the accuracy showed that the positioning errors are critical if the cameras are far from the object (subsection 3.3.2). Therefore, several more throwing experiments were performed in another setup. The cameras were positioned in such a way that the throwing device was between them (figure 3.8.b). The cameras' optical axes are nearly horizontal and nearly parallel to one other.


Figure 3.8: The relative locations of the cameras and the throwing device.

The second dataset based on the second setup was acquired in May, 2015, and consisted of 95 trajectories. The trajectories were recorded with several different launching velocities ( $4,4.25,4.5$, 4.75 and $5 \mathrm{~m} / \mathrm{s})$. It was assumed that the velocity of $4.5 \mathrm{~m} / \mathrm{s}$ was used in catching experiments, and the other values were only for learning ${ }^{2}$. The range of trajectories in the learning set should be wider than in real conditions in order to avoid the fringe effect. The overall range of the measured launching velocities is 3.7 to $5.3 \mathrm{~m}=\mathrm{s}$. The third dataset was acquired in August, 2015, with the same setup. A more advanced algorithm was applied for image processing. In the second setup, the images were processed based on the algorithm 2D Hough transformation, and the second setup image was processed with a fast and more accurate GPU implementation from [Goe15]. An exploration of the observer's accuracy was done using the second dataset, but the results of this exploration were then replaced by the same results from the third dataset. The third dataset is primarily investigated in further sections. The number of trajectories acquired for this set with various nominal velocities is listed in table 3.2. Another dataset was obtained in September, 2015, in order to define how the robot's motion inside the field of view influence the trajectory's capture. The results of this experiment are briefly discussed at the beginning of section 3.3.

[^2]Table 3.2: The parameters of the acquired datasets.

| Nominal throwing <br> velocity, $m / s$ | \# of samples |
| :--- | :--- |
| 4.00 | 22 |
| 4.25 | 22 |
| 4.50 | 22 |
| 4.75 | 23 |
| 5.00 | 22 |
| Overall | 111 |

The trajectory representation in the database consists of several data units. The main unit is a reference of the object coordinates measured in the camera coordinate system. It is a matrix with 100 rows (each row corresponds to one acquired frame) and 3 columns (each column corresponds to one spatial dimension in a camera-related coordinate system). If there were no coordinate measurements in a frame (e.g. because the ball was out of the field of view at that moment), the values in this row were set to zero. Further tracking of the ball after the 100th frame was not kept because in those cases the ball was already out of the robot's workspace at that moment. In some trajectories with low throwing velocities, it has already rebounded from the floor. Besides the coordinate references, some additional parameters of each trajectory are stored in the database. These are mainly associated with trajectory pre-processing, e.g. the positions of the C-AOI and A-AOI in an image plane, timestamps, the pixel coordinates of the ball center, etc. These parameters also include the nominal and measured values of the launching velocity.

### 3.2 Accuracy of positioning static object

This section and the following one investigate the accuracy of the 3D ball?s coordinate extraction from the images. This information is crucial for the further development of the prediction algorithm. This accuracy will now be examined in the situation where a ball is static in space. Section 3.3 extends the accuracy model to the flying ball. The reason for investigating static accuracy is because the static ball may be very precisely positioned in space. The measured position of the ball may be compared with its actual position set by the mounting equipment. This comparison allows the accuracy to be explored, but it does not take specific factors into account that influence the position of the moving objects, e.g. motion blur, errors in background subtraction, etc. An analysis of these factors is given in the next section.
[Lee02] defines the following three sources of errors in stereo positioning:

- Calibration errors (CE): They are connected with the incorrect estimation of the intrinsic and extrinsic parameters during calibration. For example, if the linear size of the support object used in calibration (e.g. the grid size of a chessboard used in the Zhang calibration $[6,14])$ is measured inaccurately, it may distort the linear distances in a reconstructed scene.
- Quantization errors (QE). One pixel corresponds to a certain area of an image. It is not possible to determine precisely where the point actually is in that area. When the
triangulation is done it is assumed that the point position corresponds to the pixel center. The difference between pixel centers shows the variation of point coordinates.
- Image processing errors (IPE). In [Lee09] the errors in stereo matching, i.e. the procedure of determining the pairs of pixels on left and right side of the images, are in this group. As previously mentioned, there is no specific step for stereo matching in the algorithm. The pixel positions of the ball?s center in both images are determined by the Hough or RANSAC circle extractor. The algorithms for edge detection and circle extraction do not provide $100 \%$ accurate pixel positions of the centers. Therefore, IPE are considered to be errors in these algorithms.

A set of experiments was performed in order to define the accuracy of the vision system [Pon15]. The aim of experimental setup was to create an environment that allowed object coordinates measured by the camera system to be compared with the information about their real values. This is provided by the mounting equipment that allowed the object to be accurately positioned in space.

The base for the mounting is a horizontal planar plate made from glass and pasted on millimeter paper. The spherical objects are mounted on the pedestals at a specific height (Figure 3.9, a). These pedestals allow the ground-truth position of the sphere to be defined in a vertical dimension. The ground-truth accuracy in two horizontal dimensions is provided by positioning the pedestals on millimeter paper (Figure 3.9, b). Small cracks at the base of the pedestals allow it to be adjusted with the millimeter grid. The millimeter plate was positioned under the area of the object's flight. Therefore, the setup allows the accuracy of the object's positioning in the area of flight to be defined (Figure 3.10). The camera positions were similar to the positions shown in figure 3.8, b.

The origin point of the stereo camera coordinate (SCC) system was put at the center of the baseline. Prior to estimating the accuracy of the ball's positioning, the relative location of the mounting equipment in the camera coordinate system was defined. In order to get the position of the ground plane with the millimeter paper in the SCC system, a number of points on the grid are taken. Their pixel positions in the images are taken manually. Then their SCC are calculated by stereo triangulation. The plane fitted to these positions represents the position of the millimeter plate in SCC. The quality of fit primarily allows the influence of QE to be estimated. A total of 18 points were picked from the distance of 0.57 to 1.72 meters from the baseline. At the furthest distances, the nodes of the millimeter grid are not visible in the images, and at the closest distance, there are no points visible to both cameras. The distance from the points to the fitted plane does not exceed two millimeters, and the standard deviation achieves 0.7 mm .

Other errors extracted from this data are errors in the estimation of the distances between the points of interest by stereo triangulation. The points were taken at a distance of 200 mm from each other and were taken for the plane estimation. In the first computational experiment, it was revealed that the distance $\hat{d}$ estimated by stereo triangulation has a systematic error component compared to the real distance $d$ :

$$
\begin{equation*}
\hat{d}=0.997 * d . \tag{3.16}
\end{equation*}
$$

In other words, when the actual distance is 200 mm , the triangulation is 199.3 mm , for 600 mm it is 597.9 , etc. An analysis of the calibration data showed that the reason for such errors lies in the

a. Pedestals for mounting the object

b. Positioning of the object on millimeter plate

Figure 3.9: The setup for the accurate positioning of the spheres in space. The spherical objects are mounted on the pedestals with precise height (subfigure a). The pedestal in the right bottom corner of figure a. is intended for the self-lighting sphere. Accurate positioning in the vertical dimension is provided by the pedestals while accurate positioning in two horizontal dimensions is provided by the millimeter plate. Subfigure b show an example of accurate object positioning in space: the pedestal is put into specific position on the plate. In other cases the objects on various pedestals were put into various positions.
incorrect measurement of the grid size on the calibration checkerboard. An error of approximately 50 microns led to this distortion. After the second measurement of the checkerboard with a high-precision caliper, there was no significant systematic error component that was found in the distance estimation. The random error component achieves 0.5 mm , which is seemingly connected with QE.

After this preliminary stage, the sphere-positioning experiments were conducted. At the first stage, the spheres were illuminated by four 500 W halogen flood lights. These were the same flood lights that were used for illumination in the throwing experiments. An example image made at this stage is shown in figure 3.9. The standard deviations of the ball positioning with Hough transformation achieved 3.6 mm . Mostly, the errors were about 1.2 mm . Only in two points, which lie in front of the baseline, the error achieved values of more than 5 mm . (Clarify and split up the sentence into smaller sentences). It is possible that the reason for such a large value could the asymmetrical lighting that distorts the results of the edge detection and circle extraction.

To determine the influence of the lighting conditions, the second stage of experiments was con-


Figure 3.10: Positioning of spheres in the area of observing trajectory.
ducted. The glowing sphere without external illumination was used here. An example pair of images captured in such conditions is shown in figure 3.11. The value of standard deviation for the glowing spheres achieved 2.3 mm . Except for the external-lighting set, no drastic increase in error was detected near the baseline. As the tennis ball is not self-lit, an external lighting setup has to be used. To avoid lighting asymmetry, it is recommended that the throwing position not be put closer than 0.6 meters to the baseline, which is the distance, where the asymmetric lighting appears, and to use dispersed light sources.


Figure 3.11: Image pair for acquired position of self-lightning sphere.

Therefore, the positioning of the computationally extracted ball centers is more erroneous than the positioning of the manually extracted grid points. This increase in errors is obviously connected to the image processing errors at the stage of the pixel coordinate extraction of the ball's center. These experiments ignore several factors, e.g. the motion blur when the object is flying, errors of background subtraction while tracking the moving object and the increase of quantization errors at distances of more than 1.72 m . It was not possible to define the pixel positions of the point of origin at such distances. An exploration of these factors and the overall accuracy of the
positioning of the flying balls is given in section 3.3.

### 3.3 Accuracy of positioning the flying object

The experiments described in the previous section mainly deal with the theoretical perception of the accuracy of the vision system. Now the errors detected in a real situation will be analyzed. This analysis is challenging as there is no ground truth data about the real object's position at each moment in time. Many errors may be detected as they distort the smoothness of trajectory curve, as discussed in section 2.1. This curve cannot be accurately defined analytically, but it is smooth. Another way to estimate the errors is by fitting the datapoints to the simplified motion models. This may not be incredibly accurate as these models do not exactly represent object motion. However, if these models are generally more precise than the vision system, the quality of fit may deliver information on the observer's accuracy.

The errors of the separate processing steps may be detected by a visual analysis of the intermediate images. The quality of edge detection may be evaluated by comparing the edge image with the edges of the ball in the original images. The quality of the RANSAC or Hough circle extraction may be evaluated by projecting the circles that were found on the initial images. For example, the visual analysis of the images from figure 3.7 show that the edge detection algorithm has some noise, but the RANSAC estimation delivers reasonable results. The disadvantage of this visual analysis is that it is done by a human and cannot deliver unbiased information. However, it does allow some obvious tracking errors to be detected.

One other way of providing more accurate data for comparison and validation is specific to RANSAC. As RANSAC does not provide the same results for various runs, multiple runs give multiple hypotheses about the ball?s center position. A correct statistical estimate based on these hypotheses is more accurate than the result of a single RANSAC run. The results of multiple measurements are noisy and are not supported by the ground-truth motion model and prior statistical knowledge, e.g. probability density function. According to [Kay93, Hla12 p.11-12], the least squares (LS) estimation should be used in such conditions. The least squares estimate for the static parameter with unknown random noise is equal to the mean of measurement results [Hla12 p.7]. In the current estimator, the mean is replaced by median. The median and mean estimation give similar results, but the median is more robust to outliers. The median of 1000 RANSAC runs was used while forming the database, and any further increase of runs number does not change the results of the median estimation. The use of such an estimate at the prediction stage is not possible due to the high volume of calculations. The GPU, which is able to perform a single RANSAC circle extraction in real time (i.e. less than 9 ms for two images and less than 1 second for the whole trajectory), took about 10 minutes to run RANSAC 1000 times.

For moving objects, the full error of positioning may be divided into two components. Full error $e$ specified in mm or other length indices is the distance between the estimated object coordinates $\hat{\mathbf{X}}(t)$ at time $t$, and real object location at this time $\mathbf{X}(t)$. The space error component $e_{s}$ is the distance between $\hat{\mathbf{X}}(t)$, and $\mathbf{X}(t+\tau)$, which is the nearest point to $\hat{\mathbf{X}}(t)$ on the real trajectory of the object. The time error component is equal to $\tau$. This is time shift between $t$ and the time moment, when the real position of the object is closest to $\hat{\mathbf{X}}(t) . \tau$ is specified in $m s$ or other time indices. Time error also can be defined as length of trajectory part between $\mathbf{X}(t+\tau)$ and $\mathbf{X}(t)$. The relationship between $e_{s}, e$ and $\tau$ is illustrated on figure 3.12. The division of errors


Figure 3.12: Time and space components of the positioning error.
to time and spatial components is mainly important for prediction. As shown in chapter 5 , the time error component is less crucial for the gripper than for the spatial error component.

No motion blur is visible to the human eye in the image. However, this does not guarantee that blur has no influence on accuracy. This effect takes place when the object moves significantly during the time of exposure. The exposure time of the cameras in the throwing setup was set to 1 ms . The maximum velocity of the ball is $5 \mathrm{~m} / \mathrm{s}$. This means that at the time of exposure, it reaches about 5 mm . The blur is mainly due to the motion of the object in a perpendicular direction to the image plane. The ascending and descending motion of the ball after the throw is the primary component. As the ball is thrown with an angle of $\frac{\pi}{3}$ radians to the horizon, the velocity of the ascending motion is equal to $v_{a}=v * \sin \frac{\pi}{3}=5 * \frac{\sqrt{3}}{2}=4.33(\mathrm{~m} / \mathrm{s})$ which means that the ball is moving at 4 mm during exposure time in a vertical direction during exposure time. This is much less than the size of the ball, which has a diameter of more than 65 mm [15]. As blur is connected with object motion along the trajectory, the influence of motion blue is only part of the time component of the error. This influence is constrained by the exposure time, which is 10 times less than the frame rate of the system. Hence, the specific influence of motion blur was ignored in when it comes to further error explorations.

One more specific factor that has an influence on the quality of tracking is robot motion within the catching area. In the fourth set of the experiments, a number of trajectories were acquired while the robot was moving along the catching area. In this situation, the robot's appearance is not eliminated by the background subtraction algorithm and the robot's contour exists on the edge image. The tracking trials with the moving robot demonstrated that the end effector is recognized as an object in most of the images. Therefore, in the current setup, tracking of the object at the final stage of the trajectory (after the 70th frame) is useless if the robot if moving. Therefore, the catching motion inspired by the predictor data may not be supported by the visual feedback once the ball reaches the catching area. The trajectory of the caught ball is not used for additional learning. The learning samplings are provided by the throwing experiments without catching.

### 3.3.1 Influence of background subtraction

An analysis of the tracking results showed that background subtraction is necessary for the trajectory to be reconstructed correctly. If the background subtraction is not applied, the deviations of the measured values when the distance is more than 1.5 meters increase enormously. The effect is illustrated in figure 3.13. The plots for the same trajectory extracted by the RANSAC algorithm with and without background subtraction are given. It can be seen that up to a distance of
approximately 1.5 meters, the measurements nearly coincide and appear as a second-order curve. The measurements with background subtraction (blue circles) keep this appearance afterwards, but the appearance of another reference (red dots) become chaotic. This behavior is typical for most of the trajectories in the dataset. The numerical estimate for the errors are given in table 3.3 .


Figure 3.13: The plot of the same trajectory measured with (blue circles) and without (red dots) background subtraction.

Here the coordinates extracted by the single RANSAC run are compared to the results of median estimation for 1000 runs. The differences are considered to be "errors?. In fact, these numbers are not equal to errors of positioning, but they can be used to perceive the dispersion of measurements. Based on these differences, an estimate of the standard deviation is calculated for each frame since the ball was thrown. In the table the frames are united in blocks of 5 frames in order to save space. The standard deviations are summarized based on all 111 trajectories acquired in the third series of experiments. It can be seen that the parameter starts to grow enormously after the 65th frame, and this growth is much more dramatic for the version of the algorithm without background subtraction. The reason for this increased stability at the beginning is that for initial frames, the size of the ball is bigger and almost covers the image entirely (compare the first and third column in figure 3.7). Therefore the background edges make smaller distortion on the results of edge detection.
$t$ can be seen that even for the version with background subtraction, the standard deviation after the 70th frame achieves very high values. The standard deviation may be not the best parameter as it has low robustness to outliers. It is for this reason that statisticians prefer to reject outliers from the set before calculating the standard deviation. Thus, in the columns on the right side of the table, the median differences for the same blocks are given instead. The results of the median look similar to the ones for standard deviations, but they are more detailed. For the algorithm without background subtraction, the median error lies within the $3 \sigma$ interval for static spheres, estimated to be 6.75 mm (see subsection 3.2), until the 60th frame. For the algorithm with background subtraction, this property is kept till the 80th frame. In the version without background subtraction, a median difference of more than 20 cm is achieved after the 75th frame.

This means that most of the frames are outliers in this area. Thus, the measurements made without background subtraction are practically useless.

Table 3.3: A comparison of the differences between the measured 3D positions based on a single RANSAC run and the median of 1000 RANSAC runs for the versions of the algorithm taken with and without background subtraction.

| Frame number | Standard devi- <br> ation without <br> background sub- <br> traction, mm  | Standard deviation with background subtraction, mm | Median error without background subtraction, mm | Median error with background subtraction, mm |
| :---: | :---: | :---: | :---: | :---: |
| 1... 5 | 7.9 | 6.4 | 1.6 | 0.8 |
| 6... 10 | 4.0 | 1.9 | 1.8 | 0.9 |
| 11... 15 | 3.7 | 2.1 | 2.0 | 1.1 |
| 16... 20 | 2.8 | 1.9 | 1.6 | 0.5 |
| 21... 25 | 2.1 | 1.4 | 1.8 | 0.3 |
| 26... 30 | 4.0 | 2.2 | 2.2 | 0.5 |
| 31... 35 | 22.1 | 17.2 | 2.9 | 2.2 |
| 36... 40 | 10.9 | 4.0 | 3.4 | 0.4 |
| 41... 45 | 24.8 | 3.2 | 3.7 | 0.4 |
| 46... 50 | 29.8 | 3.9 | 4.5 | 0.7 |
| 61... 65 | 63.9 | 14.8 | 5.5 | 1.0 |
| 66... 70 | 187.4 | 41.3 | 10.5 | 4.2 |
| 71... 75 | 305.6 | 138.5 | 20.4 | 5.4 |
| 76... 80 | 520.4 | 242.2 | 208.2 | 7.3 |
| 81... 85 | 897.0 | 229.3 | 171.9 | 8.0 |
| 86... 90 | 1361.6 | 197.5 | 163.9 | 8.4 |
| 91... 95 | 1450.0 | 212.1 | 176.1 | 9.3 |
| 96... 100 | 1272.6 | 106.63 | 146.8 | 10.1 |



Figure 3.14: The bad influence of the background subtraction at the initial stage of flight. The ball practically covers the entire input image, so background objects are printed on the subtraction image, and their edges may be seen on the edge image.

In addition, the bad influence of the background subtraction procedure takes place in the initial part of the trajectory. Right after the throw, the image of the ball practically covers the entire A-AOI. Because of this, nearly all background objects are printed on the subtraction image (figure
3.14). Their edges may be stronger than the edges of the ball itself, and in this case, they distort the coordinate extraction. However, this distortion is much weaker than in the previous case. This effect stops after the 4th or 5th frame for measured trajectories. This issue can be overcome by only applying background subtraction after the 5th frame.

### 3.3.2 Errors in range measurement over long distances

The values of the standard deviations and median difference in the final part of the trajectory after approximately the 65th frame are higher than at the previous stage. An analysis of these errors' sources and how to reduce their influence is made in this subsection. The position measurements may be divided into inliers and outliers. The outliers are defined as measurements that are completely useless, even harmful, to trajectory reconstruction. Inliers could be erroneous, but they help an estimate to be improved. Obviously, it is not possible to decide with $100 \%$ confidence whether a measurement is an inlier or outlier. The huge difference between the standard deviation and median error at the end of the trajectory shows that the outliers have a significant influence. The task of outlier detection is mainly discussed in chapter 4 as this task is solved within a reference of coordinate transformations. In this subsection, the inliers measured with errors are investigated.

Plotting the trajectory shows the specific property of these errors. In figure 3.15 three plots are shown for an example trajectory, e.g. the relationship between the height of the object and the distance from the camera (top plot), the relationship between the frame number and the height (bottom-left), and the relationship between the frame number and the distance (bottom-right). It is easily seen that the first and the third plot seem distorted to the right, and the height reference kept the appearance of a smooth second-order curve. In other words, the errors are mainly localized in the range dimension.

The reason for error localization in one dimension is that when the distance to the object is greater than the baseline, the difference in one pixel is much more significant in the range dimension. An illustration of this property is given in figure 3.16.If the value of the full error is equal to the length of $P_{1} P_{2}$, the values of range and side components of the error ( $(\delta d)$ and ( $\delta h$ ) respectively) will be defined by the angle $\beta$ between the baseline and the ray that is defined by the pixel position of the point in the image from the second camera.

$$
\begin{align*}
\Delta h & =P_{1} P_{2} * \cos \beta, \\
\Delta d & =P_{1} P_{2} * \sin \beta . \tag{3.17}
\end{align*}
$$

As the distance from the baseline increases, the value of $\beta$ grows, meaning the sine increases and the cosine of this angle decreases. Therefore, over long distances, errors in the range dimension achieve the most significant values.

Table 3.4: A comparison of the difference between measured 3D positions based on single RANSAC run and the median of 1000 RANSAC for three spatial dimensions in camera coordinate system.

|  | Standard deviation, mm |  |  | Median error, mm |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Frame <br> number | height | side | range | height |  | side |

Due to this, experiments show that the value of error over longer distances is significant for tracking in terms of range dimension. The only way this issue can be overcome is by increasing the number of cameras used for tracking, but this could be expensive. The experimental setup at the Institute of Computer Technology includes a single pair of cameras. In this work, the tracking of the object by the single stereo pair is assumed, and the challenge of erroneous measurement is overcome by the algorithmic means and specific camera alignment.

The cameras should be aligned in such a way that the influence of long-distance errors on the quality of system function be minimized. The following question should be answered. In which part of the trajectory is accurate positioning most important? In the first setup, the cameras were positioned opposite the throwing device. In this situation the first frames are erroneous. It was only possible to position the ball accurately at the 10 th or 12 th frames. In further experiments, the cameras were positioned to the side of throwing device. With this alignment, the positioning at the beginning part of the trajectory is rather good, but the final part of the trajectory is measured with higher errors. The high accuracy at the initial part of trajectory at the initial stage and the lower accuracy at the final stage seem preferable than vice versa according to the following factor. The initial part of the trajectory is used for a prediction made in real time. The final part of the trajectory is not processed in real time. In real transportation conditions, the ball would already be in the gripper workspace. This is used only for learning; therefore, its accuracy may be improved using an offline statistical technique, e.g. the voting of 1000 RANSACs or model fitting to the data. Accurate initial positioning is required to measure the launching parameters: velocity, angle of throw, position at the first frame, etc. One more factor is in the catching of the ball, the measurement of the ball position in the final area will not be accurate anyway. The robot


Figure 3.15: The smoothness of the measured trajectory could make an impression on the accuracy of positioning. For the most part, the trajectory is smooth, but in the final part, the positions are oscillating. The correspondence between the position of the ball in a specific dimension and the frame number shows that the oscillations are mainly localized in the range dimension.
moving in the FOV makes an extreme distortion from the algorithm functioning (see subsection 3.3.2). Due to these factors, the camera location on the side of the thrower is more likely than the opposite.

It is also possible to position the cameras in another way, i.e. with a bigger baseline or not parallel to trajectory direction. As a consequence of these changes, the high error is not localized in the dimension that coincides with the direction of object motion. In fact, this localization is very useful for error correction. The object moves at a nearly constant velocity, and the motion could be approximated by the second order polynom (see the final paragraph of this section). Motion in this direction provides a longer distance than in other dimensions, so the distance measurements have high values in comparison with the size of the errors. Because of this, the camera alignment that is nearly parallel to the motion direction optical axis and short baseline is kept.

The increase in errors further from the cameras is associated with the quantization aspects, but the outliers in this area are mostly associated with the errors in image processing. It is mainly these errors that are connected with the influence of background objects on the edge detection algorithm. Some examples are shown in figure 3.17.


Figure 3.16: Influence of pixel error $\delta u$ on the errors of 3 D positioning in range dimension $(\delta d)$ and perpendicular dimension $(\delta h)$.


Figure 3.17: Incorrect edge detection may influence the circle extraction. In the left column, the extracted circles are mapped onto the input images. In the right column, the corresponding edge images are shown.

This aspect motivates the use of a specific covering for background objects to decrease their brightness in the images. The robot details in particular were covered by the black material. However, in a real factory environment, the background could have more contrast and that should be taken into account. Also, the robot cannot be covered to the point that it cannot move. These actions decrease the influence of the errors, but bad positioning and outlier detection still remain. An example of the erroneous trajectories extracted by 1000 RANSAC runs are illustrated in figure 3.18. These erroneous cases are atypical. Most of the trajectories have a smoother, basic look, but erroneous cases still exist. Multiple runs of RANSAC cannot eliminate such errors because the RANSAC is based on the Canny edge detector, which is a deterministic algorithm. If the edge detector works erroneously, these errors cannot be eliminated by RANSAC in many cases.

This influence may be decreased by fitting a curve to the trajectory data. The fitting requires an accurate model of the object's flight. The use of such models is not likely due to the mission of this dissertation, which is to provide a prediction method that does not require accurate modeling. Therefore, the careful use of curve fitting is proposed. The only aim of fitting is to improve the


Figure 3.18: Example plots of trajectories measured by 1000 RANSAC run erroneously. The red dots represent the trajectory with outliers, and blue dots represent the trajectory with poor smoothness.
accuracy of the data in the final part of the trajectory, which is used for forming the learning dataset. Therefore, the fitting result only replaces the measured one in this final part beginning from the 60 th frame. The fitting is made only for the range dimension; the separate processing of each dimension was already considered in [Pon09]). The curve of the second order is fitted to the data in the range dimension:

$$
\begin{equation*}
x_{3}=p_{1} * n^{2}+p_{2} * n+p_{3} \tag{3.18}
\end{equation*}
$$

where $n$ is frame number $p_{1}, p_{2}$ and $p_{3}$ are the coefficients obtained by the fitting operation. The plot of the measured and fitted references of the object range is shown in figure 3.19. From the visual point of view this correspondence seems likely. An evaluation of its suitability for trajectory prediction is given in chapter 4.

### 3.3.3 Measuring object's velocity

Previous subsections were considering the accuracy of measuring object position in space. Measured positions may be used to estimate the velocity and the acceleration of the flying body. The velocity vector $\mathbf{V}$ of the object at frame number $n$ is estimated using the following formula:

$$
\begin{equation*}
\mathbf{V}(n)=\frac{\mathbf{X}(n)-\mathbf{X}(n-1)}{\tau}=(\mathbf{X}(n)-\mathbf{X}(n-1)) * f, \tag{3.19}
\end{equation*}
$$

where $\tau$ is interframe period and $f$ is framerate. Both interframe period and framerate are constant parameters used to express the velocity in the international system of units, so it may be said that the velocity is equal to the difference of object coordinates on the neighboring frames.


Figure 3.19: Reference of the measured (red circles) and fitted (blue dots) values of object range.

The absolute error of measuring these errors have the same scale, but the relative errors are much bigger. Let estimate the errors of velocity estimation based on errors of position estimation defined in previous subsections. The standard deviations object's positioning may be seen in table 3.3. For the most frames from 1 to 60 the standard deviation varies from 1.4 to 6.4 mm . Let us take 5 mm error for better interpretability (the aim of this section is to prove that velocity measurements are not accurate enough, so it is correct to take accuracy values a little bit better than in reality). If velocity of the object is $5 \mathrm{~m} / \mathrm{s}$ and the framerate is 100 fps , the object move on 5 cm between two frames. The absolute error of 5 mm on the distance of 5 cm correspond to the relative error of $10 \%$, or to the absolute error of $0.5 \mathrm{~m} / \mathrm{s}$ in estimating object's velocity. According to well-known $3 \sigma$-rule [Hla12] the deviation does not exceed three times the standard deviation with $99 \%$ confidence. In the considered case it means that the ground-truth value of the velocity lies somewhere between 3.5 and $6.5 \mathrm{~m} / \mathrm{s}$.

This interval cover completely the interval of throwing velocities from 4.2 to $5.1 \mathrm{~m} / \mathrm{s}$ measured in section 3.1. So the accuracy of measuring speed is bad due to higher sensitive to measurement errors. The same absolute errors on low scale have stronger influence than on high scale. This correlate with well-known rule: the derivatives are more sensitive to measurement errors, than their parent functions. Acceleration, which is the derivative of velocity, is even more sensitive. Therefore in the algorithm development made in next chapters, short-term velocities and accelerations are out of consideration.

### 3.3.4 Summary

The previous subsections have the following output:

1. The camera position to the the side of the throwing device with optical axis co-directional with nominal trajectory is preferable.
2. The background subtraction is necessary for accurate tracking.
3. The final part of the trajectory in this setup is measured with errors that are higher than the errors of static positioning. These errors are localized in the range of spatial dimension.
4. In forming the database, the influence of the errors is decreased by calculating the median of 1000 RANSAC runs and fitting the polynomial model to the positions in the range dimension.

The RANSAC circle extractor is chosen instead of Hough. The comparison in [Goe15, pp. 70 to 82] showed that RANSAC is faster in most cases, and its accuracy is no worse than for Hough. An analysis of the trajectory data showed that Hough transform has the same trouble with noisy edge images as RANSAC. Here RANSAC is chosen because it may provide multiple outputs for the same input that can be compared in order to get a more accurate value.

## 4 Algorithm for trajectory prediction

In the current chapter, the task of constructing a useful model for predicting the trajectory of the thrown object is discussed. The Two Nearest Neighbors (2NN) method is applied and developed for the prediction. The kNN trajectory forecasting operation is investigated in section 4.3. Two additions are proposed in order to improve the efficiency and speed of the algorithm: the reference of coordinate transformations (section 4.2) and a comparison of the current trajectory just with a small subset of the entire dataset (section 4.4). The development and initial validation of the proposed ideas are made with the use of a simplified motion simulation and the results of the throwing experiments. Therefore, section 4.1 gives a short introduction to the simulation environment. The results of the experiments based on this simulation are also presented in [Mir14, Mir15].

According to the task's definition given in section 1.4 the predictor has the following input: a reference of estimated measurements of the current trajectory of the thrown object $\mathbf{X}_{C}=$ $\left(\begin{array}{l}x_{c 1}(0) \\ x_{c 2}(0) \\ x_{c 3}(0)\end{array}\right),\left(\begin{array}{c}x_{c 1}(1) \\ x_{c 2}(1) \\ x_{c 3}(1)\end{array}\right),\left(\begin{array}{l}x_{c 1}(2) \\ x_{c 2}(2) \\ x_{c 3}(2)\end{array}\right), \ldots,\left(\begin{array}{c}x_{c 1}(t) \\ x_{c 2}(t) \\ x_{c 3}(t)\end{array}\right)$, and a large but finite set of previous trajectories both measured in the measurement area and the gripping area $L=\left\{\left(\mathbf{X}_{1}, \mathbf{Y}_{1}\right),\left(\mathbf{X}_{2}, \mathbf{Y}_{2}\right), \ldots,\left(\mathbf{X}_{m}, \mathbf{Y}_{m}\right)\right\}$. Each position measurement $X(t)$ consist of a timing index $t=1,2, \ldots, n$ and the measured values of the coordinates $x_{c 1}(t), x_{c 2}(t), x_{c 3}(t)$ in the Cartesian coordinate system connected with the optical center of the left camera. This position of the coordinate system is set with the stereo triangulation operation $[6,14]$. For each trajectory $k$ from the dataset corresponding to each moment in time $t$ after release when the measurement was made, we had the corresponding point $\mathbf{X}_{k}(t)$. It is assumed that the measurements with the same time index $t$ were made at the same period of time after release for all the trajectories. The task of the predictor is to estimate the value of $\mathbf{Y}_{C}$ using this input. As pointed out in subsection 2.5.4 the basic method for solving this task is the k Nearest Neighbors (kNN) algorithm.

### 4.1 Means of initial validation

This small section aims to describe the means used in the following sections for initial validation of the prediction algorithm. This validation is made in order to completely eliminate useless methods and theoretically compare the basic ideas. The ideas not rejected by this validation are then implemented and evaluated according to chapter 5. The initial validation is based on two options: the simulation of the object flight based on simplified motion models and the application
of the algorithms to the acquired datasets from subsection 3.1.4. In general, a simplified flight simulation is used to check the algorithm's usability in principle, i.e. in ideal conditions, and the application to real flight data is to show the practical applicability of the concepts.

The physical models of projectile flight are either complicated or inaccurate (see section 2.1). Simulation based on the simplified models helps determine whether or not the concepts are completely useless, but to be sure of their use in experiments, there is a need for real data. The simulation of the flight is based on the gravity-drag model expressed by the differential equation 2.10. As this equation cannot be solved analytically, the object's motion is calculated iteratively, applying the following procedure.

The first iteration is set by the release point. The simulated throwing device deviates in its release velocity $v$ in various dimensions. It was assumed that these deviations have random errors with a normal distribution around the nominal values with standard deviations of $0.1 \mathrm{~m} / \mathrm{s}$ for the velocity values in each direction. This is slightly more optimistic than the 0.16 and $0.33 \mathrm{~m} / \mathrm{s}$ measured for the throwing device in table 3.1. Such an assumption is allowed as the simulation is ideally intended for algorithm validation.

Once the object is thrown, the new values of the object?s position $\mathbf{X}=\left(\begin{array}{l}x_{1}(i) \\ x_{2}(i) \\ x_{3}(i)\end{array}\right)$ and velocity $\mathbf{v}=\left(\begin{array}{l}v_{1}(i) \\ v_{2}(i) \\ v_{3}(i)\end{array}\right)$ are calculated using the following operation:

$$
\begin{gather*}
\left(\begin{array}{l}
a_{1}(i) \\
a_{2}(i) \\
a_{3}(i)
\end{array}\right)=\left(\begin{array}{l}
g \\
0 \\
0
\end{array}\right)-k *\left(\begin{array}{l}
v_{1}(i-1) \\
v_{2}(i-1) \\
v_{3}(i-1)
\end{array}\right) * \sqrt{v_{1}^{2}(i-1)+v_{2}^{2}(i-1)+v_{3}^{2}(i-1)},  \tag{4.1}\\
\left(\begin{array}{l}
v_{1}(i) \\
v_{2}(i) \\
v_{3}(i)
\end{array}\right)=\left(\begin{array}{l}
v_{1}(i-1) \\
v_{2}(i-1) \\
v_{3}(i-1)
\end{array}\right)+\left(\begin{array}{l}
a_{1}(i) \\
a_{2}(i) \\
a_{3}(i)
\end{array}\right) * \Delta t,  \tag{4.2}\\
\left(\begin{array}{l}
x_{1}(i) \\
x_{2}(i) \\
x_{3}(i)
\end{array}\right)=\left(\begin{array}{l}
x_{1}(i-1) \\
x_{2}(i-1) \\
x_{3}(i-1)
\end{array}\right)+\frac{1}{2} *\left(\left(\begin{array}{l}
v_{1}(i-1) \\
v_{2}(i-1) \\
v_{3}(i-1)
\end{array}\right)+\left(\begin{array}{l}
v_{1}(i) \\
v_{2}(i) \\
v_{3}(i)
\end{array}\right)\right) * \Delta t \tag{4.3}
\end{gather*}
$$

This operation is an iterative solution for the differential equation 2.10. Here $\mathbf{a}=\left(\begin{array}{l}a_{1} \\ a_{2} \\ a_{3}\end{array}\right)$ is the vector of object acceleration, $i$ is the number of iterations, $k$ is drag coefficient from equation $2.5, \Delta t$ is the difference in time between two iterations. $\mathbf{X}$ is expressed in the coordinate system where the first dimension is collinear with gravity direction and the third dimension is collinear with a nominal direction of throw. The value of $k$ was calculated according to equation 2.6 using the values of drag coefficients for the tennis ball in the standard conditions [Ala10]. The value of $\Delta t$ is 1 ms (chosen for better interpretability). The application of the model with these values of $\Delta t$ and $k$ is not significantly different (more than one millimeter) than the results from [2]. The simulated frame rate of the observer was set to 100 fps . This value is close to 110 fps of the real observation system. Thus, for simplicity and interpretability, it is best to use the integer number
of milliseconds as an inter frame period. As the step of position recalculation is 1 ms , each 10th calculated position is measured.

This model allows the algorithm to be evaluated by an absolutely accurate observer. If there is a need to simulate the erroneous observer, the errors might be set to be randomly distributed around the simulator-generated values with a set value of the standard deviation. The process simulation was mainly applied for the validation of the kNN forecasting operation (section 4.3) and the subset allocation (section 4.4). The sequence of coordinate transformations (section 4.2) was validated based on datasets acquired during the throwing experiments (subsection 3.1.4).

### 4.2 Coordinate transformations

Predictions are based on comparing the current trajectory with trajectories from the database. The aim of such a comparison is to find the trajectory that is as similarly shaped as the current one as possible. However, the spatial coordinates $\mathbf{X}_{c}$ of the object in the camera coordinate system (these positions are returned by the stereo triangulation operation) are dependent not only on the shape of trajectory but also on relative position of the camera, the object and the horizontal direction of throw. As shown in section 4.3 the difference metric for the trajectories is a mean Euclidean distance between the corresponding points. If the launching points for two different throws have a certain Euclidean distance $d$ between each other, the difference between them will be nearly equal to $d_{0}+d$ where $d_{0}$ is the difference in a hypothetical case when these trajectories might have the same launching points. If two trajectories of a similar shape have the same launching point and various horizontal directions of throw, the distance between the coordinates of the corresponding points will increase in time. Even if the similarity of the shape of these trajectories is detected, the kNN forecast based on camera coordinates will be erroneous. An effects are illustrated in figure 4.1.

It is possible to adjust the throwing conditions in such a way that the relationship between the thrower and the cameras will be constant. It is also possible to minimize the variance of horizontal direction of throw, which cannot be fully eliminated due to the deviation of the throwing device (see subsection 4.2.3). This approach requires the collection of large databases in order to take various possible horizontal directions of throw into account and for the same setup to be kept up in a learning stage and functioning stage. In fact, for each new system configuration, the it is required that the trajectories be learned anew. This decreases an ease of system reconfiguration, which is one of the main advantages of TbT (section 1.2).

The aim of the coordinate transformation reference is to provide a coordinate system for storing and forecasting the trajectory that allows them to be compared based only on the properties of shape (independent of the azimuth of throw and the spatial position of the launching point) and the correct forecast of the trajectory based on kNN method.

### 4.2.1 Overview

The reference consists of three transformations. First of all, the gravity-related coordinates $\mathbf{X}_{g}=\left(\begin{array}{l}x_{g 1} \\ x_{g 2} \\ x_{g 3}\end{array}\right)$ are defined. The coordinate axis $x_{g 1}$ is collinear with gravity direction. The aim of this transformation is to localize gravity in one spatial dimension and simplify further


Figure 4.1: The Euclidean distance between points from various trajectories with the same timestamp in camera coordinates depends on the position of the launching point. All three plotted trajectories have exactly the same shape, but the red one has a different launching point and the yellow one has different azimuth of throw compared to the two others. Therefore, the Euclidean distance is high.
calculations (subsection 4.2.2). Secondly, the gravity-related coordinates are projected onto 2D Plane-of-Flight (PoF) $\mathbf{X}_{p}=\binom{x_{p 1}}{x_{p 2}}$ (subsection 4.2.3).This transformation provides invariance of coordinates to the horizontal direction of the throw. Finally, one of the measured points of the trajectory is picked as a zero point for the coordinates $\mathbf{X}_{z}=\binom{x_{z 1}}{x_{z 2}}$ (subsection 4.2.4). When the coordinates of the zero-point are subtracted, the trajectory invariance to the relative positions of the throwing device and the camera system is provided. The relationship between these coordinate systems is shown in figure 4.5. The object coordinates prediction is made within the zero-point coordinate system. The results of the prediction may then be transformed back to a camera-related coordinate system or to the robot-related coordinate system, which is useful for defining the catching movement. These back-transformations are discussed in subsection 4.2.5. All coordinate transformations are based on projective geometry. The main principles of projective geometry are briefly described below.

The coordinate transformation from a 3D coordinate system $a$ to 3D coordinate system $b$ is performed by multiplying the transformation matrix on the point coordinates in a homogeneous
coordinate system:

$$
\left(\begin{array}{c}
x_{b 1}  \tag{4.4}\\
x_{b 2} \\
x_{b 3} \\
1
\end{array}\right)=\left(\begin{array}{cccc}
p_{11} & p_{12} & p_{13} & x_{01} \\
p_{21} & p_{22} & p_{23} & x_{02} \\
p_{31} & p_{32} & p_{33} & x_{03} \\
0 & 0 & 0 & 1
\end{array}\right) *\left(\begin{array}{c}
x_{a 1} \\
x_{a 2} \\
x_{a 3} \\
1
\end{array}\right)
$$

or in a more compact version:

$$
\begin{equation*}
\mathbf{X}_{b}=\mathbf{P}_{A B} * \mathbf{X}_{a} \tag{4.5}
\end{equation*}
$$

Here $\mathbf{X}_{0}=\left(\begin{array}{l}x_{01} \\ x_{02} \\ x_{03}\end{array}\right)$ is the position of the origin for coordinate system $a$ in the coordinate system $b ; P_{\text {rot }}=\left(\begin{array}{lll}p_{11} & p_{12} & p_{13} \\ p_{21} & p_{22} & p_{23} \\ p_{31} & p_{32} & p_{33}\end{array}\right)$ is a rotation matrix. The vectors $\mathbf{P}_{1}=\left(\begin{array}{l}p_{11} \\ p_{21} \\ p_{31}\end{array}\right), \mathbf{P}_{2}=\left(\begin{array}{l}p_{12} \\ p_{22} \\ p_{32}\end{array}\right)$ and $\mathbf{P}_{3}=\left(\begin{array}{l}p_{13} \\ p_{23} \\ p_{33}\end{array}\right)$ are equal to normal vectors collinear with the direction of coordinate axes from the $a$ coordinate system in the $b$ coordinate system. If the values of two vectors from $\left\{\mathbf{P}_{1}, \mathbf{P}_{2}, \mathbf{P}_{3}\right\}$ are known, then this is enough to define the third one because it is equal to their cross product:

$$
\begin{equation*}
\mathbf{P}_{3}=\mathbf{P}_{1} \times \mathbf{P}_{2} \tag{4.6}
\end{equation*}
$$

This statement is proved by the following factors. If the vector triplet $\left\{\mathbf{P}_{1}, \mathbf{P}_{2}, \mathbf{P}_{3}\right\}$ is right, then the direction of $\mathbf{P}_{3}$ is collinear with the product of $\mathbf{P}_{1}$ and $\mathbf{P}_{2}$. The length of the product vector is equal to:

$$
\begin{equation*}
\left|\mathbf{P}_{1} \times \mathbf{P}_{2}\right|=\left|\mathbf{P}_{1}\right| *\left|\mathbf{P}_{2}\right| * \sin \frac{\pi}{2}=1 * 1 * 1=1=\left|\mathbf{P}_{3}\right| . \tag{4.7}
\end{equation*}
$$

A reverse transformation of coordinates from $A$ to $B$ is achieved by solving 4.4 as a system of linear equations with $\left\{x_{a 1}, x_{a 2}, x_{a 3}\right\}$ being unknown. Another way of calculating $\mathbf{X}_{a}$ from $\mathbf{X}_{b}$ and $P_{A B}$ is multiplying the inverse of $P_{A B}$ on $\mathbf{X}_{b}$ :

$$
\begin{equation*}
\mathbf{X}_{a}=P_{A B}^{-1} * \mathbf{X}_{b} \tag{4.8}
\end{equation*}
$$

In other words, the transition matrix for a reverse transformation is calculated as the inverse of the basic transition matrix:

$$
\begin{equation*}
P_{B A}=P_{A B}^{-1} . \tag{4.9}
\end{equation*}
$$

Coordinate transformation based on an inverse transition matrix in further subsections is more common than it being based on a direct transition matrix. The reason for this is that the new coordinate system is more often defined by the position of its origin and coordinate axes in the old coordinate system rather than vice versa.

When defining the new coordinate system, the task of plane fitting or plane definition often arises. In subsection 4.2.2 it arises as a definition of a horizontal plane based on a normal vector. In subsection 4.2.3 it arises as a plane fitting to the measured coordinates. The standard equation that expresses the plane in 3D space looks like this:

$$
\begin{equation*}
A * x_{1}+B * x_{2}+C * x_{3}+D=0 \tag{4.10}
\end{equation*}
$$

Here $A, B, C, D$ are the parameter coefficients of the plane. Obviously the values of $A, B, C, D$ may vary in expressing the same plane while the proportion $A: B: C: D=$ const. Here and below the case is considered when $A^{2}+B^{2}+C^{2}=1$. The vector $\mathbf{P}=\left(\begin{array}{l}A \\ B \\ C\end{array}\right)$ is perpendicular to the target plane. If it is a normal vector to the plane (i.e. $A^{2}+B^{2}+C^{2}=1$ ) the equation may be transformed to the following:

$$
\begin{equation*}
A x_{1}+B x_{2}+C x_{3}-A x_{01}-B x_{02}-C x_{01}=0 . \tag{4.11}
\end{equation*}
$$

Here $X_{0}=\left(x_{1}(0) ; x_{2}(0) ; x_{3}(0)\right)$ is a certain point of the target plane for which $D$ from the equation 4.10 is equal to $-A x_{1}\left(X_{0}\right)-B x_{2}\left(X_{0}\right)-C x_{3}\left(X_{0}\right)$. This expression is the most useful for transformations of the coordinate systems. It enables plane definition based on the known values of the normal vector $\mathbf{P}$ and the origin point $X_{0}$ that lies on the plane.

Another way to express the value of one coordinate as dependent on two other coordinates is:

$$
\begin{equation*}
x_{2}=a * x_{1}+b * x_{3}+c . \tag{4.12}
\end{equation*}
$$

Where $a=A / B, b=C / B, c=\frac{-A x_{01}-B x_{02}-C x_{03}}{B}$. This expression of planes is used in the MATLAB curve fitting toolbox. The transition to the standard form of plane equation may be done by defining the values of $\{A, B, C, D\}$ using the following formulas:

$$
\begin{align*}
& B=\frac{-1}{\sqrt{a^{2}+b^{2}+1}}, \\
& A=\frac{a}{\sqrt{a^{2}+b^{2}+1}},  \tag{4.13}\\
& C=\frac{b}{\sqrt{a^{2}+b^{2}+1}}, \\
& D=\frac{c}{\sqrt{a^{2}+b^{2}+1}} .
\end{align*}
$$

The expression 4.11 can be defined with these values.

### 4.2.2 Gravity-related coordinate system

Many of previously mentioned equations (e.g. 3.18, 4.1, 4.2, 4.3) assume the first dimension of the coordinate system is collinear with gravity, and the third is collinear with the horizontal direction of the object motion. The calculation of physical-based motion models in such a system is easier because there is no need to take gravity into account as a significant force in all of the dimensions besides the first one. For the current algorithm, the main reason for defining
the gravity coordinate system is that it is simpler to distinguish the plane-of-flight (see section 4.2.3)from it rather than from the camera coordinate system.

In the experimental setup, gravity's direction is determined based on the heavy load suspended on the long nail. If two distant points, $G_{1}$ and $G_{2}$, on the nail are marked, the direction of gravity may be determined as a vector from the upper point to the lower point. To define the origin of the gravity coordinate system, two points, $L_{1}$ and $L_{2}$ are picked on the light barrier that is mounted on the throwing device. The origin of the coordinate system is put in the middle between them, so it is near the launching point for the ball. $x_{3}$ and $x_{2}$ lie within the plane perpendicular to $x_{1}$. The direction of $x_{2}$ is set by the projection of $L_{1} L_{2}$ on this plane. In this case $x_{3}$ is near the nominal direction of throw. The illustration of this determination is given in figure 4.2.


Figure 4.2: Determining the gravity coordinate systems based on camera images. The pendulum with a heavy load is hanged within the camera's FOV. When the pendulum is static, the direction of the nail is collinear with gravity. The gravity vector is determined based on the two red points, $G_{1}$ and $G_{2}$, on the nail. The origin of the coordinate system is defined based on the two yellow points, $L_{1}$ and $L_{2}$, on the light barrier. On the left side, the part of the calibration image with the highlighted support points $G_{1}, G_{2}, L_{1}$, and $L_{2}$ is shown. On the right part of the figure, these points are projected into the 3D camera coordinate system, and the position of the gravity coordinate system is shown.

The gravity coordinate system is determined based on knowing the 4 points $\left\{G_{1}, G_{2}, L_{1}, L_{2}\right\}$ in the following way.

- The origin point $X_{0}$ is defined as the middle point on the segment $L_{1} L_{2}$

$$
\begin{equation*}
\mathbf{X}_{0}=\frac{1}{2} *\left(\mathbf{L}_{1}+\mathbf{L}_{2}\right) \tag{4.14}
\end{equation*}
$$

- The coordinate axis $x_{1}$ is defined as a normalized vector $G_{2} G_{1}$.

$$
\mathbf{P}_{1}=\left(\begin{array}{l}
A  \tag{4.15}\\
B \\
C
\end{array}\right)=\frac{\mathbf{G}_{1}-\mathbf{G}_{2}}{\left|\mathbf{G}_{1}-\mathbf{G}_{2}\right|}
$$

The horizontal plane may be defined using the equation 4.11 based on parameters obtained in 4.14 and 4.15 .

- The coordinate axis $x_{2}$ is defined as a normalized projection of the vector $L_{1} L_{2}$ on the horizontal plane, which is expressed by 4.11. As the origin of the coordinate system is lying on $L_{1} L_{2}$ it is enough to determine the projection $\Lambda=\left(\begin{array}{l}x_{\Lambda 1} \\ x_{\Lambda 2} \\ x_{\Lambda 3}\end{array}\right)$ of the point $L_{1}$. This determination is made in two steps. In the first step, the line that is normal to the plane (i.e. collinear with plane normal) and include the point $L_{1}$ is determined. The canonical line equation in space has the following appearance; in fact, this is a system of two equations expressed by one formula with two equals signs:

$$
\begin{equation*}
\frac{x_{1}-x_{01}}{A}=\frac{x_{2}-x_{02}}{B}=\frac{x_{3}-x_{03}}{C} \tag{4.16}
\end{equation*}
$$

In the second step, the system of the double line equation 4.16 and plane equation 4.11 is solved in order to define the point where the line intersects the plane:

$$
\begin{align*}
& \frac{1}{A} * x_{\Lambda 1}-\frac{1}{B} * x_{\Lambda 2}+0 * x_{\Lambda 3}=\frac{x_{01}}{A}-\frac{x_{02}}{B} \\
& 0 * x_{\Lambda 1}+\frac{1}{B} * x_{\Lambda 2}-\frac{1}{C} * x_{\Lambda 3}=\frac{x_{02}}{B}-\frac{x_{03}}{C}  \tag{4.17}\\
& A * x_{\Lambda 1}+B * x_{\Lambda 2}+C * x_{\Lambda 2}=A x_{01}+B x_{02}+C x_{01}
\end{align*}
$$

- Coordinate axis $x_{3}$ is defined as a cross product of $x_{1}$ and $x_{2}$.


### 4.2.3 2 D representation for 3 D coordinates

When the object is airborne, gravity is directed downwards, and air drag is directed backwards. Hence, if the Magnus effect and the asymmetry of a body does not have much influence (for nonrotating bodies like parallelepipeds), it can be assumed that the common force influencing the thrown object lies within a vertical plane. This is the so-called Plane-of-Flight (PoF), which is defined by two vectors: gravity $\mathbf{g}$ and the horizontal projection of the object velocity $\mathbf{v}_{h o r}$. If all forces influencing the body are lying within such a plane and the velocity vector is also lying on this plane, the future motion of the object under the influence of these forces will also take place within this plane. In other words, the trajectory of the body is in this case planar. This circumstance lead to the idea of calculating the trajectory in a 2 D coordinate system connected with PoF. This transformation has the following potential advantages:

- It provides the invariance to the horizontal direction of throw. The nearest neighbors prediction is based on searching the database for the trajectories that are similar to the current one. When a comparison of two throws with a different horizontal direction is done in a camera-related or gravity-related 3D coordinate system, the similarity of their shapes cannot be detected due to the large distances between points of the same timestamp. In planar coordinates, the trajectories of a similar shape are recognized as similar.
- Decreasing the dimensionality of the space mean decreasing the order of the computations. The solving task in such a system is potentially more simple and more robust to errors.
- Fitting the plane to measurement data allows the detection of outliers in the trajectory measurement. If the points are measured accurately, they would fit well to the PoF. The points with a bad fit are considered to be outliers and not included in further calculations.

The most useful representation of the plane for the fitting task is 4.12 because only three parameters are used (instead of six parameters in 4.11 and four parameters in 4.10)), and the values of these parameters are unique and independent of one another (instead of 4.10 where the values of the parameters may vary if the proportion between them is constant). Therefore, plane fitting here is a search in 3D parameter space. The task of fitting the PoF could become even simpler if we assume that the PoF is vertical in the original coordinate system. For instance, if the point $Q=\left(\begin{array}{c}x_{q 1} \\ x_{q 2} \\ x_{q 3}\end{array}\right)$ lies on the PoF, then the point $Q^{\prime}=\left(\begin{array}{c}q \\ x_{q 2} \\ x_{q 3}\end{array}\right)$ would lie on the PoF for any real $q$ ) the value of $a$ in equation 4.12 is equal to zero and the plane is represented by:

$$
\begin{equation*}
x_{2}=b * x_{3}+c . \tag{4.18}
\end{equation*}
$$

In this case the fitting task is a search in 2D parameter space. In fact, this is a line fitting within the plane expressed by $x_{3}$ and $x_{2}$. Here parameter $b$ is equal to the tangent of the angle $\alpha$ between PoF and $x_{3}$ axis, while parameter $c$ represent the point on the axis $x_{2}$ where it intersect the PoF (figure 4.3).
This simplification is the main motivation in determining the gravity-related coordinates in subsection 4.2.2 As in gravity-related coordinates, the PoF is vertical. If we operate with object coordinates in the camera coordinate system, the direction of the gravitational force that corresponds to $x_{1}$ direction in prior described calculations is not clear, and neither is the launching point that corresponds to the base of coordinate system. Defining the parameters of the Plane-of-Flight is in this case a task of plane fitting in 3D space. Figure 4.3 shows how this plane is positioned in the gravity coordinate system. It can be easily seen that if position of the PoF is determined by the angle $\alpha$ that is between the horizontal projection of the object velocity and $x_{1}$-axis, then it is an azimuth of throw. The PoF coordinate system is defined by the axis $x_{1}$ and axis $x_{4}$ which is collinear with the direction of throw.
Each point on the PoF corresponds to a point in 3D-space, and its 3D coordinates $\mathbf{X}_{g}=\left(\begin{array}{l}x_{g 1} \\ x_{g 2} \\ x_{g 3}\end{array}\right)$ may be calculated from plane coordinates $\mathbf{X}_{p}=\binom{x_{p 1}}{x_{p 3}}$ using simple transformations:

$$
\begin{align*}
x_{g 1}(t) & =x_{p 1}(t), \\
x_{g 2}(t) & =\left(x_{p 3}(t)-c\right) * \cos \alpha,  \tag{4.19}\\
x_{g 3}(t) & =\left(x_{p 3}(t)-c\right) * \sin \alpha .
\end{align*}
$$



Figure 4.3: The plane of flight in a gravity-related coordinate system.

If the point lies in the PoF and its 3D-coordinates are known, it is not a problem to transform it into PoF coordinates.

$$
\begin{equation*}
x_{p 3}(t)=\frac{x_{g 3}}{\cos \alpha}+c \tag{4.20}
\end{equation*}
$$

The challenge in this approach is that for transformation $\alpha$ needs to be known. In fact, the value of the angle itself is not used in transformation equations. The needed parameters are $\sin \alpha$ and $\cos \alpha$. The tangent of $\alpha$ may be taken as a parameter $b$ from equation 4.18. The $\sin \alpha$ and $\cos \alpha$ may be calculated from the tangent using these standard trigonometric equations:

$$
\begin{align*}
\cos \alpha & =\left(\tan ^{2} \alpha+1\right)^{-\frac{1}{2}}=\frac{1}{\sqrt{b^{2}+1}}  \tag{4.21}\\
\sin \alpha & =\tan \alpha * \cos \alpha=\frac{b}{\sqrt{b^{2}+1}} \tag{4.22}
\end{align*}
$$

Let $q_{1}=\frac{1}{\cos \alpha}$ and $q_{2}=\sin \alpha$ be the intermediate constants used in the transformation process of transforming coordinates from 3 D to PoF with respect to these rules then it will look like::

$$
\begin{align*}
q_{1} & =\sqrt{b^{2}+1} \\
x_{p 3} & =q_{1} *\left(x_{g 3}-c\right)  \tag{4.23}\\
x_{p 1} & =x_{g 1}
\end{align*}
$$

The process of transforming coordinates back from PoF to 3D looks like this:

$$
\begin{align*}
q_{2} & =\frac{\hat{b}}{q_{1}} \\
x_{g 3}(t) & =\frac{x_{p 3}(t)}{q_{1}}  \tag{4.24}\\
x_{g 2}(t) & =c * x_{4}(t), \\
x_{g 1} & =x_{p 1} .
\end{align*}
$$

To make the transformation reference uniform, the PoF-coordinates of the object are considered to be a 3D vector. The coordinate values are stored in $x_{p 1}$ (height) and $x_{p 3}$ (distance). The $x_{p 2}$ coordinate is dummy (?). In the trajectory forecasting operation, it is assumed that its value is equal to zero every time. If the transformation process is done in the matrix form (i.e. it corresponds to equation 4.4), the parameters of the transformation matrix are defined in the following way.

- The origin point $X_{0}$ is defined as an intersection point between the PoF and $x_{g 2}$ axis.

$$
\mathbf{X}_{0}=\left(\begin{array}{l}
0  \tag{4.25}\\
c \\
0
\end{array}\right) .
$$

- The coordinate axis $x_{p 1}$ is equal to $x_{g 1}$.

$$
\mathbf{P}_{1}=\left(\begin{array}{l}
1  \tag{4.26}\\
0 \\
0
\end{array}\right) .
$$

- The coordinate axis $x_{2}$ is defined as being collinear with the PoF projection on the horizontal plane:

$$
P_{2}=\left(\begin{array}{c}
0  \tag{4.27}\\
\sin \alpha \\
\cos \alpha
\end{array}\right) .
$$

- The coordinate axis $x_{3}$ is defined as a cross product of $x_{1}$ and $x_{2}$.

The value of $x_{p 2}$ is equal to zero for all the points that lie on the PoF. For other points the value of this coordinate is equal to the distance from the PoF. Due to the observation errors, the measured values of the coordinates are commonly not lying in one plane, and an analysis of the $x_{p 2}$ allows the quality of the fit to be determined.

Previously in this subsection, it was assumed that the values of $\alpha$ and $c$ are already known. However, in reality these values are defined by the deviation of the throwing device. As there are no means to measure this deviation directly, the values of $\alpha$ and $c$ should be estimated by fitting the plane to the measurement data. This estimation may be implemented via various statistical methods. The method for estimating the PoF parameters should have the following properties [Mir15]:

- Accuracy of fit: Accuracy determination is a challenging task as no ground-truth data about object coordinates is available. If the points are translated to the estimated PoF and then back to 3D, their coordinates will be different from their original values. It is difficult to tell if this variation is a result of algorithm inaccuracy or the correction of measurement errors. According to [Pon15], there is no significant systematic error component in positioning spheres, and the deviations are random in appearance. The normal appearance of the difference (e.g. growing difference with time) means that the values of $a$ and $c$ are estimated with errors.
- Robustness: The algorithm must work correctly even if there are a few points with coordinates that are totally incorrect.
- Stability: During the object's flight, the values of $\alpha$ and $c$ are recalculated after each new received frame. If the PoF estimation mechanism is likely, they must not vary strongly after each recalculation but should be adjusted to a certain value. The estimated values of the parameters should especially be the same when the whole trajectory $\left\{X_{g}(1), X_{g}(2), \ldots, X_{g}(n)\right\}$ is used for estimation and when only the part of the input $\left\{X_{g}(1), X_{g}(2), \ldots, X_{g}(m)\right\}$ is known. This requirement is connected to the circumstances of prediction. The predictor has only to compare the current trajectory measured in the initial part and the trajectories from the database that are fully tracked.
- Performance: As the application is in real time, all calculations must be done within the fixed period of time.

Several estimation methods were applied for determining $\alpha$ and $b$ : least squares (LS), robust least squares (RLS), random sample consensus (RANSAC), mean calculation, and median calculation. Commonly, the implementation of the LS estimation is the following [Hla12]. The measurement vector $\mathbf{X}$ relies on the state vector $\boldsymbol{\Theta}$ as seen in the following equation:

$$
\begin{equation*}
\mathbf{X}=H * \boldsymbol{\Theta}+\mathbf{U} \tag{4.28}
\end{equation*}
$$

where $H$ is a matrix that defines the relation between $\mathbf{X}$ and $\boldsymbol{\Theta}$ and $\mathbf{U}$ is measurement noise (i.e. the error of measurement). $H$ has $m \times n$ size where $m$ is the number of measured values in $\mathbf{X}$ and $n$ is the number of parameters, describing system state in $\boldsymbol{\Theta}$. If the value of $\mathbf{X}$ is known, the least squares estimation of the system state $\boldsymbol{\Theta}$ may be obtained using the following equation [Hla12]:

$$
\begin{equation*}
\Theta=H^{\#} * \mathbf{X} \tag{4.29}
\end{equation*}
$$

where $H^{\#}$ expresses the pseudo-inversion of matrix $H$.
To express the polynomial dependencies, the matrix equation is transformed to another view.

$$
\begin{equation*}
P * \boldsymbol{\Theta}=\mathbf{1}, \tag{4.30}
\end{equation*}
$$

where $P$ is $m \times n$ coordinate measurement matrix ( $m$ is the number of measurements, and $n$ is the dimensionality of the space in case of linear dependency) $\boldsymbol{\Theta}$ is a vector of polynomial coefficients and $\mathbf{1}$ is an $m$-size vector of ones. In the case of line fitting in the $x_{g 2} \mathrm{O}_{g 3}$ coordinate plane, this equation has the following appearance:

$$
\left(\begin{array}{cc}
x_{g 2}(1) & x_{g 3}(1)  \tag{4.31}\\
x_{g 2}(2) & x_{g 3}(2) \\
\vdots & \vdots \\
x_{g 2}(m) & x_{g 3}(m)
\end{array}\right) *\binom{a_{1}}{a_{2}}=\binom{1}{1} .
$$

The equation of the target line looks like this:

$$
\begin{equation*}
A * x_{1}+B * x_{2}=1 \tag{4.32}
\end{equation*}
$$

It can be easily transformed to the dependence of $x_{2}$ from $x_{3}$

$$
\begin{equation*}
x_{1}=b * x_{2}+c . \tag{4.33}
\end{equation*}
$$

where $b=A^{-} 1$ and $c=-B * b$.
The least squares estimation of $A$ and $B$ is obtained using the pseudo-inversion operation:

$$
\binom{A}{B}=\left(\begin{array}{cc}
x_{g 2}(1) & x_{g 3}(1)  \tag{4.34}\\
x_{g 2}(2) & x_{g 3}(2) \\
\vdots & \vdots \\
x_{g 2}(m) & x_{g 3}(m)
\end{array}\right)^{\#} *\binom{1}{1} .
$$

LS showed high speed (execution in 1-2 ms even in the MATLAB environment, which is relatively slow) and sufficient stability. It works accurately enough on the trajectories that do not contain outliers. Errors seem to be randomly distributed around zero and do not exclude several millimeters in most cases. The application of LS to the acquired data showed that LS is not robust. Outliers may lead to errors of up to several tens of cm .

The application of RLS [13] improves tolerance towards outliers. A robust least squares estimation from the curve fitting toolbox in MATLAB was applied. The likelihood that it was able to fit the points to the line in a 2D coordinate system was high. The value of $x_{2}$ for the points on trajectory does not usually exceed 1 mm . The work of the MATLAB fitting function is rather slow. It takes about 20 ms to calculate the value of $\alpha$ and $b$. This performance is insufficient because the camera frame-rate is 110 fps , meaning that obtaining the prediction information after every new frame all data processing cycle (object positioning on both images, stereo triangulation, transformation into PoF coordinates, prediction and transformation back to 3D) must not exceed 9 ms . Of course more low level implementation increases the speed.

The RANSAC PoF estimation is an application of the generalized RANSAC method to the line fitting task [Mir15]. Two points are picked randomly from the trajectory. Information from two points is enough to get a correct solution to 4.34. This solution gives a hypothetical PoF. After that it is checked to see how well the points fit to this plane. If the fit is good, the hypothesis has been proven. Otherwise, another pair of points is used. The RANSAC implementation was more robust than LS, and the accuracy was rather good. RANSAC implementation showed better robustness than LS and rather good accuracy.

RANSAC picks the points randomly, allowing even large amounts of data to be quickly processed. In trajectory forecasting this amount is relatively small (less than 100 frames). Therefore, a deterministic way of picking the pairs of points is proposed as it is not so calculation-expensive in this case [Mir15]. Let $\{X(1), X(2), \ldots, X(m)\}$ be a part of the trajectory available at the current moment (after $m$ or $m+1$ frames, here $m$ is even). $m / 2$ pairs of points are taken: $\{X(1), X(m / 2+1)\},\{X(2), X(m / 2+2)\}, \ldots,\{X(m / 2), X(m)\}$. This allows $m / 2$ hypotheses to be made about the position of the PoF (i.e. values of $a$ and $b$ ). The simplest method to determine the PoF in such a situation is to compute the means of $\alpha$ and $b$. Somewhat unexpectedly, the accuracy and stability of such an estimation is no worse than for LS. Double estimation is made to improve robustness. After the first run, points with a bad fit to the plane are removed from the set. Then the estimation is repeated. The robustness of this algorithm is no worse than for RLS; however, it also cannot deal with the trajectories where the rate of outliers is high (the systematic error reaches several centimeters).

If the median values of $\alpha$ and $b$ are used instead of the mean values, the robustness of the estimation increases. The median is more robust with outliers because in a sorted list of values, they will either be in the first or in the last position, and the middle part of the list consists of inliers. Therefore, the median calculation is chosen as a method for estimating PoF. It is accurate in that errors seem to be randomly distributed around the value zero and they are usually less then 1 mm . Only in a few the cases, did the difference exclude 2 mm . It is also robust in that the accuracy stays the same even when the number of outliers is about $20 \%$ of the whole dataset and stable because the values of $a$ and $c$ do not vary more than in second digit depending on is $X(1: n)$ or only $X(1: m))$. It is also faster than any other method. The execution in MATLAB takes about 1 ms to process a trajectory consisting of 80 points [Mir15].

A comparison of the accuracy for the six proposed methods is shown in table 4.1. The standard deviation for the fitted points from the plane was measured based on the fourth dataset from table 3.2. It includes 111 trajectories with 100 points each, meaning there are 11100 points in total. The standard deviations for the six proposed estimation methods are listed in the table. In the left column, the standard deviation of $x_{2}$ (i.e. the distance from the points to the fitted plane) is listed. This parameter allows the accuracy of PoF transformation to be estimated for the fixed amount of data. The parameters in the two columns on the right allow the stability of the fit to be estimated. They show the standard deviations for the parameters of the PoF ( $\alpha$ and $c$ ) estimated with varying amounts of available frames. The amount of frames was changed in the following way. In the first iteration, the first 40 frames were used for estimation. In the second one, 41 were used. In the last iteration, information from all 100 frames was taken. From the data in the table, it appears that the median estimation is the most accurate method.

Table 4.1: Standard deviation for plane fitting using various proposed methods.

| Method | $\sigma\left(x_{p 2}\right)$, <br> $m m$ | $\sigma(\alpha)$, <br> $10^{-3}$ rad | $\sigma(c)$, <br> $m m$ |
| :--- | :--- | :--- | :--- |
| LS | 6.50 | 218.8 | 365.1 |
| RLS | 0.95 | 3.3 | 1.3 |
| RANSAC | 0.93 | 3.7 | 2.0 |
| mean | 3.67 | 4.1 | 2.0 |
| median | 0.85 | 3.2 | 1.1 |

The accuracy and stability of the median PoF estimation also proves that the PoF model is valid, and there is no significant side-directed force influencing the thrown object. If the horizontal projection of the trajectory is not a straight line, errors would be dependent on the time, and the parameters of the PoF would vary depending on m . As median fit does not include such an effect, the influence of side force is considered to be negligible. These results show that PoF transformation is valid for spherical objects thrown by linear launching device [Mir15].

The value of $\alpha$ demonstrates the deviations of the throwing device in terms of horizontal direction of throw. The histogram of $\alpha$ variations from the mean value is shown in figure 4.4. As the value of angle is low, it is nearly equal to the value of the tangent. Note that the angle $30 * 10^{-3} \mathrm{rad}$ is significant. It corresponds to the shift of 6 cm at the distance of 2 meters.


Figure 4.4: The histogram of $\alpha$ values for the trajectories from the dataset.

### 4.2.4 Invariance to release point

The PoF representation provide independence of trajectories comparison to the direction of throw. One more aspect is the dependence of the comparison to the position of the launching point in the coordinate system. If the trajectories have the same shape but the position of the release points for them is different, the euclidean distance between them will be large and they will not be recognized as similar. For the correct comparison of the trajectories they must have the common point (point with a certain timestamp $z$ such that the coordinates of the ball for all the trajectories are equal in this point). For the purpose of interpretability it is good that the coordinate of this common zero-point are equal to $\left(\begin{array}{l}0 \\ 0 \\ 0\end{array}\right)$, i.e. that the zero-point is equal to the origin point of the coordinate system.

The origin point of gravity-related and PoF-related coordinate systems are defined in such way that they are near to the point in space where the ball intersect the light-barrier. When it happens the camera system is triggered and the tracking process is started. I.e. in ideal case the position of the ball at $t=0$ is equal to $\left(\begin{array}{l}0 \\ 0 \\ 0\end{array}\right)$ and $z=1$. In reality that does not happen: the position of the object on the first frame differ up to several millimeters from zero. Wrong estimation of the launching point may lead to the wrong results in trajectory comparison. The idea is that it is possible to translate the trajectory to the new coordinate system where the zero-point is more likely than in $X_{g}$ or $X_{p}$. For this purpose certain point of the trajectory is chosen as a zero-point and its coordinates are subtracted from next points on the trajectory. In other words coordinate transformation consist in subtracting the coordinates of the zero-point.

$$
\begin{align*}
& x_{z 1}(i)=x_{p 1}(i+z)-x_{p 1}(z), \\
& x_{z 2}(i)=0,  \tag{4.35}\\
& x_{z 3}(i)=x_{p 3}(i+z)-x_{p 3}(z) .
\end{align*}
$$

where $x_{z 1}, x_{z 2}$ and $x_{z 3}$ are object coordinates in zero-point coordinate system. The subtraction operation is removed from the second row as we deal with 2D PoF coordinates and the second
coordinate is not used in further calculations (however it is kept in order to provide compatibility with 3D transformation matrices).

The matrix coordinate transformation formula in this case will have the following view:

$$
\left(\begin{array}{c}
x_{z 1}(i)  \tag{4.36}\\
x_{z 2}(i) \\
x_{z 3}(i) \\
1
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & -x_{p 1}(z) \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & -x_{p 3}(z) \\
0 & 0 & 0 & 1
\end{array}\right)^{-1} *\left(\begin{array}{c}
x_{p 1}(i+z) \\
x_{p 2}(i+z) \\
x_{p 3}(i+z) \\
1
\end{array}\right)
$$

The question is how to choose the zero-point in the right way. It is important to find such a value of $z$ for which the coordinates of ball center are measured with sufficient accuracy. On the other hand the zero-point should lie in the beginning of trajectory. The comparison of trajectories is less erroneous when the difference between them is big (it should be higher than the possible estimation errors). The difference between measured points is high if they lie far from the zeropoint. Therefore it is better if the zero-point is near to the launching point. On the other hand visual analysis from subsection 3.3 .1 showed that the measurement of object position is not very accurate on first five frames. Therefore the 7th frame of the video sequence is proposed to be the zero-point.

The geometrical relations between gravity-related, PoF-related and zero-point-related coordinate systems illustrated on figure 4.5.


Figure 4.5: Relative location of camera-related, gravity-related, PoF-related and zeropoint-related coordinate systems.

### 4.2.5 Reverse transform and robot coordinate system

Coordinate transformations described in previous subsections have an aim to improve the efficiency of the forecasting algorithm. The forecasting operation is made in the zero-point coordinate system and the result of this operation is also expressed in this system. However the robot controller deal with world coordinates therefore the reverse coordinate transformation of the prediction results is required.

In previous subsections the following transformation matrices were determined: $P_{c g}$ from camerarelated to gravity-related system (equations 4.14, 4.15, 4.16, 4.17), $P_{g p}$ from gravity-related to PoF-related system (equations 4.25, 4.26, 4.27), $P_{p z}$ from PoF-related to zero-point-related system (equation 4.36). The coordinate transformations are made by multiplication of inverses of these matrices on the coordinates. It mean that reverse transformation is made by multiplying these matrices on the object coordinates:

$$
\left(\begin{array}{l}
x_{c 1}(i)  \tag{4.37}\\
x_{c 2}(i) \\
x_{c 3}(i)
\end{array}\right)=P_{c g} * P_{g p} * P_{p z} *\left(\begin{array}{l}
x_{z 1}(i-z) \\
x_{z 2}(i-z) \\
x_{z 3}(i-z)
\end{array}\right) .
$$

Robot controller use a specific coordinate system connected with a base of the robot arm. The matrix $P_{r c}$, which connect this system with camera coordinate system may be obtained during the additional calibration (considered in chapter 5). The equation for transforming the final coordinates to the robot system will have the following view:

$$
\left(\begin{array}{l}
x_{r 1}(i)  \tag{4.38}\\
x_{r 2}(i) \\
x_{r 3}(i)
\end{array}\right)=P_{r c} * P_{c g} * P_{g p} * P_{p z} *\left(\begin{array}{l}
x_{c 1}(i-z) \\
x_{c 2}(i-z) \\
x_{c 3}(i-z)
\end{array}\right),
$$

where $\left(\begin{array}{l}x_{r 1}(i) \\ x_{r 2}(i) \\ x_{r 3}(i)\end{array}\right)$ is a vector of object coordinates in robot-related coordinate system. Both $P_{c g}$ and $P_{r c}$ are defined prior to the throw. It allow determining the matrix for transition from gravity to robot coordinate system:

$$
\begin{equation*}
P_{r g}=P_{r c} * P_{c g} . \tag{4.39}
\end{equation*}
$$

Coordinate transformation from zero-point-related to robot-related system in this case will have the following view:

$$
\left(\begin{array}{l}
x_{r 1}(i)  \tag{4.40}\\
x_{r 2}(i) \\
x_{r 3}(i)
\end{array}\right)=P_{r g} * P_{g p} * P_{p z} *\left(\begin{array}{l}
x_{c 1}(i-z) \\
x_{c 2}(i-z) \\
x_{c 3}(i-z)
\end{array}\right),
$$

### 4.3 Predictor

The kNN principle is proposed as a basic method for trajectory prediction in subsection 2.5.4. This section tell how this method is adapted for this task. Subsection 4.3.1 describes the calculating the reference of object future positions based on corresponding positions of two nearest neighbors (which are already known). Subsection 4.3.2 consider the question of how to define, which trajectories from the database are the nearest neighbors.

### 4.3.1 Forecasting operation

Consider simple application of kNN for time series forecasting. Let $\mathbf{X}_{C}$ be a measured part of the current trajectory and a set of input-output pairs $L=\left\{\left(\mathbf{X}_{1}, \mathbf{Y}_{1}\right),\left(\mathbf{X}_{2}, \mathbf{Y}_{2}\right), \ldots,\left(\mathbf{X}_{m}, \mathbf{Y}_{m}\right)\right\}$ be a dataset of previous sample trajectories ( $\mathbf{Y}_{c}$ is a part of the trajectory which must be predicted). The predictor compares $\mathbf{X}_{C}$ with inputs from dataset and search for an example $\mathbf{X}_{s}$, which is
the most similar to $\mathbf{X}_{C}$ ("nearest"). The final part of this nearest trajectory $\mathbf{Y}_{s}$ is taken as a predicted part of the current trajectory. This is 1-nearest neighbor prediction.

$$
\begin{align*}
s & =\arg \underset{i=1}{m}\left|X_{c}-X_{i}\right|,  \tag{4.41}\\
Y_{c} & =Y_{s} .
\end{align*}
$$

The question of how to determine the similarity of trajectories is considered in the next subsection. For this subsection let us assume that there is a mechanism allowing such a determination. Consider now forecasting based on two nearest neighbors. Two trajectories from the dataset are taken, which are the most similar to the current one, and the forecast is calculated as a mean of their $\mathbf{Y}$ :

$$
\begin{equation*}
\mathbf{Y}_{c}=\frac{\mathbf{Y}_{1}+\mathbf{Y}_{2}}{2} \tag{4.42}
\end{equation*}
$$

This operation can be easily adapted to the arbitrary number $k$ of taken nearest trajectories:

$$
\begin{equation*}
\mathbf{Y}_{c}=\frac{1}{k} * \sum_{j=1}^{k} \mathbf{Y}_{j} \tag{4.43}
\end{equation*}
$$

Thus simple k-NN predictor calculate the output value as a mean of outputs of $k$ examples taken from the dataset, which inputs are the nearest to the current input.

Weighted k -NN is a modified version of such approach. The goal of this modification is to consider not only the fact, that "the neighbor is near", but also numerical distance between current example and its neighbors. The output value of the predictor in such case is calculated, using the following formula:

$$
\begin{equation*}
\mathbf{Y}_{c}=\sum_{j=1}^{k} w_{j} * \mathbf{Y}_{j} \tag{4.44}
\end{equation*}
$$

Here $\sum_{j=1}^{n} w_{j}=1$. The values of $\left\{w_{1}, w_{2}, \ldots, w_{k}\right\}$ are defined with respect to the distance from the corresponding neighbor to the current example. The way of weighting the trajectories for the case of two neighbors is shown below.

On the figure 4.6 the plot for three trajectories in the zero-point coordinate system is shown. $C$ is the current trajectory, $A$ and $B$ are its nearest neighbors, taken from the dataset. We know measurement area trajectory $X_{A}, X_{B}$ and gripping area trajectory $Y_{A}, Y_{B}$ for A and B, and measurement area trajectory $X_{C}$ for C. It is assumed that at any time moment the object from trajectory $A$ is higher and farther than the object from trajectory $C$, while the object from trajectory $C$ is higher and farther than the object from trajectory $B$. Other cases are discussed in subsection 4.3.2 and section 4.4. 2-nearest neighbors forecasting ${ }^{1}$ is applied. For each measured coordinate of the object C in MAT we know the corresponding (i.e. measured at the same period after the throw) coordinates of A and B. We can calculate distances between these three points for each $t$ in both dimensions:

[^3]

Figure 4.6: Distances between the corresponding points on the current trajectory C and trajectories A and B from the dataset

$$
\begin{align*}
\Delta_{1 A C}(t) & =x_{1 A}(t)-x_{1 C}(t), \\
\Delta_{1 A B}(t) & =x_{1 A}(t)-x_{1 B}(t),  \tag{4.45}\\
\Delta_{3 A C}(t) & =x_{3 A}(t)-x_{3 C}(t), \\
\Delta_{3 A B}(t) & =x_{3 A}(t)-x_{3 B}(t),
\end{align*}
$$

and then proportions

$$
\begin{align*}
d_{1}(t) & =\frac{\Delta_{1 A C}(t)}{\Delta_{1 A B}(t)} \\
d_{1}(t) & =\frac{\Delta_{1 A C}(t)}{\Delta_{1 A B}(t)} \tag{4.46}
\end{align*}
$$

The proportion vector $\mathbf{D}(t)=\left[\begin{array}{l}d_{1}(t) \\ d_{2}(t)\end{array}\right]$ is calculated for each available measurement, and then its mean value $\mathbf{D}=\left\{\hat{d}_{x} ; \hat{d}_{z}\right\}$ is estimated.

$$
\mathbf{D}=\left[\begin{array}{l}
d_{1}  \tag{4.47}\\
d_{2}
\end{array}\right]=\frac{1}{n} * \sum_{t=1}^{n}\left[\begin{array}{l}
d_{1}(t) \\
d_{2}(t)
\end{array}\right]
$$

Now if we know measurement results for $\mathbf{Y}_{1}$ and $\mathbf{Y}_{2}$ and need to define value of coordinates for $\mathbf{Y}_{c}$, the following formula may be used for any t in catching area:

$$
\begin{align*}
& \hat{x_{1} C}(t)=x_{1 B}(t)+\hat{d_{1}} *\left(x_{1 A}(t)-x_{1 B}(t)\right), \\
& \hat{x_{3 A}}(t)=x_{3 B}(t)+\hat{d_{2}} *\left(x_{3 A}(t)-x_{3 B}(t)\right) . \tag{4.48}
\end{align*}
$$

This equation can be converted to the template equation of WKNN prediction 2.22 in the following way:

$$
\begin{align*}
& x_{\hat{1} C}(t)=\hat{d}_{1} * x_{1 A}(t)+\left(1-\hat{d}_{1}\right) *\left(x_{1 B}(t)\right), \\
& x_{\hat{3} C}(t)=\left(1-\hat{d}_{2}\right) * x_{3 A}(t)+\hat{d}_{2} *\left(x_{3 B}(t)\right) . \tag{4.49}
\end{align*}
$$

If the simple kNN is used instead of WKNN both weights in this formula are replaced by $\frac{1}{2}$ :

$$
\begin{align*}
& x_{\hat{1} C}(t)=\frac{1}{2} * x_{1 A}(t)+\frac{1}{2} *\left(x_{1 B}(t)\right),  \tag{4.50}\\
& x_{\hat{3} C}(t)=\frac{1}{2} * x_{3 A}(t)+\frac{1}{2} *\left(x_{3 B}(t)\right) .
\end{align*}
$$

If the $C$ lies between $B$ and $A$ the values of $d_{1}$ and $d_{2}$ lie between 0 and 1 . Therefore the weights of the neighbors also lie between 0 and 1 .
The process of calculation of future position based on two known neighbors using equations 4.45, 4.46, 4.49 or equation 4.50 is defined here as " $k$-NN forecasting operation" (KFO). The input for KFO include $\mathbf{X}_{C}, \mathbf{X}_{A}, \mathbf{Y}_{A}, \mathbf{X}_{B}, \mathbf{Y}_{B}$. Estimate of $\mathbf{Y}_{c}$ is an output of the operation.

### 4.3.2 Search for nearest neighbors

KFO does not include definition of what trajectories in $\mathbf{L}$ are $\left(\mathbf{X}_{A} ; \mathbf{Y}_{A}\right)$ and $\left(\mathbf{X}_{B} ; \mathbf{Y}_{B}\right)$. Complete prediction operation consist of defining the nearest neighbors $\left(\mathbf{X}_{A} ; \mathbf{Y}_{A}\right)$ and ( $\mathbf{X}_{B} ; \mathbf{Y}_{B}$ ) among a number of trajectories in the dataset $\mathbf{L}$ (k-NN search operation, KSO) and then applying KFO to them. The similarity of trajectories here is defined as a similarity of object coordinates in the points with the same timestamp. Therefore the euclidean distance between the corresponding points shows, how far the trajectories lie from each other. The euclidean distance is calculated by the equation, well-known from the school geometry:

$$
\begin{equation*}
d_{i j}=d_{i}(t)=\sqrt{\left(x_{1 i}(t)-x_{1 c}(t)\right)^{2}+\left(x_{3 i}(t)-x_{3 c}(t)\right)^{2}} . \tag{4.51}
\end{equation*}
$$

Here $i$ is an index of the trajectory in the dataset, $\left(\begin{array}{l}x_{1 c} \\ x_{2 c} \\ x_{3 c}\end{array}\right)$ is a vector of coordinates from the current trajectory and $\left(\begin{array}{l}x_{1 i} \\ x_{2 i} \\ x_{3 i}\end{array}\right)$ is a corresponding vector from the trajectory, which is considered as a possible neighbor. The meaning of $j$ is described in the next paragraph. $\Delta_{i}$ is defined as a mean Euclidean difference between the corresponding points:

$$
\begin{equation*}
\Delta_{i}=\frac{1}{n} \sum_{j=1}^{n}\left|d_{i j}\right| . \tag{4.52}
\end{equation*}
$$

Here $n$ is a number of points used for distance calculation and $j$ is an index of the such points in the list. The trajectory with the minimum mean distance is chosen as a nearest neighbor.

$$
\begin{equation*}
s=\arg \min _{i=1}^{m}\left|\frac{1}{n} \sum_{t=1}^{n}\right| d_{i}(t)| | . \tag{4.53}
\end{equation*}
$$

Here $s$ is an index of the nearest neighbor in the trajectory database. The task of distance calculation here is easier, than in many other classification, regression and forecasting task, where the k-NN is used, because all used dimensions have the same scale.

Note that $j$ in equation 4.52 is not equal to the timestamp $t$ of the measurement. Timestamps show the number of frames left after the launch by the moment of the current measurement. $j$ has no such meaning: the points for estimating the distance may be taken from the whole available part of the trajectory but there is no requirement that all available frames must be used. E.g. if some frames are lost by the observer, they are not used for distance calculation. Let the used frames list (UFL) be a set of timestamps for the frames, which are used in distance calculation. E.g. if the UFL $U=\{24,26,27\}$, it means that the distance between the trajectories will be calculated in the following way:

$$
\Delta_{i}=\frac{1}{3}\left(d_{i}(24)+d_{i}(26)+d_{i}(27)\right) .
$$

The mapping from $t$ to $j$ in this case is the following:

$$
\begin{aligned}
(t=24) & \mapsto(j=1), \\
(t=26) & \mapsto(j=2), \\
(t=27) & \mapsto(j=3) .
\end{aligned}
$$

Note that correct comparison of the distances between two pairs of trajectories is possible only if the UFL for calculating these distances were the same. The distance between the corresponding points $X_{c}(t)$ and $X_{i}(t)$ grow with the growth of $t$ and for the same pair of trajectories in the common case the distance calculated with $U=\{31,32,33\}$ would be higher than the distance calculated with $U=\{1,2,3\}$. This property is proved by the throwing experiments. On figure 4.7 the histogram of such distances is given. It represent the mean distances between the points with respective frame number. These values were obtained based on 111 trajectories from the dataset of "August-2015" (see subsection 3.1.4). It may be seen that the mean distance grow nearly linear with the growth of the frame number.

What part of available frames should be inserted into the UFL? On one hand more items used for search is better for the quality of the estimation. On the other hand the accuracy of proportion estimation is growing with the grow of timestamps: the distances are higher. Therefore the UFL in various version of the algorithm has the following view.

$$
\begin{equation*}
U=l, l+1, l+2, \ldots, n . \tag{4.54}
\end{equation*}
$$

Here $n$ is a timestamp of the last available frame by the current moment. $l$ is a certain number (obviously $l \in[k, n]$ ). To define the most appropriate UFL specific computational experiments was conducted (described in chapter 5). These experiments showed that the change of $l$ has a moderate influence on the prediction accuracy. In the conditions of the experiments $l=15$ showed the best results, therefore it was taken as a nominal value for the implementation.

### 4.4 Allocating the subset of neighbors

Previous subsections consider the evaluation of the algorithm under some specific assumptions. The main such assumptions are the following:


Figure 4.7: Mean distance between the points from the database according to their frame number.

1. Possibility to define nearest neighbors such that the current trajectory lie between them in both dimensions at the whole duration of flight;
2. Stability of the proportions $d_{1}$ and $d_{2}$ from equation 4.46 in time.

The rule that the current trajectory must lie between two nearest neighbors in both dimensions may be simply inserted into the KSO. For this purpose the search for higher and lower nearest neighbor is made separately. The simple heuristic for search is the following. For each trajectory $\mathbf{X}_{i}$ for each timestamp $t$ it is checked if the object lies above the object from the current trajectory $\mathbf{X}_{c}$. If $x_{1 c}(t)>x_{1 i}(t)$ for most of the timestamps trajectory $\mathbf{X}_{i}$ is added to the list of lower trajectories.

Stability of the proportions $d_{1}$ and $d_{2}$ in time is not an obvious truth. Process simulation showed that in common case (i.e. when three random trajectories are taken from the set) these proportions are not stable and the object, which was between two others at the beginning of flight, could be above or below each other at the end (i.e. the trajectories are crossing, figure 4.8).

Different results may be seen when the specific adjustment of the throwing parameters is made in the simulation. Throwing velocity may be set in two ways: in Cartesian coordinates or in polar coordinates. In both domains launching velocity consists of two parameters: value $v$ and elevation $\phi$ in polar domain or horizontal projection $v_{3}$ and vertical projection $v_{1}$ in Cartesian


Figure 4.8: Plane-of-Flight projections of trajectories randomly generated in the simulation environment. It may be seen that the trajectories are crossing.
domain. The shape of the trajectory may be defined by both of the parameters of any domain. In common case (figure 4.8) of the simulation the values of launching parameters were set to be random normally distributed around the nominal values. Standard deviations of these parameters were set to the same value ( $0.1 \mathrm{~m} / \mathrm{s}$ for both horizontal and vertical velocity components). This lead to crossing trajectories, which may be seen on figure 4.8.

Another situation may be seen when the standard deviation for one launching parameter is set to be much smaller than for another one. Example plots for ten trajectories generated such asymmetric setting of the launching parameters are presented on figure 4.9 (parameters are set in polar domain; standard deviation for launching velocity set to $0.01 \mathrm{~m} / \mathrm{s}$, standard deviation for elevation of throw is set to 0.1 rad ), figure 4.10 (parameters are set in polar domain; standard deviation for launching velocity set to $0.1 \mathrm{~m} / \mathrm{s}$, standard deviation for elevation of throw is set to 0.01 rad ), figure 4.11 (parameters are set in Cartesian domain; standard deviation for the vertical velocity set to $0.01 \mathrm{~m} / \mathrm{s}$, standard deviation for the horizontal velocity is set to $0.1 \mathrm{~m} / \mathrm{s}$ ), and figure 4.12 (parameters are set in Cartesian domain; standard deviation for the vertical velocity set to $0.1 \mathrm{~m} / \mathrm{s}$, standard deviation for the horizontal velocity is set to $0.01 \mathrm{~m} / \mathrm{s}$ ). It may be seen that these plots have more regular appearance than random plots from figure 4.8. The trajectories from each of these four plots have similar appearance to each other (e.g. the last points of the trajectories on figure 4.12 have nearly the same value of the horizontal coordinate).

This is just an intuitive perception got from the plots. For the predictor accuracy it is important to know the following: are the proportions $d_{1}$ and $d_{2}$ for the trajectories generated with this setup stable in time or not? If one trajectory lie between two others in the beginning, will it lie in between in the end? Numerical experiments with the simulation showed the following answers on these questions:

1. Throwing velocity is set in polar domain with high deviation of the angle and low deviation


Figure 4.9: Plane-of-Flight projections of trajectories belonging to one cluster with respect to $v$.
of the value: The proportion is kept stable (it changes in the second order only). If one trajectory is between two others in both dimensions in the beginning, it will lie in between in both dimension in the end.
2. Throwing velocity is set in polar domain with low deviation of the angle and high deviation of the value: The deviations of the proportions (and crosses of the trajectories) take place in very beginning of the flight. After first 60 milliseconds proportions become stable and no more crosses are detected.
3. Throwing velocity is set in Cartesian domain with low deviation of the vertical projection and high deviation of the horizontal projection: proportion is not stable and trajectories are often crossing in both dimensions.
4. Throwing velocity is set in Cartesian domain with high deviation of the vertical projection and low deviation of the horizontal projection: for the vertical dimension proportion is kept stable and trajectories do not cross. In horizontal dimension this requirement is not satisfied however it is more important that the corresponding coordinates in horizontal dimension are nearly the same for all trajectories.
$v, \phi$ and $v_{1}$ are changing in time, hence, it can not be said that "for this trajectory it $v=5,6$ and for this trajectory $v=5,4$ ". We can talk only about the value of these parameters at the certain time moment. Due to this fact it is hard to estimate the value of these parameters based on erroneous measurements. On the other hand the horizontal velocity does not change much with time. The mean value of this parameter may be estimated as a result of dividing $x_{3}(t)$ by $t$.

Main advantages of k -NN in comparison with other sampling-based techniques (e.g. Neural Networks and Support Vector Machines) are simplicity of implementation and good interpretability: predictor made decision based on concrete examples. Main disadvantages are connected with the


Figure 4.10: Plane-of-Flight projections of trajectories belonging to one cluster with respect to $\phi$.
fact, that we does not modify our learning sampling to more simplified model but store them all in the database. When we apply k-NN forecasting we should compare our current trajectory with all trajectories from the dataset. This circumstance produces high memory and time costs of k-NN with huge databases. Speed of processing is very important for time-critical projectile prediction task. Hence comparison of the current trajectory with high number of samples is unlikely.
Here the approach is proposed based on comparing the current trajectory not with all trajectories from the dataset but only with a relatively small subset. It allow decreasing the volume of computations: even large databases may be processed relatively fast. More important aspect of this proposal is that proportion stability assumption is true for the trajectories inside the subset. This is achieved by making one of the velocity parameters nearly the same for all trajectories from the subset. In other words the basic principle of the subset allocation is the following: the current trajectory is compared only with trajectories from the dataset such that the value of certain velocity parameter $p$ for these trajectories is nearly equal to the corresponding parameter of the current trajectory. What parameter should be taken as a base for such allocation? Let consider parameters listed above as a potential $p$ :

1. Velocity value and elevation in polar domain: Both these parameters are not likely as they are hard to be estimated. The light barriers provide the measurement of the velocity projection on the direction perpendicular to them but this is not a value of the velocity. Accurate measurement of the velocity value and elevation on the short term is not possible as the accuracy of stereo positioning is not enough for this task (see section 3.3.3).
2. Vertical projection of the velocity: this velocity is not likely as it does not provide proportion stability.
3. Horizontal projection of the velocity: This parameter provide high stability of the proportion in vertical coordinates and it is relatively easy to estimate. Horizontal velocity does not


Figure 4.11: Plane-of-Flight projections of trajectories belonging to one cluster with respect to $v_{1}$.
change significantly in time therefore calculation of the mean horizontal velocity after a relatively long period of time may be used to estimate the horizontal velocity at the moment of throw. Another advantage of taking the horizontal velocity as a sorting parameter is that all trajectories have nearly the same value of $x_{3}$ at the corresponding time moments. Therefore by estimating the value of the horizontal velocity we can roughly estimate the time, when the ball reach gripper workspace. The process of estimating the horizontal velocity is described below.

According to the definition of mean horizontal velocity it is estimated as a result of dividing object horizontal path by the time left after the throw. In zero-point coordinate system it corresponds to the division of the coordinate $x_{3}$ by the time $t$ left after the zero-point:

$$
\begin{equation*}
\hat{v}_{3}(t)=\frac{x_{3}(t)}{t}=\frac{x_{3}(t)}{n * \tau} \tag{4.55}
\end{equation*}
$$

Here $\tau$ is length of the inter-frame period and $n$ is number of frames left.
Absolute errors of stereo positioning achieve several millimeters (section 3.3), however for the velocity estimation relative errors are critical. If the value of $x_{3}$ is 10 mm and absolute error is 1 mm , the relative error is obviously around $10 \%$. If absolute error is the same and $x_{3}$ is equal to 100 mm the relative error would be around $1 \%$. This example shows that the accuracy of velocity estimation improves with grow of the value of $x_{3}$. On the other hand this operation must not be done too late: the system need some time to perform the prediction and to execute the catching movement. In the basic experimental setup frames with numbers from 35 to 39 were used for calculating mean horizontal velocity [Mir15]. Taking these frames allow robust estimation of the horizontal velocity which may be seen on figure 4.13 taken from [Mir15].

This figure represent the result of sorting trajectory database with respect to $v_{3}$. Trajectories with low values of $v_{3}$ were put to the beginning of the list while trajectories with high values were


Figure 4.12: Plane-of-Flight projections of trajectories belonging to one cluster with respect to $v_{3}$.


Figure 4.13: Horizontal coordinate of the ball in 0.5 second after the throw for all trajectories depending on the sequential number in the sorted dataset. Picture taken from [Mir15]
put to the end. On the figure the value of the horizontal coordinate for the frame number 55 is plotted with respect to the sequential number of the trajectory in the sorted dataset. It may be seen that for neighboring trajectories the value of $x_{3}$ does not differ more than for 2 cm (at least for for trajectories with numbers from 20 to 160 ; trajectories in the beginning and in the end of the list differ more due to fringe effect, these are trajectories captured with exceptional values of throwing force, they are used only for learning).

The operation of sorting the dataset with respect to $v_{3}$ described in the previous paragraph is applied to the trajectory database on the learning stage. When the algorithm predict the current trajectory it works with the database, which is already sorted. It estimate the value of $v_{3}$ and compare it only with trajectories from the dataset which have similar value of $v_{3}$. The structure
of learning and prediction algorithms is described in section 4.5.
As it was mentioned above the proportion $d_{3}$ is not kept stable in time for the datasets with similar horizontal velocity. However due to similar values of $x_{3}(t)$ for all dataset members the weighted nearest neighbors principle here could be replaced by the simple nearest neighbor principle:

$$
\begin{equation*}
x_{\hat{C} 3}(t)=\frac{x_{A 3}(t)+x_{B 3}(t)}{2} . \tag{4.56}
\end{equation*}
$$

If we assume that the values of $x_{C 3}(t), x_{A 3}(t)$ and $x_{B 3}(t)$ are nearly the same at any moment and the distance between corresponding points on the trajectories is minimal then this operation allow accurate forecast of future coordinates in $x_{3}$ dimensions. Experiments described in section 5.1 showed that simple nearest neighbors prediction is more accurate than weighted nearest neighbors in general.

Comparing the current trajectory with a small subset of the entire dataset reduce the time of calculations $T$. If KSO process the entire dataset $T$ in simplified way may be defined as

$$
\begin{equation*}
T=M * \tau_{d}+\tau_{K F O}, \tag{4.57}
\end{equation*}
$$

where $M$ is overall number of trajectories in the dataset, $\tau_{d}$ is a time of calculating the distance between two trajectories and its comparison with the current smallest distance (i.e. $n * \tau_{d}$ is time of applying KSO), $\tau_{K F O}$ is a time of applying KFO.
With use of subset allocation it become equal to

$$
\begin{equation*}
T=\tau_{\text {all }}+m * \tau_{d}+\tau_{K F O}, \tag{4.58}
\end{equation*}
$$

where $\tau_{\text {all }}$ is the time of subset allocation and $m$ is number of examples in the subset. Obviously subset allocation is useful if it significantly decrease the time expenses:

$$
\begin{gather*}
\tau_{\text {all }}+m * \tau_{d} \ll M * \tau_{d}  \tag{4.59}\\
\tau_{\text {all }} \ll(M-m) * \tau_{d} \tag{4.60}
\end{gather*}
$$

The number of trajectories in the cluster affect on the accuracy and speed of prediction. In section 5.2 it is shown that the best results were achieved when the cluster size was equal to approximately $1 / 8$ of the whole dataset.

### 4.5 Predictor summary

This section summarize the algorithm development made in sections 4.2, 4.3 and 4.4. In fact predictor consist of two algorithms: learning algorithm and prediction algorithm. Prediction algorithm consist of operations, which are performed in order to forecast the current trajectory. It is called after receiving each new frame. Learning algorithm consist of operations, which are done with the trajectory dataset prior to starting the work of the system. It has an aim to reduce the computations which are done during the prediction. As the prediction is real-time all computations, which may be done prior starting the system are done prior starting the system. This section does not describe the process of extracting 3D coordinates of the object from the video stream. It is already considered in chapter 3 . Here it is assumed that the predictor get the
sequence of measured object coordinates in camera coordinate system from the beginning till the last available frame as an input, while the learning algorithm get a set of trajectories observed in the camera coordinate system.

Two main tasks are solved on the learning stage: transform all the sample trajectories to the universal zero-point coordinate system and sort them with respect to the estimated horizontal velocity. Sorting trajectories has an aim to speed-up the cluster allocation procedure on the prediction stage. The structure of the learning algorithm is shown on figure 4.14.


Figure 4.14: The structure of the learning algorithm.
First of all for each trajectory in the set the reference of coordinate transformations is executed: each trajectory is sequentially translated to gravity coordinate system (section 4.2.2), plane-offlight coordinate system (section 4.2.3) and zero-point coordinate system (section 4.2.4). When the trajectory is already presented in zero-point system the value of the mean horizontal velocity is estimated (section 4.4). After that all trajectories in the dataset are sorted with respect to mean horizontal velocity. In the final database one trajectory is indicated by $i, v_{i}, X_{i}$ where $i$ is a sequential number of the trajectory in the set, $v_{i}$ is the value of the estimated mean horizontal velocity, and $X_{i}$ is the matrix showing the dynamics of object coordinates in time.

The structure of the predictor is shown in the figure 4.15. For better visualization the functional blocks are put into fields corresponding to the coordinate system where they are executed. First of all the reference of coordinate transformations is performed for the measured part of the trajectory. Then the mean horizontal velocity is estimated. It may be seen that the same operations are done with each sample trajectory on the learning stage. After that the cluster of similar trajectories is allocated from the dataset. For this purpose the sample trajectory $X_{j}$ is found, which have the value of the estimated mean horizontal velocity, which is the most similar with the corresponding parameter of the current trajectory. Then the range of sample trajectories around $X_{j}$ with sequential numbers from $j-q$ to $j+q$ are put into the cluster of similar trajectories. $q$ is a natural number, choice of the value of $q$ is discussed in section 5.2. After cluster allocation the operations of search for nearest neighbors within the cluster (section 4.3.2) and forecasting (section 4.3.1) are performed. The second operation return the predicted


Figure 4.15: The structure of the prediction algorithm.
reference of object positions in zero-point coordinate system. This reference is transformed back to gravity coordinate system and then to robot coordinate system (section 4.2.5). Predicted object coordinates in the robot coordinate system are given to the output of the predictor. This data is then used for determining the catching movement.

## 5 Implementation and experiments

In the chapter 4 the concept of the prediction algorithm was proposed and developed. This chapter tell how this algorithm is applied to the real system for objects' transportation by throwing and catching. Two questions are mainly under the scope: how the algorithm is implemented and how good does it work?

Section 5.1 explain the numerical experiments with sample trajectories stored in the dataset. These trajectories was observed by the vision system in throwing experiments as it is explained in section 3.1. The aim of the numerical experiment is to validate the accuracy of the algorithm and to find the best settings. Section 5.2 describe technical aspects of integrating the algorithm into the transportation system. The version with the parameters determined in section 5.1 is implemented on C++ and integrated into software complex for ball tracking. Final examination of the algorithm is described in section 5.3. Experiments showed that the system with integrated predictor is able to catch thrown balls successfully.

### 5.1 Numerical experiments with the dataset

The experiments described in these section mainly consist in predicting the object's positions for the trajectories, which were observed in catching experiments (section 3.1). Comparison of the prediction results with the actual positions of the ball observed by the vision system is used to estimate accuracy of prediction. This an advantage of the numerical experiments in comparison with catching experiments. In case of catching experiments accurate tracking is not possible anymore, when the ball is inside the robot's workspace: the robot is moving, which distort the accuracy of stereo positioning. So the only possible output from the catching experiments is that the robot has caught the ball or did not. Numerical experiments allow prediction accuracy to be estimated instead.
k Nearest Neighbors algorithm use the set of previously observed trajectories as a base for prediction. Two type of trajectory datasets were used in the experiments:

- Artificial dataset: The trajectories in such a set are created via simulating ballistic motion of the tennis ball. As the tennis ball is a well-studied aerodynamic object, such a simulation is relatively accurate (see section 4.1). Artificial generation of the set allow minimizing time expenses, which are needed to perform catching experiments for creating large-size dataset of real throws. Although the dataset is artificially generated in the experiments it was used to predict the real trajectories observed in throwing experiments.
- Acquired dataset: A set of real trajectories acquired by the stereo camera system. The trajectories to predict are also taken from this set. Leave-one-out method is applied: each trajectory from the set is predicted using all other trajectories except itself. In other words the trajectory, which is predicted currently, is removed from the dataset before the prediction and returned there afterwards. I.e. an incorrect situation when one trajectory is used to predict itself is avoided.

The question to discuss is what number of available frames is used for prediction. According to the algorithm settings discussed in sections 4.2.3 and 4.3.1 prediction is done the first time after receiving the frame number 40 . In theory accuracy of prediction should improve with increasing number of available frames. Actual influence of the frame number on the prediction accuracy is discussed in the end of this section. The algorithm described in chapter 4 has a number of parameters. Choice of their value effect on the quality of prediction. The main varying settings of the algorithm are listed below:

1. The method of estimating the plane-of-flight: Four main methods were proposed in section 4.2.3 (least squares, robust least squares, random sample consensus, sample mean, sample median). Sample median was finally chosen as the most robust, accurate and fast method. Although the choice of the method is done based on numerical experiments it is described in section 4.2.3 instead of this section because of strong relation to the algorithm development.
2. The parameter for sorting trajectories in the dataset: Four main parameters were proposed in section 4.4 (velocity scalar $v$, elevation of throw $\phi$, vertical velocity $v_{1}$, horizontal velocity $\left.v_{3}\right)$. Horizontal velocity was finally chosen as a clustering. The choice of the clustering parameter is described in section 4.4 because of strong relation to the algorithm development.
3. Weighting coefficients: these are the numbers $w_{1}$ and $w_{2}$ with possible values from 0 to 1 from equation 2.22. Two ways of defining these coefficients are proposed in section 4.3: setting them both to 0.5 (simple nearest neighbors, equation 4.50) or defining the values with respect to distance proportion (weighted nearest neighbors, equation 4.49).
4. Size of the cluster $c$ : On one hand reducing the size of the cluster means decreasing the volume of computations (less trajectories to compare with the current one). On the other hand it may decrease the accuracy: if the size of the cluster is small the nearest trajectories may be thrown out of the cluster. In this case they are not recognized as nearest neighbors.
5. Number of taken nearest neighbors $k$ : In sections 4.3 and 4.4 it was assumed that $k=2$, one of taken nearest neighbors lies above the current trajectory, and another lies below. Assumption that this choice of $k$ is the most accurate need a proof.

### 5.1.1 Simple and weighted nearest neighbours

On the first step of numerical experiments the accuracy for the basic proposed setup was examined. Prediction is made based on first 40 frames after the throw. Cluster size is set to 25 trajectories and $k$ was set to 2 with one neighbor above and one neighbor below the trajectory. Versions with simple and weighted nearest neighbors forecasting were validated. Prediction is done based on the same dataset using leave-one-out method. Example of the successful prediction results are plotted in figure 5.1. 150 trajectories were predicted in such a way. The results are given in table 5.1.


Figure 5.1: Reference positions of the ball from the current trajectory, its lower neighbor, and its higher neighbor; filled circles show the predicted positions of the object.

Table 5.1: Accuracy of the prediction

| Parameter | simple kNN | weighted kNN |
| :---: | :---: | :---: |
| \% of throws with error $<30 \mathrm{~mm}$ | 92 | 85 |
| $\%$ of throws with error $<20 \mathrm{~mm}$ | 85 | 73 |
| Median error in mm | 10 | 13 |

The percentage of trajectories with prediction errors less than the specified thresholds is given in the table. The thresholds of 30 and 20 mm are chosen according to [Bir11] where they are stated as allowing successful catch of the ball with robotic hand. Unexpectedly simple nearest neighbor algorithm showed better accuracy than weighted nearest neighbors. The possible reason is high sensitivity of the proportions to measurement errors. In further experiments simple nearest neighbors prediction was used.

### 5.1.2 Size of the cluster

Evaluation of the cluster size was done both with artificial dataset and acquired dataset. The experiments was set with the dataset from August 2016 consisting of 100 sample trajectories and 20 test trajectories (see section 3.1). The radius of the cluster $r$ is equal to $0.5 *(s-1)$ where $s$ is number of trajectories in the cluster. If the trajectory with the most similar value of $v_{3}$ to the current one has sequential number $i$ in the sorted dataset the cluster include trajectories with sequential numbers from $i-r$ to $i+r$. Other settings were the same as in subsection 5.1.1. The median error for various cluster sizes is presented in table 5.2. $\infty$ here means that no sorting and clustering was applied at all: search for nearest neighbors was made through the entire dataset.

Table 5.2: Median errors of prediction for various sizes of the cluster. $\infty$ means that no sorting and cluster allocation was made at all. Prediction was done based on acquired dataset of real trajectories.

| $r$ | $e_{\text {med }}, \mathrm{mm}$ |
| :--- | :--- |
| 1 | 25,3 |
| 2 | 14,2 |
| 3 | 13,3 |
| 4 | 12,5 |
| 5 | 11,9 |
| 6 | 10,6 |
| 7 | 10,6 |
| 8 | 7,8 |
| 9 | 7,8 |
| 10 | 7,8 |
| 11 | 6,6 |
| 12 | 6,6 |
| $\infty$ | 16,7 |

Results show that the error decrease with the growth of the cluster size. This improvement stops after the $r=11$ for $r=12,13,14, \ldots$ the median error keeps the value of 6.6 mm . This means that even with larger size of the cluster the search return nearest neighbors inside the cluster with $r=11$. When the cluster size become near to the size of the entire dataset size of error increase. This result show that use of sorting improve not only the speed of computation but also prediction accuracy.

Median prediction error might be not the best parameter for evaluating the quality of prediction on relatively tiny datasets. It is more important to know what percentage of trajectories was predicted accurately than what was the prediction error for "mean trajectory". In figure 5.2 it is shown, what number of trajectories was predicted in the most accurate way for various cluster sizes. Prediction in the most accurate way means that for this trajectories there is no cluster size providing better accuracy than the current cluster size. This histogram show the same results as table 5.2: the most effective work of the algorithm is reached at $r=11$. It is nearly the $1 / 8$ of the whole dataset size (as it includes 100 trajectories).

The results of the similar evaluation with artificially-generated dataset consisting of 2048 trajectories are presented in table 5.3. First column present accuracy information, while the second one present the time expenses. The results show that minimum median error is achieved already when the size of the cluster is equal to 256 trajectories. Time analysis is made for the real-time implementation of the algorithm (this implementation is discussed in the next section). The influence of the dataset size on the speed of processing was not significant for the size of the database from 64 to 2048 trajectories (it was everytime less than 1 ms for cluster with 25 trajectories). However the size of the cluster make a significant influence on the speed of calculations (see table 5.3). It grows with the growth of the cluster size. The framerate of the observer is 100 fps (subsection 3.1.2), so interframe period is equal to 10 ms . If the time of computation is less than 10 ms , it is possible to recompute the forecast after each new frame received. For 256 trajectories in the


Figure 5.2: Correspondence between number of trajectories, which are predicted with the best accuracy and cluster size. (Draft!)
cluster the upper bound time of computation is equal to 4.3 ms , which is less than 10 ms and therefore sufficient.

Table 5.3: Influence of the cluster size on the accuracy and speed of prediction for the artificially generated database consisting of 2048 samples.

| cluster <br> size | median <br> prediction <br> error, mm | time of <br> computa- <br> tion (upper <br> bound for <br> $99,97 \%$ ), ms |
| :--- | :--- | :--- |
| 25 | 14.2 | 1.4 |
| 64 | 12.5 | 2.1 |
| 128 | 11.9 | 2.7 |
| 256 | 10.6 | 4.3 |
| 512 | 10.6 | 7.6 |
| 1024 | 10.6 | 15.2 |

So in both setups good accuracy with satisfying performance are achieved when the cluster is nearly 8 times smaller than the entire dataset. This is not a universal result. When the trajectories in the dataset are more dispersed (e.g. launching velocity varies from 2 to $7 \mathrm{~m} / \mathrm{s}$, but not from 4 to $5 \mathrm{~m} / \mathrm{s}$ ) relative size of the cluster should be smaller. But for the current setups cluster sizes were determined in such a way: 25 trajectories in the set for acquired database and 256 trajectories in the set for artificial database.

### 5.1.3 Value of $k$

In the basic setup the value of $k$ was set to 2 . This subsection aim to check whether this choice provide the best accuracy or not. Another question is whether picking one higher and one lower
nearest trajectory provide better accuracy than just picking two nearest neighbors or not. For this purpose the accuracy of the prediction was checked for various values of $k$. When $k$ was set to 1 the forecast of the trajectory was just set equal to the found nearest neighbor. When it was set to $2,3, \ldots$ the forecast is calculated as a mean of respective number of nearest neighbors. The median prediction errors for these versions of the algorithm with various $k$ are listed in table 5.4. Here $k=2$ mean that simple two nearest neighbors were taken, while $k=1+1$ mean that one higher nearest neighbor and one lower nearest neighbor were taken. Other algorithm settings were the same as in section 5.1.1.

Table 5.4: Median errors of prediction for various numbers of taken neighbors; $1+1$ mean that one higher nearest neighbor and one lower nearest neighbor were taken.

| $k$ | Median <br> error, mm |
| :--- | :--- |
| 1 | 15,7 |
| 2 | 10,1 |
| $1+1$ | 6,6 |
| 3 | 10,6 |
| 4 | 12,9 |
| 5 | 13,0 |
| 6 | 13,8 |
| 7 | 15,6 |

Results showed that the proposed rule of taking neighbors (2 nearest neighbor, one of which is higher and another one is lower than the currents trajectory) provide the most accurate prediction. Particularly it provides more accurate results then than taking two nearest neighbors without any additional rules. Using one nearest neighbor prediction decrease the accuracy as well as increasing the number of neighbors more than 2 .

A set of numerical experiments showed the following algorithm setting that provide the best results in terms of accuracy and sufficient results in terms of performance. The trajectory forecast is calculated as a mean of respective values of higher nearest trajectory from the dataset and lower nearest trajectory from the dataset. The search for these nearest trajectories is made through the cluster with 25 (if acquired dataset with 100 trajectories is used) or 256 (if artificial dataset with 2048 trajectories is used) trajectories. The values for cluster size are not universal: they are good for these specific experimental setup. The implementation of the algorithm was made based on these settings described above.

### 5.2 Implementation

The algorithm of trajectory prediction is implemented to be used in the automated transport-by-throwing system. This section discuss the details of this implementation. Subsection 5.2.1 discuss how the algorithm is integrated into the experimental hardware and software complex for automated throwing and catching. Subsection 5.2.2 is concentrated on how the low-level implementation of the prediction algorithm look like.

### 5.2.1 Integration into the transportation system

The final examination of the algorithm is done via the catching experiments. These experiments are performed on the specific experimental software and hardware complex for automated throwing and catching at Technische Universitaet Wien [Pon16]. This system includes:

1. Numerically controlled throwing device (see section 3.1.1),
2. Robotic manipulator KUKA LWR4+ with 7 degrees of freedom, which is used to catch balls [20],
3. Stereo cameras (see subsection 3.1.2),
4. Information processing subsystem.

The structural scheme of the system components is shown in figure 5.3. Communication between various system components is organized as follows [Pon16]. Data processing in executed on two personal computers (PC-1 and PC-2). PC-1 is intended for processing the data from cameras and for prediction, while $\mathrm{PC}-2$ is used for determining the instructions for the gripper. The throwing device is switched from PC-1. When the ball intersect the light-barrier, the notification about this event come to the synchronization generator, which synchronize the work of the entire system based on the robot's cycle time. When the new pair of frames come to PC-1 from the camera, the new position of the ball is extracted from the images, the forecast is updated and the new catching point in space and time is chosen. This information is then sent to PC-2, where the instructions for the robot are updated.


Figure 5.3: Structure of the transport-by-throwing system.
The structural scheme of the entire data processing algorithm is shown in figure 5.4. It get a pair of images from the cameras as an input. As an output it must return the coordinates of the point,
where the catch will take place and the time of this event. This data is then transmitted to PC-2. First the pixel coordinates of the ball center are extracted from both images using RANSAC circle recognition (see subsection 3.1.2). This step is computationally expensive, so it is executed in parallel on the graphic processor unit [Goe15]. All other steps are executed sequentially on the central processing unit. 3D coordinates of the ball center are extracted from the pixel coordinates using the operation of stereo triangulation (see subsection 3.1.3). After that the new prediction is made. The result of the prediction is a reference of future positions of the ball's center. One of this positions is picked as a catching position [Pon16] and then transmitted to PC-2.


Figure 5.4: Structure of the software.
This algorithm is implemented as an executable code on $\mathrm{C}++$. The parallelized ball center recognition is implemeted using CUDA library. The predictor is implemented as a $\mathrm{C}++$ function. The details of this implementation are discussed in the next subsection.

### 5.2.2 Real-time predictor

As it was described in section 4.5 predictor include to different algorithms: prediction algorithm and learning algorithm. Learning algorithm returns the sorted dataset of sample trajectories, which is then used by the prediction algorithm. As the learning algorithm is executed prior to starting the transportation system there is no need to make it real-time. So straightforward MATLAB implementation of the learning algorithm according to section 4.5 was used for creating the sorted dataset.

Prediction algorithm instead of learning algorithm must be real-time and interact with other software components. Therefore it was implemented as a C++ function within the common software project for data processing. Mainly this is a straight implementation of the computational operations described in sections 4.2, 4.3, and 4.4. Three specific issues of the predictor's C++ implementation should be mentioned:

1. Management of the multiple calls: The predictor is called every time, when the new frame is received from the vision system, however the first prediction could be made only after receiving the frame number 40 (see subsection 4.2.3). Before it the predictor should only store the received coordinates into the static variables. After the frame number 40 the predictor recalculate the forecast after each new frame.
2. Management of the dataset: The dataset of sample trajectories is memory expensive (e.g. dataset with 2048 trajectories is a 2048-by-100-by-3 array with volume of more than 1 megabyte) and the way of initializing it may affect on the time of computation. The fastest way of initializing such an array is inserting it directly into the program code. Therefore the MATLAB array returned by the learning algorithm is automatically transformed into a line of $\mathrm{C}++$ code, which is then inserted into predictor function.
3. The need of fast performing of two matrix operations: multiplying 4-by-4 matrix on 4 -by- 1 vector and defining the value of 4 -by- 1 vector by known result of multiplication of known 4 -by- 4 matrix on this vector. These operations are used many time on the reference of coordinate transformations (see section 4.2). Implementation of these operations is discussed below.

In MATLAB environment matrix operations are inserted into the language functionality. In C++ special libraries exist for matrix operations, however the use of these library lead to higher time expenses. Therefore matrix multiplication and the opposite operation were implemented on low level. According to the common rules of matrix multiplication if there is a need to multiply 4 -by- 4 matrix $B=\left(\begin{array}{llll}b_{11} & b_{12} & b_{13} & b_{14} \\ b_{21} & b_{22} & b_{23} & b_{24} \\ b_{31} & b_{32} & b_{33} & b_{34} \\ b_{41} & b_{42} & b_{43} & b_{44}\end{array}\right)$ and 4-by-1 matrix $Y=\left(\begin{array}{l}y_{1} \\ y_{2} \\ y_{3} \\ y_{4}\end{array}\right)$ the resulting matrix $Z$ will be 4-by-1 $Z=\left(\begin{array}{c}z_{1} \\ z_{2} \\ z_{3} \\ z_{4}\end{array}\right)$ and the values in four rows of this matrix may be found using the following formula:

$$
\begin{align*}
& z_{1}=b_{11} * y_{1}+b_{12} * y_{2}+b_{13} * y_{3}+b_{14} * y_{4}, \\
& z_{2}=b_{21} * y_{1}+b_{22} * y_{2}+b_{23} * y_{3}+b_{24} * y_{4},  \tag{5.1}\\
& z_{3}=b_{31} * y_{1}+b_{32} * y_{2}+b_{33} * y_{3}+b_{34} * y_{4}, \\
& z_{4}=b_{41} * y_{1}+b_{42} * y_{2}+b_{43} * y_{3}+b_{44} * y_{4} .
\end{align*}
$$

Reverse transformation (defining unknown $Y$ based on known $Z$ ) is made by solving the system of linear equations expressed by matrix equation $B * Y=Z$. There is a number of mathematical approaches to solving such a system, here Cramer's rule is chosen due to computational simplicity. In Cramer's method the value of $Y$ is found using the following sequence of computations:

$$
\begin{align*}
& \Delta=\operatorname{det}(B) \\
& \Delta_{1}=\operatorname{det}\left(\begin{array}{llll}
z_{1} & b_{12} & b_{13} & b_{14} \\
z_{2} & b_{22} & b_{23} & b_{24} \\
z_{3} & b_{32} & b_{33} & b_{34} \\
z_{4} & b_{42} & b_{43} & b_{44}
\end{array}\right), \\
& \Delta_{2}=\operatorname{det}\left(\begin{array}{llll}
b_{11} & z_{1} & b_{13} & b_{14} \\
b_{21} & z_{2} & b_{23} & b_{24} \\
b_{31} & z_{3} & b_{33} & b_{34} \\
b_{41} & z_{4} & b_{43} & b_{44}
\end{array}\right),  \tag{5.2}\\
& \Delta_{3}=\operatorname{det}\left(\begin{array}{llll}
b_{11} & b_{12} & z_{1} & b_{14} \\
b_{21} & b_{22} & z_{2} & b_{24} \\
b_{31} & b_{32} & z_{3} & b_{34} \\
b_{41} & b_{42} & z_{4} & b_{44}
\end{array}\right), \\
&\left(\begin{array}{llll}
b_{11} & b_{12} & b_{13} & z_{1} \\
b_{21} & b_{22} & b_{23} & z_{2} \\
b_{31} & b_{32} & b_{33} & z_{3} \\
b_{41} & b_{42} & b_{43} & z_{4}
\end{array}\right), \\
& y_{1}=\frac{\Delta_{1}}{\Delta}, \\
& y=\frac{\Delta_{2}}{\Delta},  \tag{5.3}\\
& y_{3}=\frac{\Delta_{3}}{\Delta}=\frac{\Delta_{4}}{\Delta}
\end{align*}
$$

The performance characteristics for the implemented prediction algorithm are discussed in subsection 5.1.2. The upper bound for the time of execution in $99,7 \%$ of runs is equal to 4.3 ms , which is more than 2 times less than the interframe period. It mean that it is possible to recalculate the forecast after each new received frame. When the catching experiments are performed (see the next section), the prediction is everytime done within the interframe period.

### 5.3 Catching experiments

A set of catching experiments was made to examine the ability of the algorithm to give useful results within the real transport-by-throwing system. The experiments were performed on the experimental transportation system discussed in the previous section. As it was mentioned KUKA LWR $4+$ robotic arm is used as a catching device. The gripper is mounted on the arm. It use a butterfly-net principle. The appearance of this end-effector is shown in figure 5.5. The net is mounted on a metal ring with the diameter of 11 cm . As the diameter of the ball is equal to 7 cm such a ring allow prediction error up to 2 cm .


Figure 5.5: Grippers used for ball catching.

A number of throws were made in order to catch the ball. The nominal throwing velocity was set to $5 \mathrm{~m} / \mathrm{s}$ and the third dataset from September 2015 (see subsection 3.1.4; it also include the ball thrown with nominal velocity of $5 \mathrm{~m} / \mathrm{s}$ ) was used as a basis for prediction. Due to high dispersion of the actual throwing velocities from the nominal values the trajectories often varied from typical appearance and the balls were not caught succesfully. The list of throws sorted with respect to throwing velocities is given in table 5.5. The reference of the object's positions for example successful catch is shown in figure 5.6.

Table 5.5: Results of catching experiments for 20 trials for various velocities between 4.5 and $5.5 \mathrm{~m} / \mathrm{s}$.

| number | $v, \mathrm{~m} / \mathrm{s}$ | result |
| :--- | :--- | :--- |
| 1 | 4.54 | lost |
| 2 | 4.58 | lost |
| 3 | 4.67 | lost (rebound from the gantry) |
| 4 | 4.68 | lost (rebound from the gantry) |
| 5 | 4.68 | lost (rebound from the gantry) |
| 6 | 4.69 | lost (rebound from the gantry) |
| 7 | 4.96 | caught |
| 8 | 4.98 | caught |
| 9 | 5.00 | caught |
| 11 | 5.02 | caught |
| 12 | 5.04 | caught |
| 13 | 5.07 | caught |
| 14 | 5.13 | caught |
| 15 | 5.24 | lost (rebound from the net) |
| 16 | 5.25 | lost (rebound from the gantry) |
| 17 | 5.28 | lost |
| 18 | 5.36 | lost |
| 19 | 5.46 | lost |
| 20 | 5.50 | lost |

According to the table all balls thrown with velocity near to nominal (from 4.8 to $5.2 \mathrm{~m} / \mathrm{s}$ ) were


Figure 5.6: A sequence of the camera frames representing the successful catch of the ball.
succesfully caught. Higher variation of the velocity lead to losses of the ball by the mechanism. Note that the dispersion of the throwing velocities in catching experiments was higher than in the learning dataset. Therefore losses of the ball on the extreme velocities are expected. Use of more dispersed datasets should decrease the influence of this effect. The successful catches on the near-to-nominal velocities prove that the algorithm may be successfully applied in transport-by-throwing.

## 6 Conclusion and Future Work

The research made in the thesis was initially aiming to develop a novel approach for predicting the trajectory of the thrown object. In previous chapters 4 and 5 development and implementation of the new trajectory predictor was described in details. This concluding chapter finalize the research made in this thesis. Section 6.1 summarize main results from the chapters 3,4 and 5 . It tells briefly what is done. Section 6.2 tells what is still to do. It discuss the open issues, which still remain after the research made, and propose the ways of future development.

### 6.1 Results of research

A sample-based algorithm for predicting the trajectory of a thrown body is proposed, developed and evaluated within this thesis. It allows predicting the future coordinates of the flying body in real time based on measured coordinates at the beginning stage of flight. This algorithm is applied on the robotic system for catching thrown objects. This system includes:

1. Numerically controlled throwing device. Discussion on this device is made in section 3.1.1. It throws the object with specified velocity, however real velocity of throw has random deviations from the nominal setting. The throwing device is supplied by two light barriers, which measure time and actual velocity of throw.
2. Robotic manipulator KUKA LWR4+ with 7 degrees of freedom, which is used to catch balls.
3. Camera subsystem. Real-time tracking of the flying spherical object is done using the stereo system consisting of two cameras. Both cameras have image sensors with 2048 by 2048 pixels. Reconstruction of the object's location in space is done via the stereo triangulation.
4. Information processing subsystem. It includes two personal computers (one is used for processing the data from the cameras and another one is used for defining the commands for the robot) and controller devices, which control the robot and the throwing device.
5. Hardware for synchronization and communication between the components of the system.

During the development of the algorithm the following intermediate tasks were solved:

1. An analysis of observer's performance and accuracy: This task is discussed in chapter 3. A set of throwing experiments was made in order to explore the accuracy of tracking and to collect the datasets for learning trajectory prediction. Determining the ball pixel position on the images is done via RANSAC circle detection (section 3.1.2). Determining the ball's 3D position from its pixel positions is done via the stereo triangulation (section 3.1.3). Accuracy analysis showed that the observer is determining the 3D location of the static spherical objects with standard deviation of 2.25 mm (see section 3.2). The influence of the objects on the scene make accurate positioning of the flying ball on the long distances impossible (see subsection 3.3.1). Therefore background subtraction is applied to overcome this influence. With use of subtraction accuracy of positioning for flying objects become similar to the results for static objects. However the errors of the distance from the ball to the cameras are too big, when this distance is more than two meters (subsection 3.3.2). When the cameras are located behind the throwing device this errors are localized in one spatial dimension therefore such camera location is likely. Polynomial fitting in depth dimension is applied in order to eliminate errors on long distances (subsection 3.3.2).
2. The development of an algorithm for trajectory prediction based on machine learning and the learning algorithm: k Nearest Neighbours ( kNN ) are chosen as a basic technique for trajectory prediction (subsection 2.5.4). The prediction is made based on the sample trajectories stored in the dataset. The kNN forecasting is done in two steps: on the first step the search through the dataset is made. This search aims tof found the trajectories in the set that are the most similar (nearest) to the current trajectory. The development of the search operation is discussed in subsection 4.3.2. The distance between the corresponding points on the trajectories is used as a metric for determining the similarity of trajectories. As a results of the search two trajectories from the set are returned: nearest higher trajectory and nearest lower trajectory. The second step of the algorithm cinsist in forecasting the current trajectories based on known nearest neighbors (subsection 4.3.1). The future part of the current trajectory is determied a weighted mean of the corresponding parts of the nearest neighbors. The weights of the neighboring trajectories may be defined in two ways. First, in simple nearest neighbors the weights of both neighbors are set to 0.5 . Secondly, in weighted nearest neighbors the weights are defined with respect to the mean distances between the corresponding points on the current trajectory and on its neighbors. Further exploration showed that simple nearest neigbours provide higher accuracy than weighted nearest neighbors.
Two improvements of the nearest neighbor predictor are made. First, the reference of the coordinate transformations is inserted into the algorithm. The stereo triangulation return the 3D coordinates of the object in the coordinate system connected with the optical center of the left cameras. In section 4.2 it is proposed to translate these coordinates into the new coordinate system (zero-point coordinate system), which is defined in the following way. The origin of the coordinate system is put to the point on the trajectory, which is measured after the throw. One coordinate axis is set collinear with the gravity direction, while another one is set collinear with the horizontal projection of the launching velocity. The sample trajectories are translated into this coordinate system and stored in the database in zero-point coordinates. When the prediction of the current trajectory is done, it is first translated to zero-point coordinate system, then predicted, and finally the result is translated back to the world coordinate system. Use of zero-point coordinate system make the algorithm invariant to the spatial position of the launching point, to the horizontal direction of throw and to the location of the cameras. It also simplifies the process of detecting erroneous position
measurements.
The second improvement consist in comparing trajectory with relatively small subset of the large entire dataset (see section 4.4). For this purpose mean horizontal velocity of flight is estimated for each trajectory from the set. After that all trajectories in the set are sorted with respect to this parameter. When the current trajectory is predicted it is compared only with those sample trajectories, which have similar value of the horizontal velocity. This lead to significant decrease of the volume of computations. Also it provide fast search for the subset of trajectories similar to the current one.
Predictor software include two main modules: prediction algorithm and learning algorithm (see section 4.5). Learning algorithm consist of several operations made with the dataset prior to the prediction. These operations are: translation of the sample trajectories into the zero-point coordinate system, estimating mean horizontal velocity for each sample trajectory, and sorting the trajectories in the set with respect to mean horizontal velocity. Prediction algorithm include a set of operations, which are made while forecasting the current trajectory. These operations are: translation of the current trajectory into the zero-point coordinate system, estimating mean horizontal velocity for the current trajectory, allocating the subset of similar trajectories from the entire dataset, search through this subset for two nearest neighbors, forecasting the current trajectory based on found nearest neighbors, and translation of the forecast to robot coordinate system.
3. The evaluation of the accuracy of the constructed model: It is made by applying the algorithm to the trajectories observed by the cameras in the throwing experiments. These numerical experiments are described in section 5.1. They are used to determine the algorithm settings, which provide the best accuracy and sufficient performance. The following output is got from this experiments. Simple nearest neighbors show better accuracy than weighted nearest neighbors (subsection 5.1.1). For the current experimental setup the best accuracy is provided when the subset of similar trajectories is approximately $1 / 8$ of the entire dataset (subsection 5.1.2).
4. The integration of the proposed prediction module into the existing transport-by-throwing system: The predictor is inserted into the software module for processing the data from the cameras (subsection 5.2.1). The results of prediction are then given to the software module which determines the catching movement of the gripper. Predictor is implemented as a $\mathrm{C}++$ function which is called by the data processing software (subsection 5.2.2). The learning algorithm is implemented as a MATLAB program: it generate the sorted dataset, which is then used by the predictor. The tests of the implemented predictor showed that it is able to perform all the prediction within the time-out period between receiving two frames from the cameras.
5. The final evaluation of the whole transport-by-throwing route with the integrated learningbased prediction algorithm: On the final step of the experiments the transportation system was able to catch flying balls based on the prediction results provided by the algorithm (section 5.3). This shows that the algorithm is in principle applicable for the robotic catching.

The result of the entire doctoral research is a novel algorithm for predicting the trajectory of a thrown spherical body. The main differences of this algorithm from the state-of-the-art predictors are the following:

1. No accurate physical model of the flight is needed. The predictor works only based on previous examples.
2. The method does not require massive parallel processing, instantaneous feedback and use of special hardware. All the calculations are made on the standard processor unit in a sufficient time.
3. The method allow to compare current trajectory with high number of trajectories stored in the database and all these trajectories are taken in mind without high computational expenses.
4. The predictor is independent from the position of the launching point, from the horizontal direction of throw and from the location of the observer (see section 4.2).

### 6.2 Future work and outlook

The main outcome from the thesis consist in proved theoretical applicability of the k nearest neighbors to the trajectory prediction task for the system of material transportation by throwing and catching. This result is to be extended in future by developing the new versions of the algorithm, which may be applied in practical systems for material transportation. The catching experiments from the section 5.3 are made for the relatively specific setup. Future development of the predictor requires coming out of these constraints. The significant constraints of this setup are the following:

- Relatively small variation of the throwing parameters: the training set included the throws with launching velocities from 3.7 to $5.2 \mathrm{~m} / \mathrm{s}$, mainly 4 to $5 \mathrm{~m} / \mathrm{s}$ (see section 3.1). This means that the algorithm is able to predict the throws accurately within the specific range of launching velocities. Throwing experiments from section 5.3 showed that the gripper miss the balls thrown with velocities less than $4.7 \mathrm{~m} / \mathrm{s}$ and more than $5.2 \mathrm{~m} / \mathrm{s}$. Extending the work of the algorithm on wider ranges of velocities require collecting larger and more dispersed datasets of trajectories. Exploration of the algorithm accuracy and performance with use of higher ranges of trajectories is a significant direction of future work.
- Linear throwing of objects: Other ways of throwing (e.g. throws by a fast-rotating lever) were out of consideration. The linear throwing devices are good as they provide good dynamic stability of flight and allow minimizing spin (e.g. the lever thrower used in experiments in [Pon09] could not throw objects without a spin). However lever-throwing may be performed by the robotic arms of the same type, as used for catching. These transportation systems would be more flexible and universal then systems using the specific throwing devices. The predictability of the trajectories caused by lever-based throws require additional exploration.
- Unified spherical objects are thrown: As it was stated in the end of chapter 1 tennis ball was chosen as an experimental object to throw and to catch. This was motivated by the good knowledge about its aerodynamic properties. However real objects, which may be transported by throwing and catching in the industrial environment, have more complicated shape. Predicting trajectories of such bodies creates a number of questions to discuss. First of all the number of parameters to predict increases. of the object. Position of the spherical bodies is determined by three parameters: coordinates of the center-of-mass in 3D space. The plane-of-flight representation of the trajectories reduce the number of dimensions to two. If the object has more complicated shape three more parameters appears, which
express object's orientation in space [Kim12]. These parameters also need and application of the algorithm for predicting them has to be developed. In state-of-the-art literature this task has been considered e.g. in [Fra12] and [Kim12] for other prediction algorithms. One more important aspect of applying the algorithm for prediction of asymmetric bodies is whether the plane-of-flight representation or not? I.e. does the trajectory of the flying object with the specific shape curve to the side or not? For some object trajectories do not curve (e.g. cylinders fron [Fra12]) for some they do. The differentiation of such objects has to be made in further exploration. Even if the object's trajectory curves it may be transformed to the direction-independent representation by aligning one of the coordinate axis to the horizontal direction of throw. The task of defining this direction for the curved trajectory is to be solved in this case.
- Specific abilities of the catching device: the gripper based on the butterfly-net principle is used in catching experiments (section 5.3). This shape is chosen as it set hard correspondence between the prediction error and the rate of success. The allowed error was chosen relatively small: 20 mm . There are a number of other gripper constructions, which provide higher tolerance to prediction errors [Nis97, Cig15] however catching with use of active grasping [Nam03a, Fra07, Bae11, Cig15] require development of more complicated catching strategies.
- The object is thrown in such a way to make the catch easier: In other words the thrower does want that the catcher catch the ball successfully. This concept is defined by the concept of material transportation by throwing. In the industrial environment the thrower is adjusted in such a way that provide the easiest catching. The strategies when the thrower does not want the ball to be caught could be useful for other applications of trajectory prediction, e.g. robotic table-tennis. These strategies would require
- Use of the stereo vision system with two cameras: Increasing the number of cameras may improve the accuracy of the vision system. For example putting the additional pair of caneras observing the gripping area may eliminate the effect of increasing errors in depth direction on long distances discussed in subsection 3.3.2.
- Sorting trajectories with respect to horizontal velocity: As it was stated in section 4.4 the search for the nearest neighbors is made within the subset of trajectories, which has the horizontal velocity similar to the current one. Two more parameters were proposed: velocity scalar and the elevation of throw. They were rejected as they are hard to estimate. But hard does not mean impossible. The ways of their estimation may be found in future work. Also some more ways of subset allocation may be found.
- Using euclidean distance as metric of neareness: The neighbors with the smallest euclidean distance between the corresponding points was chosen as the nearest (see subsection 4.3.2). Other metrics of defining the nearest neighbors may be found and considered in the future work.

Further development of the algorithm faces with a number of new issues and possible improvements. Some of them are mentioned in the list above. One more possible direction of the further research is estimating the quality of the sample trajectory in the dataset. Quality here means how accurate can we predict other trajectories with use of this trajectory. If the trajectory is measured with errors its use for prediction will be harmful. Better accuracy of prediction with use of artificial datasets (which are free of error) partially prove this statement. However the
exploration of this influence is also a part of future work. The method should be developed, which allow detecting the bad trajectories and rejecting them from the dataset.

These were mainly the local details of further development of the proposed algorithm in order to improve its characteristcs. From the global point of view also the ways of further development exist. The algorithm should become more universal and less dependent from the specific setup. As it was already mentioned one of the way is use more dispersed datasets and considering the situation, when the throw is not precised in order to let the catcher grasp the object. In this case the concept may be applied not only in the specific setups. One more direction of development is making the agorithm able to predict the objects of various shapes after a single learning. Above a different situation was considered: in principle the objects may be various, but the single learning train the predictor to forecast only the objects with one specific shape. However humans are able to catch objects of various shapes without training its shape. When they see flying object they are estimating what will be the trajectory. The next steps that increase the universality is developing such skills in automated systems.

Implementing of the transport-by-throwing system in the real industrial environment face us with the number of open issues, technical challenges and tasks. The scientific and engineering aspects of Transport-by-Throwing networks are waiting for development. The process of prediction and catching should be integrated with the control of the object processing by machine tools into the common automated system. In this case it become a part of common automated manufacturing process. The way of such integration depends on the specificity of the production process on "what" and "how" the factory produce. Large scale transportation network gives the new questions and need an additional development of the method. The TbT network may consist of a number of routes where one catching device must catch objects form different sources and one throwing device can throw objects towards several destinations. One example of issue, appearing in such networks is high number of moving objects on the scene. This make tracking the flying object more difficult to implement. In this thesis the background subtraction is used to differentiate object's appearance from the scene. When the background is dynamic this method does not work. This is only example issue, which appears when adapting the system to the complex industrial environment.

As it was mentioned above robotic catching was not appeared as a part of TbT , but TbT use it as a part of object transportation. Initially robotic catching is considered as a step of improving the abilities of robotic systems, of making them able to make human-like actions in physical world. This motivation for robotic catching is still actual. If the robots are more similar to humans the number of new possible applications for them appears. The prediction of the trajectory of the thrown object may be done not only for catching this object in the industrial environment. Already on this stage it may be applied example in robotic table-tennis. Future of the robotics may give as more applications.

Prediction of flying body trajectory is not the only task, for which the proposed forecasting algorithm may be used. There are a lot of existing applications for time-series forecasting. The characteristics of predicting the ballistic trajectory in comparison with other forecasting task (e.g. predicting the situation of the stock market) are:

1. The process is not influent it has the beginning and the end.
2. No accurate analytical model of the process is available but the rules of the process exists. It is not random and under the same conditions take place in the same way.
3. There are several factors influencing on the process but the influence of each factor cannot be accurately separated from the influence of other factors (e.g. separate influence of the throwing velocity and the elevation of throw).
4. The prognosis must be done in a very small period of time.

For the processes that satisfy these conditions, the introduced algorithm could be an effective method for time series forecasting.
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[^0]:    ${ }^{1}$ Masatoshi Ishikawa later on took part in the research on robotic catching, described in subsections 2.4.1 and 2.5.1, however in [Muk94] airborne objects are not considered.

[^1]:    ${ }^{1}$ In common stereo vision, the challenge lies in determining the correspondence between pixels to the left and right in the image. In the current application, this step is unnecessary because the ball's center positions are already determined separately in each image.

[^2]:    ${ }^{2}$ These value of throwing velocity was chosen as it provide the most suitable trajectory for catching in the experimental setup [Pon16]

[^3]:    ${ }^{1}$ Usually it is not recommended to use even number of neighbors for classification tasks. Reason is that it can cause uncertainty. Consider simple situation. We have $k$ taken nearest neighbors. If $\frac{k}{2}$ of them belong to class A and $\frac{k}{2}$ of them belongs to class B, the simple kNN classifier can not classify current example to A or B. In the case of trajectory prediction considered above it is not a classification task. The output value is not taken as a result of neighbor voting, but calculated numerically on its base. Hence taking even number of nearest neighbors is correct for trajectory prediction and does not cause any failures. Use of alternative values of $k$ for trajectory prediction is briefly discussed in section 5.1. Experiments there showed that $k=2$ provide the best prediction accuracy

