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Abstract 

This contribution proposes a narrative approach to trust-building with regards to robots. This should serve as a com-
plementary interpretation in order to find new ways of theorizing and studying the trust-building process. The first 
aim of the paper is to distinguish between already existing notions of trust-building in relation to robots. I provide an 
overview arguing that with respect to building trust, robots are currently conceptualized as agentic interaction part-
ners, as artifacts in sociotechnical systems that can be altered based on novel engineering and design processes, 
and finally as a type of technology that can potentially disrupt existing normative and legal conventions. From this 
overview, this paper proposes the complementary approach based on a narrative conceptualization of robots. This 
conceptualization focuses on the way that robots capture the imagination of many, arguing that this is fruitful to take 
into account when theorizing and studying the process of building trust in robots. The paper then discusses how this 
conceptualization can be developed in interdisciplinary research in the social sciences by evaluating and analyzing 
future imaginaries, developing anticipatory concepts, and facilitating access to sociotechnical potential.
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1 Introduction

Arguments that emphasize the need to build people’s trust in robots have become 
increasingly prominent in recent years [European Commission 2019; Glikson and 
Woolley 2020; Ryan 2020]. A main reason for this perceived need to build trust 
is the expected increase in the use of robotic technologies across a wide array 
of domains. Examples of this range from the application of robots for personal 
assistance to self-driving cars and new types of robots in the workplace. Rapid 
advances are being made in technologies pivotal to this development, such as 
sensing technologies, machine vision, and machine learning. These technologies 
have granted robotic artifacts with increasing abilities to act autonomously and 
safely in real-world environments and expectations are that this trend will contin-
ue in the near future. This means that people’s encounters with robots are likely 
to increase, as is public attention to the question of robots’ impact on people’s 
lives [Yang et al. 2018]. Given this context, it is not a surprise that the question 
of building trust in robots has attracted increased attention: lack of trust in an 
emerging technology like robots can have disruptive effects both on technological 
development itself and also on general trust in society [Frewer 1999]. 

The question of building trust in robots has become prominent in a wide vari-
ety of contexts. For instance, the need to build public trust in robotic technology 
has become more prominent due to the lessons learned regarding the societal 
impact of different emerging technologies in recent decades [Bunde et al. 2022; 
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Edelman 2020; Ethics Advisory Group 2018]. Further impetus can be found in the 
expected increase in interactions with robots, raising questions regarding how 
trust can be built in these interactions [Lewis et al. 2018; Naneva et al. 2020]. 
Furthermore, the growth of the use of robots and other forms of automation in 
the workplace may be a source of much fear of replacement and other forms of 
distrust toward robots [McClure 2018].

These examples indicate the importance of paying attention to the processes 
behind trust-building, but they also demonstrate that these processes can be in-
terpreted and applied in different ways. Therefore, in the section that follows, this 
paper broadly distinguishes between different interpretations of the process of 
building trust in robots. Furthermore I also explain what this means in terms of the 
way robots themselves are conceptualized under these different interpretations. 
Building on this overview, Section 3 proposes a complementary notion that pro-
poses a complementary approach that draws attention to the role of narratives. 
This approach considers robots to be a prominent example of a technology that is 
surrounded by many different narratives that often have imaginative and specu-
lative content. I argue that this should be taken into account when theorizing 
and researching the process of building trust in robots. On this basis, Section 4 
explains how such an approach can be developed in the social sciences. Finally, 
a short conclusion is presented to discuss how this notion of a trust-building pro-
cess can be of use in the further development of interdisciplinary research.

2 Building trust in robots: Different interpretations

As noted, it is challenging to define the process of trust-building in a straightfor-
ward manner, amid the various interpretations of how it can be theorized and 
studied. To develop proper insight into the particularities of trust-building with 
regards to robots, a distinction among three interpretations of the trust-building 
process are developed below. It should be kept in mind that other ways of dis-
tinguishing these interpretations are possible; moreover, they often complement 
each other in actual research practice. Each of the following subsections indi-
cates how a given interpretation theorizes the trust-building process and how the 
interpretation can be of use in research on trust in robots. In this way, the subsec-
tions provide the central ideas that define the different interpretations. Further-
more, this is accompanied by a description of the ways that robots themselves 
are defined and portrayed by this interpretation. As a consequence, this section 
does not stick to one single definition of the robot, but rather presents definitions 
of robots in relation to the respective approaches. Finally, the subsections inves-
tigate the research contexts and the domains in which these concepts and ideas 
are developed and deployed.
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2.1. Behavior, appearance, and interaction

First, a set of prominent interpretations in this domain incorporate the idea of 
trust-building in relation to adjustments and refinements to the appearance and 
behavior of robots. Due to the emphasis on appearance and behavior, this per-
spective on trust usually aims to analyze human perceptions and experiences 
that are produced in interactions with robots [Hancock et al. 2011b; Li et al. 2010; 
Van den Brule et al. 2014]. For that reason, such research keeps a strong fo-
cus on gathering empirical insight from human-robot interaction experiments to 
identify and explain the mechanisms that support people’s trust in robots during 
such interactions. Notions associated with this understanding of trust-building are 
often based on adjustments to the concept of interpersonal trust [Billings et al. 
2012]. This concept involves the development of trust by one person (the trus-
tor) in another (the trustee). Interpersonal trust has been studied extensively in 
fields like psychology and sociology, and it has been deployed in many different 
contexts. As such, the concept plays an important role in many theories of trust 
[Bachmann and Zaheer 2006; Simpson 2007]. Regarding the application of this 
notion of trust in relation to robots: in case one perceives technological artifacts 
as displaying forms of intelligence, they can also potentially enter into agentic re-
lationships with humans [Elofson 2001; Nyholm 2018]. Hence, if artificial agency 
or intentionality emerges in interactive situations involving robots, notions derived 
from interpersonal trust can begin to play a role [De Graaf and Malle 2017].

Under this interpretation, robots are often defined as autonomous agents: (per-
ceived) autonomous behavior and trust are thus seen as connected phenome-
na, as trust is generally considered to be an important element in relationships 
between humans as autonomous social beings. It is necessary to adjust this 
concept of trust to make it applicable to robots. In this setup, the robot takes on 
the role of the trustee in the interaction or relationship [Lewis et al. 2018]. In other 
words, although social agents are normally considered to be human, scholars in 
robotics-related research fields have argued that robots, when they are experi-
enced and/or perceived by the trustor as an (intelligent) autonomous agent, can 
also be conceptualized as a trustee [Coeckelbergh 2012; Hancock et al. 2011a]. 
As such, robots fit into a wider discussion about trust in artificial agents—a dis-
cussion that also includes other types of agents, such as virtual bots, software 
programs, and so on [Andras et al. 2018; Glikson and Woolley 2020; Rossi 2018]. 
Nevertheless, it is crucial in this context that robots are embodied agents. The 
embodied character of robots opens up specific research areas that identify how 
trust can be built, based on the attitudes that this embodied appearance evokes 
in interactions [Nomura 2006]. For instance, the idea that robots have an embod-
ied humanoid appearance is often considered to have a significant effect on the 
experience of trust [Alesich and Rigby 2017; van Pinxteren et al. 2019]. Thus, this 
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element of (anthropomorphic) embodiment makes appearance a very important 
feature and extends it to a wide variety of aspects that concern human beings’ life 
and work with robots [Dumouchel 2022; Jones 2021].

It should come as no surprise that many of the concepts and methods that 
are based on this interpretation originate in psychological research. Approaches 
based on the notions of interpersonal trust and associated research into mental 
models have long been a topic of inquiry in several fields of psychology [Simpson 
2007]. Human-robot interaction (HRI) is a prominent area of academic research 
that has successfully incorporated such concepts and methods to apply them to 
the study of trust in robots [Ullman and Malle 2018]. The interdisciplinary methods 
and approaches adopted in HRI generally focus on the development of experi-
ments to measure trust-related attitudes. These experiments are often based on 
Wizard of Oz techniques, in which robots imitate agentic behavior [Riek 2012]. In 
this context, it is common to use validated questionnaires to gain insight into the 
experiences and attitudes of the human participants related to trust, while also 
providing directions on how trust can be built. Many outcomes of such research 
are then incorporated into the development of new robots, and robotics engineers 
often collaborate with HRI researchers in this context. Finally, several notions and 
theories developed in the context of interdisciplinary ethics research have also 
revolved around this interpretation of trust-building [Bartneck et al. 2021]. These 
notions and theories have been deployed to establish the field of robot ethics 
itself, but ethical concepts have also been implemented and tested as part of 
robots’ behavioral cues [Malle 2016; Malle et al. 2019].

2.2. Research, development, and implementation

Another interpretation, focusing on the idea of human dependence on and vul-
nerability toward sociotechnical systems, describes the process of building trust 
in robots as an outcome of changes in design and engineering practices [Coeck-
elbergh 2013, 2015]. Taking technology to be constitutive of the environment in 
which humans operate and focusing on their vulnerability exposes trust as part 
of the entanglement that defines the relationship between humans and techno-
logical systems [Kiran and Verbeek 2010]. The implementation of this notion of 
trust-building draws attention to the ways in which research and innovation sys-
tems are set up, as well as the question of how they can be transformed in the 
direction of more open innovation in general [Geels 2004]. A good example of a 
framework often used in this context is the responsible research and innovation 
(RRI) framework [Asveld et al. 2017; van den Hoven et al. 2015]. When attention 
is drawn to the practices and norms that constitute sociotechnical systems, trans-
parency and responsibility can become explicit components of (implicit) value 
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systems in research and engineering [Kiran et al. 2015]. For that reason, such 
approaches to trust-building focus on making innovation processes more open, 
responsible, and inclusive [Cheon and Su 2016]. Then, trust can emerge as an 
outcome of how characteristics such as reliance, transparency, and privacy are 
best managed in sociotechnical systems [Lee and See 2004; Wortham et al. 
2016].

This interpretation of the trust-building process is not primarily focused on the 
appearance of the robotic artifact as such but rather emphasizes the notion of 
robotic technologies as important components of larger sociotechnical systems 
that (co-)define the conditions under which humans live and work [Sabanovic 
2010]. Crucially, because humans construct these sociotechnical systems, they 
can also influence their development. Thus, it is important to consider how a tech-
nology like robotics establishes new forms of dependence and vulnerability, as 
well as the ways in which such issues are represented in terms of the norms and 
values of roboticists [Dignum et al. 2018]. Within the field of robotics itself, this 
perspective on the trust-building process has resulted in many calls to include 
norms and values that allow the needs of minorities to be recognized [Howard 
and Kennedy III 2020]. If design and engineering processes fail to consider and 
incorporate the values of different societal groups, attitudes of mistrust can arise 
with respect to technological systems [Howard and Borenstein 2018]. This, in 
turn, directly relates to overarching topics such as human rights and the mainte-
nance of democratic values in technological design and engineering, emphasiz-
ing their importance for the way trust in robots develops in societies that have the 
need to mitigate the impacts of new types of robots [Torresen 2018]. An explicit 
openness to the deliberation on and implementation of values is in such a con-
text considered to help ensure that societal and ethical issues are incorporated 
in the development processes behind robotic artifacts [Stahl and Coeckelbergh 
2016]. Furthermore, the idea that robotic sociotechnical systems can establish 
new environments in which humans operate draws attention to the perspective of 
trust-building through the entanglements that constitute the relationship between 
humans and robotic systems [Richardson 2015]. As a central component of these 
sociotechnical systems, robotic artifacts can thus become more trustworthy by 
making their design and engineering to become more focused on issues like 
transparency and responsibility [Dignum 2017; Wortham et al. 2017; Wortham 
and Theodorou 2017].

Implicit in this idea of trust-building is the concept that existing practices in 
such fields can be altered to increase the general trustworthiness of robotic tech-
nologies. For instance, this can be achieved by implementing design require-
ments that would include the values discussed here and new types of aware-
ness in robotics engineering and design processes [Siau and Wang 2018]. It is 
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important to note that many of these ideas are the subject of current discussions 
in the fields of robotics and HRI [Liu and Zawieska 2020; Winfield et al. 2021]. 
This is a crucial development, as their openness to such topics will likely have 
a strong effect on future developments in these pivotal fields. Critical analysis 
of and constructive engagement in new approaches to design and engineering 
practices are a prominent topic in many other academic areas as well. In philos-
ophy, in particular, this entails the development of theories that reflect on tech-
nological design and engineering practices [Van de Poel and Royakkers 2011]. 
Several approaches from science and technology studies (STS) have also been 
crucial for drawing attention to the entanglements that constitute the (mundane) 
relationships between humans and technological artifacts [Maibaum et al. 2021; 
Rommetveit et al. 2020]. A range of topics and concepts from philosophy and the 
social sciences have likewise been used for interdisciplinary collaborations with 
roboticists, such as by creating approaches based on Participatory Design (PD) 
or Value Sensitive Design (VSD) [Azenkot et al. 2016; Umbrello and De Bellis 
2018; Van Wynsberghe 2013].

2.3. Disruptions, rules, and regulations

The final interpretation regarding the process of building trust in robots is based 
on the idea that trust can be fostered with the help of rules and regulations [Nel-
son and Gorichanaz 2019]. Such discussions are increasingly prominent in recent 
years, as many proposals for rules and regulations to govern robotic and artificial 
intelligence (AI) technologies are currently in development [DG IPOL et al. 2016]. 
In close connection with this, the potential implications of the increasing preva-
lence of robots are a growing topic of inquiry in fields like ethics, legal studies, 
and governance studies [Boden et al. 2017; Leenes and Lucivero 2014; Nagen-
borg et al. 2008]. Beyond this, these types of interpretations of the trust-building 
process are generally important for the development of procedures that can help 
to mitigate the effects of emerging technologies on society. Ethical, legal, and 
regulatory schemes based on such analyses can help establish social trust in 
robots [Pagallo 2010]. Rules and regulations of this type can therefore function 
as part of a system of checks and balances that guide and govern technologi-
cal developments and the implementation and use of robotics and AI, especially 
during a time characterized by socially disruptive technological advancements. In 
this context, philosophical deliberations are often concerned with new ontologies 
and ethical systems, while legal considerations are mostly about new rules and 
regulations. Both can be considered instrumental for creating a framework for fur-
ther development and can help provide additional clarity for the current and future 
roles of robots in society [Gunkel 2012; Fosch-Villaronga and Heldeweg 2018].
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In this context, robotic technologies (and AI) are largely understood and de-
fined as a group of technologies set to disrupt existing conventions and therefore 
need to be guided and regulated via newly established rules and frameworks. 
Based on this idea, such approaches are often emphasizing the need for antic-
ipating the potential social impact of future developments in robots’ intelligence 
and agency. The emergence of intelligence and agency in machines is under-
stood as a development that would potentially lead to large shifts in the issues of 
responsibility, liability, accountability and so on [Holder et al. 2016; Petit 2017]. If 
such issues are not dealt with properly, general trust in robots is likely to be com-
promised, which is why commitment to these issues can help to create rules and 
regulations to anticipate potential problems [Winfield and Jirotka 2018]. Thus, 
much of the work formulating ethical and/or legal arguments regarding the de-
velopment of robots also takes on the current challenges and lacunae as well as 
those that future robots could bring about [Koops et al. 2013; Leenes et al. 2017]. 
In particular, with reference to concerns regarding the (im)possibilities of human 
control over the development and implementation of robotic technologies, ethical 
and legal scholars can help provide clarity to the discussion [Lin et al. 2012; Na-
genborg et al. 2008].

When it comes to academic fields where trust-building of this type is a promi-
nent topic, robot and AI ethics is a key area of research. The ethics of technology 
have been a topic of inquiry for many years, but it has gained importance in re-
cent decades due to growing concerns over the social impact of other emerging 
technologies, such as nanotechnology or (big) data technologies [Brey 2017; Van 
de Poel 2008; Zwitter 2014]. In recent years, increasing interest has been seen 
in applying ethics to robots, and this has also become an important topic in fields 
investigating the governance of robotics. Hence, the meaning of the term ethics 
and its application have widened: according to some, ethics has even become 
“big business” [Richardson 2019; Sætra et al. 2021]. On a broader level, ethical 
considerations have repeatedly been shown to be instrumental for the explo-
ration of potential legal and social ontologies and their consequences [Turner 
2019]. In this regard, (social) robots are also becoming a subject of increasing 
concern in legal theory [Avila Negri 2021; Bertolini and Aiello 2018]. Furthermore, 
the regulation of robots and AI is now an important subject for concrete regulatory 
proposals, such as, for instance, in the European Union [European Parliament 
2017].

3 Complementary interpretation: Robot narratives

In the previous section, different interpretations of the trust-building process were 
provided, accompanied by different definitions of robots: robots and robotic tech-
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nologies were described as agentic interaction partners, as central artifacts in 
sociotechnical systems that are subject to alteration based on responsible en-
gineering and design processes, and finally as a type of technology that (po-
tentially) has the ability to disrupt existing ethical and legal conventions. I argue 
here for a complementary interpretation, describing a trust-building process that 
establishes the robot as the subject of narratives that may (and often do) contain 
speculative and imaginative content. 

To explain this narrative perspective, it is useful to first discuss the notion of the 
narrative as found in social research, where it is used to analyze social life and 
has played that role for a long time [Nash 1994]. In social research, narratives 
are understood as carriers of meaning and assumptions, organized into plot-
like structures [Deuten and Rip 2000]. Narratives constitute a crucial element 
of human social life: we think and communicate with the help of stories, which 
determine the limits of what we consider imaginable, knowable, and doable [Felt 
2017]. In other words, narratives are instrumental for establishing meaning and 
structure [Czarniawska 2004]. As such, narratives can be analyzed in many dif-
ferent contexts, from policy documents to patient testimonies [Kirkpatrick 2008; 
McBeth and Lybecker 2018]. With regard to robots, the analysis of narratives can 
help clarify how robots become situated within shared meanings and assump-
tions. Thus, narratives are not simply stories: they can play a constitutive role 
in the development of concepts and ideas concerning the way our future with 
robots is to be configured. They point in certain directions, and the values implicit 
in them facilitate current and future development into a meaningful whole. Based 
on this, I argue that narratives can provide useful perspectives on the way we 
understand the role of robots, both in interactions with humans as well as in their 
larger societal context. Therefore, this paper argues for a more explicit inclusion 
of a narrative focus to come to grips with the way that the notion of trust-building 
can be further developed.

To ground the argument of the paper more securely, it will be useful to draw 
attention to narratives regarding robots and their imaginative and speculative el-
ements. Why do narratives play such a crucial role for trust-building in robotics 
technology in particular? To provide a first answer to this question, it may be 
useful to provide insight into certain prominent elements from the history of ro-
botics, as they demonstrate how the technological artifacts we call robots are 
surrounded by a host of speculative and imaginative narratives. The very term 
“robot” comes from a science fiction play, Rossum’s Universal Robots (R.U.R.), 
published in 1921 by the Czech writer Karel Čapek [Čapek 2004]. In this play, 
robots are created to work for humans, but they eventually rebel and cause the 
human race to go extinct. Even before this introduction of the word, autonomous 
non-human entities were a source of fear and fascination [Gasparetto 2016]. 
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Depictions of and experiments with inanimate autonomous beings were part of 
larger (sometimes mesmerist and occultist) fascinations with automata. Such 
fascinations were rather widely expressed during the earlier phases of modern 
science and engineering [Coeckelbergh 2017; Liu 2010; Willis 2006]. The period 
of the Enlightenment for instance, exhibited an increasing engagement of clock-
makers, mechanics at princely courts as well as other artisans with the creation 
of automata [Voskuhl 2013]. Furthermore, the history of fictional writing includes 
many examples of fascination with non-human forms of intelligence, such as 
the monster in Mary Shelley’s Frankenstein, Henri Maillardet’s Automaton, Na-
thanael (Nate) in E.T.A. Hoffmann’s The Sandman, and many others [Cave and 
Dihal 2018; Selisker 2016]. 

In the context described above, as actual artifacts automata were mostly cre-
ated in the domain of artisans, not that of engineers. With reference to the later 
establishment of robotics as a field of research and engineering, it is interesting 
to note that famous roboticists, such as Hans Moravec and Marvin Minsky, de-
liberately engaged in arguments that extrapolated research trends in their field 
toward futurist narratives. They claimed that science fiction futures that feature 
high levels of robot autonomy and intelligence could become a reality within a 
relatively short time. They explicitly referred to narratives that contained a strong 
fascination with the autonomy of robots. In that way, they were well aware that 
pop science efforts could help raise the political and cultural power of robotics as 
a field, which could in turn help increase their research funding [Geraci 2010].

In hindsight, it could be concluded that these early roboticists were quite suc-
cessful in establishing robotics as a professional field. In this context, it is import-
ant to realize that the speculative dimension of the narratives around robots go 
well beyond the fictional realm. In recent decades, narratives about the further 
implementation of robots have continued to capture society’s imagination [Hef-
fernan 2019]. In the current moment in particular, there is a strong focus on the 
narrative that robots are an emerging technology that could, combined with AI 
technology, considerably alter the way we live and work while thoroughly chang-
ing society and the economy [Suchman 2019]. In this context, we have seen a 
general increase in concerns regarding the potential socially disruptive effects 
of the increasing implementation of autonomous systems, including robots, and 
their rapid technological progress. Important players like the European Union, Or-
ganization for Economic Co-operation and Development (OECD), and the Unit-
ed Nations have expressed the intention to maintain a strong emphasis on the 
need for anticipation of the future development of robotics in combination with AI 
technologies [European Commission 2020; OECD 2019; UNESCO 2021]. In this 
way, robots continue to be connected to the development of efforts to assess and 
predict future social and economic impact [Ford 2015; Nourbakhsh 2013]. There-
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fore, due to its framing as an emerging technology, the future of robots is covered 
extensively in general public discourse, as well as in governance, which projects 
many different expectations onto its possible future development.

The speculative and anticipatory rhetoric that surrounds robotics is typical for 
emerging technologies, which are often characterized by high levels of ambi-
guity regarding their future [Asquer and Krachkovskaya 2021; Schaper-Rinkel 
2013]. I argue here that the anticipation placed on (future) robots can usefully 
be understood and analyzed with the help of a narrative approach. As such, re-
search and theory can treat narrative as a specific and distinct factor in the overall 
process of trust-building in robots. That is to say, robots’ imagery and cultural 
status influence the way that they are portrayed and understood in the context of 
trust-building, in which individual robotic artifacts themselves, as well as robot-
ics in general (as a field of research, design and implementation), play a crucial 
role in the emergence of narratives. Furthermore, I draw an explicit contrast to 
conceptions that disregard imaginative and speculative narratives about robotics 
as future-grasping hubris. Certainly, many solid and insightful studies exist that 
expose technological hubris and its distorting effects, but I argue that in relation to 
the process of building trust in robots, it can be insightful to explore how such nar-
ratives influence technological development and the culture that emerges around 
it. Expectation, imagination, and the anticipated/speculative future connected to 
them are thus considered major narratives that are constitutive of the ways that a 
culture thinks and acts with respect to robots.

4 Materializing a narrative approach: Studying trust

With a focus on narratives firmly established, it remains to describe how a narra-
tive approach can be materialized. Here the interpretations from Section 2 are to 
be complemented by developing an understanding of how trust can be theorized 
and studied with the help of narratives. In other words, research that uses such 
an interpretation should be based on concepts of trust that explicitly, critically, 
and constructively engage with the narratives around robots. A particular focus is 
placed on three main components that are constitutive for a narrative approach 
to trust-building in robotic technologies: (1) scrutinizing existing imaginaries in 
the narratives about robots, (2) configuring anticipatory concepts regarding the 
narratives about robot futures, and (3) facilitating the emergence of new narra-
tives around the sociotechnical potential of robots, mostly by increasing access 
to robots and robotics.
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4.1. Scrutinizing technological imaginaries

To understand trust-building in robots using a narrative approach, it is crucial to 
draw attention to the technological imaginaries that are inherent to robot nar-
ratives. The concept of technological imaginaries or sociotechnical imaginaries 
emphasizes the entanglement of technologies in their social and cultural contexts 
[Jasanoff and Kim 2015]. The main idea being that these contexts define the de-
velopment and implementation of technologies, as well as the norms and social 
and cultural practices around them. The analysis of technological imaginaries fit 
easily into a narrative approach, as these imaginaries can be found through the 
analysis of narratives. The main rationale here is that technological imaginaries 
drive cultural understandings and the perceptions of robots by defining and influ-
encing arguments and concepts regarding robots’ roles in our (future) societies. 
Thus, the imagined futures of robots should be understood as shaping the ways 
that societies deal with the contingencies connected to these futures through the 
visions and expectations that they represent. These imaginaries also shape the 
development of technologies connected to such visions [Jasanoff and Kim 2009]. 
As such, the technological imaginary should also play a constitutive role in the 
critical analysis of anticipatory notions surrounding robots in relation to the con-
struction of novel social realities based on the futures of emerging technologies 
[Vallès-Peris and Doménech 2020]. For instance, Lucy Suchman has convincing-
ly argued that the robot imaginary confronted at present is largely based on Eu-
ro-American notions of embodiment, emotion, and sociality. From this argument, 
she demonstrates that narratives of social order are reproduced in the specific 
technological designs of robots [Suchman 2006]. Another example is the book 
The Robotic Imaginary by Jennifer Rhee, which analyzes the conceptualizations 
and visions of humanness and dehumanization as seen in discourses on robotics 
[Rhee 2018].

The analysis of imaginaries is particularly useful when one wants to study and 
analyze different interpretations and controversies in narratives that are con-
cerned with the (future) role of robots in our societies. Many other technologies 
and their particular imaginaries have already undergone scrutiny using analysis 
of this type [Jasanoff and Kim 2015; Sismondo 2020]. These studies have repeat-
edly demonstrated that perceptions of technologies and their futures are a cru-
cial factor in the decision-making of governments and corporations. Furthermore, 
they are instrumental to the development and negotiation of novel and already 
present social arrangements in terms of new technologies, for instance in the 
context of governance [Grunwald 2018]. In relation to the process of building trust 
in robots in light of promises, expectations, and fears regarding robots and their 
futures, trust-building can be conceptually connected to the ways in which robots 
are presented in (speculative) narratives [Rommetveit and Wynne 2017]. In other 
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words, such narratives must be interpreted as drivers of debates regarding the 
possibilities, dangers, and challenges of robotization and automation.

Thus, narratives and their imaginaries are drivers of the establishment of so-
cial and public trust with respect to robots [Kearnes et al. 2006]. Furthermore, 
when used in conjunction with concepts of trust that are derived from interper-
sonal trust, they can help provide a deeper understanding of people’s attitudes 
in human-robot interaction [Fortunati et al. 2015; Weiss and Spiel 2021]. In this 
way, concepts of trust in robots can be further refined through careful investment 
in inclusive and responsible imaginaries with respect to our future with robots. 
Thus, analyzing narratives that establish certain social imaginaries, the heavily 
anticipated roles of robots in society can be assessed, discussed, and criticized. 
Finally, the analysis of imaginaries of robotics in different domains (e.g., robot 
engineering, robot governance, and industrial contexts) can help establish new 
understandings of social and collective life with robots while recognizing the so-
cial character of such technological futures.

4.2. Configuring anticipatory concepts

In addition to the critical analysis of robot imaginaries, a second component in-
volves actively taking part in the development and configuration of concepts that 
can support narratives that are engaged with the anticipation of robots the soci-
otechnical systems that emerge around them [Floridi 2014]. Here, philosophers 
and social scientists themselves can become involved in the anticipation of po-
tential scenarios in order to develop the arguments and concepts that can be 
of use in the responsible implementation of robotic technologies [Brey 2012]. 
In comparison to the subsection above, this component also requires a critical 
stance toward robot futures, but simultaneously it is more strongly focused on 
constructive and sometimes speculative engagement with the futures of emerg-
ing robotics. The different ways in which the technological potential of robots is 
imagined can be assessed and refined to shape the sociotechnical systems that 
surround robots [Plas et al. 2010]. Although many types of robots that are antic-
ipated are not yet in widespread use, speculative engagement with their future 
incarnations can be an important part of concepts of trust-building that are based 
on a narrative approach. The provision of new directions and concepts to guide 
the construction of narratives about our futures with robots can allow new roles 
to be allotted to them, ones that can already be anticipated [Gunkel 2022; Selkirk 
et al. 2018].

In general, the advancement of such anticipatory concepts can encourage re-
flection on notions of trust to address current challenges surrounding automation 
and robotics. The main emphasis should fall on creating concepts to help soci-
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eties adjust in times of transformative change, times in which technological de-
velopments challenge and redefine societal norms and practices [Bratton 2017; 
Sardar 2010]. As such, the configuration of anticipatory concepts involves the 
production of a thorough overview of the meanings and interpretations that devel-
op in the anticipated trajectories of robotic development, including its speculative 
elements. The aim is thus to create new concepts that can help anticipate and 
modify the sociotechnical ramifications of those developments [Castañeda and 
Suchman 2014]. Apart from analyzing technological products and innovations in 
their social context, the goal should be to engage in the development of new nar-
ratives that can help steer the development of future products and innovations.

I argue here for explicit commitment to the continuous (re)configuration of an-
ticipatory concepts related to robots. This is largely an exploratory endeavor, in 
which it is crucial to invest in concepts that support more inclusive narratives of 
robots as a widely implemented technology [Grunwald 2010; Selin 2008]. Inter-
disciplinary work is crucial for such efforts and for developing concepts that are 
on the one hand speculative, but rooted in engineering reality on the other. More-
over, it is a significant platform for implementing concepts and ideas that mobilize 
the technoscientific imagination toward emancipatory sociotechnical systems. 
Thus, by facilitating novel definitions of robots and their roles in social contexts, 
anticipation based on speculative concepts would be instrumental to fostering 
novel engagement types with robots. In this way, robots can help change well-es-
tablished social ontologies [Coeckelbergh 2010; Gunkel 2018].

4.3. Facilitating sociotechnical potential

Finally, within a narrative approach that is focused on trust-building, it is import-
ant to provide insights and pathways that can actively facilitate the emergence 
of new narratives about robots’ sociotechnical potential. These narratives may 
be instrumental for developing ideas for the use of robots, founded on the imag-
inative capacity of the general public or of specific future users regarding how 
they conceptualize and imagine life and work with robots. Facilitating narratives 
around robotics’ potential is therefore mostly about deliberately providing access 
to robots in order to allow new narratives to emerge [Chun 2019; Fischer et al. 
2020]. Furthermore, this calls for critical but constructive engagements with peo-
ple’s concrete imaginings with respect to their use of and work with robots. An 
important idea in this approach is that technological artifacts such as robots are 
(re)defined in terms of how their use is imagined and practiced [Soljacic et al. 
2022]. Thus, the identification of new forms of sociotechnical potential can enable 
the development of a way to allow for new understandings of the roles that robots 
can play in society.
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Here, an important question is how the different uses of technology can be 
facilitated and analyzed [Cressman 2019]. The researcher’s role in this process 
is to work to provide access to robots and connect the narrative understanding 
of technology to people’s experiences while using and interacting with robots. 
Thus, it is helpful to facilitate the emergence of new narratives around the pos-
sible uses of robots for building social trust in robots in a democratic society. To 
create trust and implement technology in accordance with democratic values, the 
general public as well as individual users must be prompted to form new narra-
tives around robots’ future potential [Bijker 2010; Ionescu and Schlund 2019]. In 
line with this, constructive engagement with narratives that involve robots’ soci-
otechnical potential can be developed by increasing interactions with robots and 
robotics. The goal of this activity is not necessarily to see how different groups 
and guidelines can be included in the design but rather to inquire into the ways in 
which people use and understand technologies in novel ways that are previously 
unimagined.

It is crucial to recall that this approach must be explicitly neutral to any nar-
rative trajectory, even with respect to those trajectories that could be classified 
as irrationally utopian or dystopian. The goal is rather to facilitate the way that 
associations of this or other types lead to unanticipated mundane uses of robots. 
Pioneering studies in the social construction of technology have been undertak-
en in relation to the user as an agent of technological change [Kline and Pinch 
1996]. These studies indicate the way that a certain technological artifact and its 
social environment evolve over time, based on actual use. Therefore, in relation 
to robots and building trust in them, research activities should not only critically 
analyze and anticipate robot futures but also focus on providing the possibilities 
for emancipation and democratization through imagination in narratives regard-
ing the use of and work with robotics. In this way, the development and imple-
mentation trajectories of robots can become increasingly democratized through 
the emphasis on possibilities for choosing and designing different technologies 
[Feenberg 2002].

5 Conclusion

This paper presented an approach to the process of building trust in robots that 
focuses on the role that narratives can play. I have demonstrated that robotics is 
necessarily embedded in narratives about its own future. I argue that this neces-
sitates a complementary view on building trust in robots, which I presented in this 
paper. The goal of this approach is to deploy already existing discourse on trust 
to generate new ideas for bringing robots into our societies in ways that, without 
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profoundly disturbing our economic, social, and political lives, might empower us 
to achieve more equal, sustainable, and desirable futures with robots.

Implicitly, this focus on narratives involves the addition of perspectives from 
history, the arts, literature, and philosophy to the already rapidly growing body 
of research on the implications of emerging technologies such as robots. This 
development is far from finished and certainly is not limited to roboticists adapting 
or being open to these kinds of perspectives. It also means that significant efforts 
must still be made to bring the above-mentioned fields and disciplines closer to 
the field of robotics and identify ways in which the interpretations and ideas of 
each can be of use for the other. This is and will continue to be very challenging, 
not least because interdisciplinary work often necessarily encounters and must 
deal with long-standing preconceptions and conflicting epistemologies between 
disciplines [Weszkalnys and Barry 2013]. Therefore, it is crucial to continue in-
vesting in efforts to produce a deeper integration of these inter- and transdisci-
plinary perspectives.
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